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Abstract: This article addresses the problem of the unsupervised separa-
tion of speech signals in realistic scenarios. An initialization procedure is
proposed for independent component analysis (ICA) algorithms that work in
the time-frequency domain and require the prewhitening of the observations.
It is shown that the proposed method drastically reduces the permuted solu-
tions in that domain and helps to reduce the execution time of the algorithms.
Simulations confirm these advantages for several ICA instantaneous algo-
rithms and the effectiveness of the proposed technique in emulated reverber-
ant environments.
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PACS numbers: 43.60.Pt, 43.60.Gk, 43.60.Np [DOS]
Date Received: December 7, 2009 Date Accepted: January 11, 2010

1. Introduction

This article considers the problem of the blind separation of speech signals that are recorded in
a real room, assuming the same number of microphones and speakers. It is well known that any
acoustic signal acquired from microphones in a real recording environment suffers from reflec-
tions on the walls and surfaces inside the room. Therefore, the recorded signals can be accu-
rately modeled as a convolutive mixture, where the mixing filter is usually considered a high-
order finite impulse response filter.

We focus on the time-frequency domain approach for blind source separation (BSS).
In this approach, the convolutive mixture is approximated by a set of parallel instantaneous
mixing problems for each frequency, being each of these problems solved independently with a
suitably chosen independent component analysis (ICA) algorithm. Since the separated sources
can have an arbitrary ordering, with this technique, a postprocessing to align the solutions be-
fore reconstructing them in time domain is necessary. The ordering ambiguity for each fre-
quency, which is known as the permutation problem, is ubiquitous when working in the time-
frequency domain and is especially important in real recordings, where the length of the room
impulse response can be very long (greater than 250 ms) and can contain strong peaks corre-
sponding to the echoes. Several methods have been proposed to overcome the permutation
problem, which can be divided into two groups. Some methods solve independently, for each
frequency, the instantaneous mixture and then a known property of the signals or of the mixing
filter are used in order to fix the permutation ambiguity. Examples of these properties are the
following: the assumption of similarity among the envelopes of the source signal waveforms,
the estimation of the direction of arrival, and the continuity on the frequency response of the
mixing filter. A second group of methods tries to avoid permuted solutions by choosing a suit-
able initialization of the ICA algorithms for each of the frequencies. Our proposal belongs to
this second group of methods and suggests an initialization procedure for those ICA algorithms
that use the whitening of the observations in the time-frequency domain. The experiments show

a�Author to whom correspondence should be addressed.
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that this initialization, which exploits the local continuity of the demixing filter in such domain,
reduces drastically the number of the solutions that are permuted and also may be used to re-
duce the execution time of the ICA algorithms while keeping intact the quality of the separation.

2. Problem formulation

We model the microphone observations xi�n�, i=1, . . . ,N, of a real room recording by a convo-
lutive mixture of the speech sources si�n�, i=1, . . . ,N, in a noiseless situation, i.e.,

xi�n� = �
j=1

N

�
k=0

P−1

hij�k�sj�n − k�, i = 1, . . . ,N , �1�

where hij�n� is the impulse response (of P taps) from the source j to the microphone i. In order
to blindly recover the original speech signals (sources), one can apply a matrix of demixing
filters to the observations xi�n� that yields an estimate of each of the sources

yi�n� = �
j=1

N

�
k=0

M−1

bij�k�xj�n − k�, i = 1, . . . ,N , �2�

where bij�k� denotes the �i , j� demixing filter of M taps. Let Xi�f , t� and Si�f , t� be, respectively,
the short-time Fourier transform (STFT) of xi�n� and si�n�. The time-domain convolutive mix-
ture in Eq. (1) can be approximated in the time-frequency domain by a set of parallel instanta-
neous mixing problems:

X�f,t� = H�f�S�f,t� , �3�

where X�f , t�= �X1�f , t� , . . . ,XN�f , t��T and S�f , t�= �S1�f , t� , . . . ,SN�f , t��T are the observation and
source vectors for each time-frequency point, respectively, and H�f� is the frequency response
of the mixing filter whose elements are Hij�f�= �H�f��ij∀ i , j. The separation model is given by

Y�f,t� = B�f�X�f,t� , �4�

where Y�f , t�= �Y1�f , t� , . . . ,YN�f , t��T is the vector of outputs or estimated sources, and B�f� are
the separating matrices to be estimated for each frequency f.

Due to the decoupled nature of the solutions across different frequencies, the corre-
spondence between the true sources and their estimates suffers from ambiguities in the scaling,
phase, and order. Thus, the vector of source estimates can be modeled approximately as

Y�f,t� � P�f�D�f�S�f,t� , �5�

where P�f� is a permutation matrix and D�f� is a diagonal matrix of complex scalars. P�f� and
D�f� constitute ambiguities for each frequency that need to be determined before being able to
recover the estimated sources in time domain.

3. Initialization procedure for ICA algorithms

The ICA algorithms used for estimating the optimal separation system B�f� in each frequency
are often started at any arbitrary point. However, a suitable initialization of the algorithm has
several advantages. For instance, when the algorithm is initialized near the optimal solution, a
much faster convergence of the algorithm will be obtained. Furthermore, the initialization can
exploit prior information on the mixture in order to avoid permutation ambiguity. One interest-
ing initialization approach considers the continuity of the frequency response of the mixing
filter H�f� and its inverse. Under this assumption, the initialization of the separation system B�f�
from the optimal value of the separation system at the previous frequency Bo�f−1� seems rea-
sonable. However, we cannot directly apply B�f�=Bo�f−1� in those ICA algorithms that whiten
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the observations. The whitening is performed by premultiplying the observations vectors with
an N�N matrix W�f�. After that, the new observations Z�f , t� can be expressed as another
mixture of the sources:

Z�f,t� = W�f�X�f,t� = U��f�S�f,t� , �6�

where the new mixing matrix U��f�=W�f�H�f� is unitary. Then, the separation matrix B�f� can
be decomposed as the product of a unitary matrix and the whitening matrix,

B�f� = �U�f��HW�f� . �7�

Due to the variability of the sources spectra, in general, the whitening matrices W�f� and W�f
−1� in contiguous frequencies are different. Consequently, when solving B�f�=Bo�f−1� di-
rectly to obtain �U�f��H=Bo�f−1�W−1�f�, there is no longer guarantee that this matrix is still
unitary.

A classical initialization technique avoids the previously described problem in the
following way. First, it multiplies the observations X�f , t� by the optimal separation matrix at the
previous frequency. Then, it determines the matrix W�f� which whitens these new observations.
Therefore, the overall separation matrix is calculated as

B�f� = �U�f��HW�f�Bo�f − 1� . �8�

In this work, we propose a new initialization procedure that consists in initializing the
separation matrix B�f� trying to minimize the weighted distance with several of the optimal
separation systems previously calculated for nearby frequencies, while the matrix U�f� is con-
strained to be unitary. This leads to the constrained minimization problem,

�
i

�i�Bo�f − i� − B�f��F
2 s . t . �U�f��HU�f� = IN, �9�

where � · �F denotes the Frobenius norm and �i are non-negative weighting scalars. The solution
of this problem is given by U�f�=QLQR

H, where QL and QR are, respectively, the left and right
singular vectors of the singular value factorization which follows:

�QL,D,QR� = svd�W�f��
i

�i�Bo�f − i��H� . �10�

4. Experimental results

In this section, we present several experiments illustrating that the proposed initialization pro-
duces good quality separation with convolutive mixtures of speech signals by using different
ICA algorithms. In addition, we will discuss the ability of the initialization procedure to reduce
the permuted solutions, as well as its effectiveness to guarantee a high convergence speed of the
ICA algorithm in such reverberant conditions. In order to have the possibility to determine the
number of permuted solutions and some objective measures of quality of the separation, it is
needed to know the exact room impulse response and the sources without errors. For this rea-
son, we emulated real room recordings by means of synthetic mixtures. Therefore we created 25
synthetic mixtures of two speech sources. The sources were chosen from male and female
speakers in a database1 of 12 individual recordings of 5 s duration and sampled at 10 kHz. Those
sources were mixed using a simulated room mixing system, shown in Fig. 1, determined using
the ROOMSIM toolbox.2 We computed the STFT with a finite Fourier transform of 2048 points,
90% overlapping, and Hanning windows of length 1024 samples. Then, we estimated the sepa-
ration system Bo�f� by initializing the ICA algorithms with both the classical initialization and
the proposed initialization. After that, we fixed the permutation and scale ambiguities applying
the method described in Ref. 3, and finally filtered the observations to obtain the time-domain
estimated sources.
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We applied our initialization method to various ICA algorithms which have been
proved to be efficient to estimate the separation system Bo�f�. Since speech signals are highly
nonstationary, we used two popular ICA algorithms based on nonstationarity of signals, SOBI

(Ref. 4) and THINICA (Ref. 5). THINICA was used in two different configurations, by first extract-
ing one source and then reconstructing the other, and by the simultaneous extraction of the two
sources, referred hereinafter as THINICA-SIM. To quantify the quality of the estimated sources,
each output was decomposed, by the BSS_EVAL toolbox,6 into three terms yi�t�=star+eint+eart,
which represent, respectively, the target source, the interference from other sources, and a last com-
ponent of artifacts.Then, we calculated three performance measures: the source to interference ratio
(SIR), the source to artifact ratio (SAR), and the source to distortion ratio (SDR),

SIR = 10 log10
�star�2

�eint�2 , SAR = 10 log10
�star + eint�2

�eart�2 , SDR = 10 log10
�star�2

�eint + eart�2 .

�11�

The obtained results, presented in Table 1, show that for the THINICA case the initialization
improves up to 8 dB the SAR and SDR in comparison with the classical method. In the other
cases, the initialization does not achieve a significant improvement of the estimated sources
quality.

As an example, two sources can be listened to in Mm. 1 and Mm. 2. Mixtures from
these sources by means of a mixing system like that described in Fig. 1 are in Mm. 3 and Mm.
4. Finally, in Mm. 5 and Mm. 6, the sources recovered by the algorithm THINICA-SIM (Ref. 4)
with the proposed initialization can be listened to.

Mm. 1. [First source: female voice sampled at 10 kHz. This is a file of type “wav” (99 kbytes).]

Mm. 2. [Second Source: male voice sampled at 10 kHz. This is a file of type “wav” (99 kbytes).]

Mm. 3. [First observation of the mixture of the two sources. This is a file of type “wav” (99
kbytes).]

Mm. 4. [Second observation of the mixture of the two sources. File of type “wav” (99 kbytes).]

Mm. 5. [First recovered source. This is a file of type “wav” (99 kbytes).]

Mm. 6. [Second recovered source. This is a file of type “wav” (99 kbytes).]
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Fig. 1. �a� Microphone and loudspeaker positions for the simulated room recordings and �b� channel impulse
responses of the considered filter.
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In order to prove the effectiveness of the initialization to guarantee a high convergence
speed of the algorithm, we calculated the average CPU time that each algorithm uses to solve
the separation in each frequency. We also analyzed the performance of our initialization proce-
dure in terms of the number of permutations. The results, summarized in Fig. 2, corroborate that
the proposed initialization reduces both the computational effort of the ICA algorithms and the
number of permutations. The reduced number of permutations is particularly very interesting
because it allows us to design new algorithms to solve the permutations based on this reduction.
Also, it could be used to alleviate the computational burden of the algorithms that solve the
permutation problem.

We investigated those frequencies in which our initialization is not able to preserve the
permutation order. Without loss of generality, we considered the simulation results provided by
the THINICA-SIM algorithm using the proposed initialization. In Fig. 3, we represent the normal-
ized modulo of the frequency response of the optimal demixing filter from source 1 to micro-
phone 1 (upper plot), and the normalized histogram of the frequencies in which the solutions
remained permuted (lower plot). It could be noted that echoes in the impulse response of the
mixing filter introduce rapid oscillations on the frequency response, so our main assumption
about the continuity of the mixing filter is not valid in all the frequencies. For this reason, it can
be observed that frequencies presenting a high number of permutations correspond to those in
which the frequency response of the optimal demixing filter exhibits strong peaks. However,
there are also a set of frequencies in which, although the mixing filter does not exhibit those
oscillations, the solutions are still permuted. This can be explained when the source separation
problem is ill determined at these frequency bands or when the profiles across time of the sec-
ond order statistics used by the chosen algorithms are similar for both sources, since they can
fail to separate the sources in these situations.

Table 1. Comparison of the average SIR, SAR, and SDR for different ICA algorithms by initializing with both
the classical and the proposed initialization method.

SIR �dB� SAR �dB� SDR �dB�

Classic Ini-1 Classic Ini-1 Classic Ini-1

THINICA 20.16 22.03 0.86 9.32 0.70 8.92
THINICA-SIM 21.97 22.15 12.70 12.79 12.02 12.13
SOBI 22.48 22.15 13.02 12.83 12.43 12.16
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Fig. 2. �a� Average CPU time �ms� to run different ICA algorithms in each frequency by initializing with both the
classical and the proposed initialization method. �b� Number of permutations for different ICA algorithms by
initializing with both the classical and the proposed initialization method.
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5. Conclusions

In this article we have considered the problem of the blind separation of speech signals in re-
verberant scenarios. We have presented an initialization procedure for those ICA algorithms
that work in the time-frequency domain and use a whitening of the observations as a prepro-
cessing step. Computer simulations show that this initialization, when incorporated to the ex-
isting ICA algorithms, reduces drastically the number of permutations. In addition, the pro-
posed initialization helps to alleviate the computational execution time of the ICA algorithms
that solve the separation in each frequency, while preserving the quality of the separated speech
sources.
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Fig. 3. �a� Normalized modulo of the frequency response of the optimal demixing filter from source 1 to microphone
1 and �b� normalized histogram of the number of permutations for 25 experiments and using THINICA-SIM algorithm.
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muscles for vocal fold posturing
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Abstract: Previous investigations using in vivo models to study the role of
intrinsic laryngeal muscles in phonation have used neuromuscular stimula-
tion to study voice parameters. However, these studies used coarse stimula-
tion techniques using limited levels of neuromuscular stimulation. In the cur-
rent investigation, a technique for fine control of laryngeal posturing was
developed using graded stimulation of the laryngeal nerves. Vocal fold strain
history to graded stimulation and a methodology for establishing symmetric
laryngeal activation is presented. This methodology has immediate applica-
tions for the study of laryngeal paralysis and paresis, as well as general ques-
tions of neuromuscular control of the larynx.
© 2010 Acoustical Society of America
PACS numbers: 43.70.Gr, 43.70.Jt, 43.70.Bk [AL]
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1. Introduction

Study of voice production and control mechanisms of the larynx is critical to furthering our
understanding of human speech, communication, and phonatory pathology. Neuromuscular
control of the larynx plays a critical role in phonation and has been investigated in animal (Choi
et al., 1993a, 1993b, 1995), human (Kempster et al., 1988; Atkinson 1978; Faaborg-Andersen
1965), and computer models (Farley 1994; Story and Titze 1995). However, such studies in
animals and humans have been limited, due to the difficulty in using laryngeal stimulation tech-
niques to obtain fine control of laryngeal posturing. Animal studies have primarily used in vivo
canine models to provide neuromuscular stimulation to laryngeal nerves. Unfortunately, how-
ever, only coarse “on/off ” or “low/medium/high” settings have been utilized in these studies
(Choi et al., 1993a, 1993b, 1995).

The work of Nasri et al. (1995) shows the difficulty encountered in achieving fine
control of laryngeal posturing (Choi et al., 1993a, 1993b, 1995). Although Nasri et al. (1995)
did not explicitly study laryngeal posturing, they showed that the compound nerve action po-
tential and electromyographic signals of the thyroarytenoid (TA) muscle were sigmoid func-
tions of the recurrent laryngeal nerve (RLN) stimulation current (or voltage). Similarly, Gor-
man and Mortimer (1983) measured muscle force upon electrical stimulation of the nerve to the
medial gastrocnemius muscle in cats, observed a sigmoidal force response, and concluded these
sigmoidal responses to be a consequence of muscle recruitment responses, first from activation
of large then small diameter nerve fibers. They noted that “the current level between threshold
excitation �I0� and maximal recruitment �Imax� is not large.” However, they also noted a number of
variables, which could assist in maximizing the difference in current levels between I0 and Imax,
including a reduction in the pulse width of the electrical stimulus. Consequently, any method that
attempts to achieve fine control of laryngeal posturing must take in account these known sigmoidal
responses of muscles to the stimulation current.

Human studies have measured laryngeal electromyographic signals to correlate with
the fundamental frequency (Atkinson 1978; Faaborg-Andersen 1965). However, multiple la-
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ryngeal muscles are concurrently activated in human voice production, and thus, the effect of
individual muscle could not be evaluated. Kempster et al. (1988) applied direct stimulation to
the intrinsic muscles via electromyographic electrodes while the subject phonated. However,
fine control of laryngeal muscles was not attempted in this experiment. Finally, while computer
modeling would be useful in conceptualizing laryngeal control mechanisms, neuromuscular
data must first be obtained, on which to base such computational models.

Controlled activation of the intrinsic laryngeal muscles in a graded fashion is crucial
for a variety of investigations in voice physiology, including investigations of asymmetric la-
ryngeal pathologies (e.g., laryngeal paralysis and paresis), glottal posturing, and control of
voice parameters such as fundamental frequency, phonation onset, and laryngeal aerodynamics.
In order to facilitate such future investigations, the purpose of the present study is to develop a
methodology, which uses graded stimulation of laryngeal nerves to achieve fine control of both
symmetric and asymmetric laryngeal posturing.

2. Methods

An in vivo canine phonation model was used. The canine larynx is a close match to the human
larynx in terms of its gross, microscopic, and histologic anatomy, and the utility of this model in
voice research is well established (Berke et al., 1987; Garrett et al., 2000). The Institutional
Animal Research Committee approved the experimental protocol. The animal was anesthetized
and placed on an operating table. A vertical midline skin incision was then made on the anterior
neck to widely expose the larynx and the trachea. Bilateral RLNs and superior laryngeal nerves
(SLNs) were isolated. A low tracheotomy was performed for intra-operative ventilation, and the
oral endotracheal tube was removed. The larynx was exteriorized into the neck by first perform-
ing an infrahyoid pharyngotomy and then by dividing the pharynx circumferentially at this
level. A supraglottic laryngectomy was performed, removing bilateral false vocal folds, epig-
lottis, and thyroid cartilage above the level of the ventricles. This allowed the larynx to be
slightly lifted off the neck and improved the exposure and access to the larynx for experimental
manipulation and measurements. The nerve branch to the posterior cricoarytenoid (PCA)
muscles was divided bilaterally to remove the effects of PCA contraction during RLN stimula-
tion. Knots of fine diameter nylon sutures were placed at various locations on the thyroid carti-
lage, arytenoids, and vocal folds for automated tracking of laryngeal landmarks such as the
vocal process.

The four laryngeal nerves were electrically stimulated independently using cathodal
stimulation pulse trains applied by monopolar, flexible, carbon-elastomer electrodes. The com-
mon ground electrodes were connected to surrounding tissue. The nerve stimulation pulse
trains were generated with a C computer program that programmed two peripheral component
interconnect (PCI) bus-based AD/DA boards (PowerDAQ PD2-MFS-8–500/16, United Elec-
tronics Industries, Walpole, Massachusetts) to generate four different stimulation pulse trains
simultaneously. The digital timer of one board (accuracy of 1 µs) was used as a reference clock
to simultaneously trigger the pulse train generation, analog signal acquisition, and a high-speed
digital camera. The computer-generated voltage pulse trains were transformed into current
pulse trains with a constant current stimulus isolator (A-M Systems Analog Stimulus Isolator
Model M 2200, A-M Systems, Sequim, Washington).

The threshold current for neuromuscular activation of laryngeal muscles was estab-
lished by visually observing the onset of vocal fold twitches as pulse train amplitudes (stimu-
lation levels) increased. A high-speed camera was used to display and record a superior view of
the larynx. Care was needed to either electrically insulate the monopolar stimulation electrodes
from the surrounding tissue or to decrease the electrode-nerve contact impedance. This criti-
cally affected the activation threshold. For electrical insulation, small strips of plastic foil were
placed between the monopolar electrode and the surrounding tissue, thus preventing shunting
of the stimulation current to the surrounding tissue. Decreasing the electrode-nerve contact
impedance by filling the gap between electrode and nerve with water based lubricating jelly as
an electrical conductor (Surgilube, Fougera, Melville, New York) also decreased the relative
impedance of the nerve tissue versus the surrounding tissue.
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Each stimulation pulse train consisted of rectangular monophasic pulses, with con-
stant amplitude, pulse width of 0.1 ms, in contrast with a pulse width of 1.5 ms used previously
in Choi et al. (1993a, 1993b, 1995), and pulse repetition rate of 200 Hz for both the RLN and
SLN stimulation. These stimulation pulse parameters were based on preliminary tests to
achieve a fused muscle contraction above stimulation threshold. The stimulation duration per
pulse train was 1500 ms, which contained 300 rectangular pulses. To allow muscle recovery,
each pulse train was followed by 3.5 s pause, prior to the next pulse train. The high-speed
camera was typically triggered 2 ms after the onset of each pulse train to capture the geometric
change in the larynx, due to intrinsic muscle activation. All four nerves were concurrently
stimulated with different pulse train amplitudes.

With the AD/DA boards, analog signals could be recorded simultaneously, along with
the generation of the stimulation pulse trains at a sampling rate of 125 kHz. Typical signals
recorded include subglottal mean pressure, subglottal mean flow rate, subglottal acoustic pres-
sure fluctuations, and acoustic pressure fluctuations downstream of the exposed canine larynx.
The same C program that generated the pulse train sequences triggered the high-speed camera
(Photron FASTCAM Ultima APX, Photron, San Diego, California). All camera settings were
controlled using the DaVis software (LaVision Inc., Goettingen, Germany). The camera frame
rate for these geometric posturing studies was 100 or 500 frames per second (fps) at a spatial
resolution of 512�512 or 1024�1024 pixels per image.

Strain histories as a function of graded nerve stimulation were measured from high-
speed digital frames using cross-correlation image processing (MATLAB image processing tool-
box) that tracked laryngeal suture landmarks. The suture positions identified by MATLAB pro-
gram were visually verified for accuracy. Time to maximum vocal fold length change was
measured from the strain histories. To calculate vocal fold strain, the suture landmarks at the
anterior commissure and the vocal processes were used. The reference length L0 was measured
at zero stimulation. Strain was calculated as �Li−L0� /L0, where Li is vocal fold length upon
graded stimulation. This digital frame analysis also allowed for observation of the trajectories of
vocal fold movement to graded stimulation.

3. Results and discussion

In vivo experiments were performed in three canines, and data were similar in all animals.
Therefore, representative examples are presented. Figure 1 shows the strain of the left and right
vocal folds to (a) 23 levels of graded stimulation of the left RLN, and (b) 26 levels of graded
stimulation of the left SLN. For low levels of stimulation, a linear change was observed, which
demonstrates graded laryngeal muscle activation to graded nerve stimulation. For higher levels
of stimulation, the strain reached a plateau, which likely results from geometric constraints of
the laryngeal muscles and framework. Figure 1 also demonstrates the mechanical connection of
both vocal folds, as activation of the left vocal fold also resulted in similar length change in the
non-stimulated right vocal fold. However, the trajectories of the vocal processes were different
(see high-speed digital image inserts in Fig. 1). Results were similar between RLNs and SLNs
on either side of the larynx.

The onset of vocal fold movement to stimulation could be observed within the first few
high-speed frames. The maximal vocal fold strain magnitude was reached around 60 ms for
RLN stimulation and around 150 ms after SLN stimulation. These results were similar for the
three larynges and are similar to the results of Titze et al. (1997). Maximum vocal fold strain for
the three larynges ranged from −20% to −30% for RLN stimulation, and +10% to +15% for
SLN stimulation. These values are similar to those reported by Titze et al. (1997) for RLN, but not
for SLN stimulation, where they reported maximal strain range from +26% to +71%.The reason for
this discrepancy is unclear. During stimulation of the SLN, some lateral flaring of the thyroid carti-
lage occurred that may have reduced the lengthening stress of the cricothyroid muscle [see high-
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Fig. 1. �Color online� �a� Strain of the left and right vocal folds to 23 levels of graded stimulation of the left RLN
and �b� 26 levels of graded stimulation of the left SLN. Reference length �L0� was at zero stimulation amplitude
�baseline�. The strain values �percentage change in length� were measured at 1.0 s after the onset of the stimulation
pulse train �pulse train duration 1.5 s, pulse width 0.1 ms, repetition rate 100 Hz�. The figure insert shows individual
changes in position of the suture landmarks at each level of graded stimulation �dots� and the overall direction of
movement �arrows� plotted on the digital high-speed video frame obtained at baseline. Note the difference in
trajectories between the stimulated left vocal fold and the non-stimulated right vocal fold, as well as the as the flaring
movement of the left thyroid cartilage with ipsilateral SLN stimulation.
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speed digital image insert in Fig. 1(b)]. The flaring of the thyroid cartilage was likely due to larynx
preparation (exteriorization of the larynx in the neck, division of the strap muscles, and supraglottic
laryngectomy) for improved visualization and measurements. However, our surgical technique ap-
pears similar to that of Titze et al. (1997). The effect of thyroid cartilage flaring on maximal strain of
the vocal fold during SLN stimulation will need to be evaluated in future studies.

For investigations of laryngeal asymmetries, parameter values for symmetric muscle
activation must first be established. Because laryngeal muscles exhibit a known sigmoidal re-
sponse to stimulation current or voltage (Gorman and Mortimer, 1983; Nasri et al., 1995), the
range of threshold excitation current �I0� to maximal recruitment current �Imax� was determined
for each nerve (left RLN, right RLN, left SLN, right SLN) of each larynx. More specifically, I0 was
determined as the minimum stimulation current at which weak vocal fold twitches were observed.
This was a reliable observation, and I0 values were similar between the left and right vocal folds
when electrical isolation of the electrode-nerve contact was carefully maintained during the experi-
ment. A non-conducting material isolated the electrode-nerve contact area from touching adjacent
tissue, and fluid build-up around the electrode-nerve contact points was prevented. Imax was deter-
mined as the minimum input current at which no further change in strain was observed.

Once I0 and Imax were established for each nerve, graded stimulation was performed
within that range. Symmetry of stimulation parameters was determined from the vocal fold strain
and the distance between the vocal processes as a function of graded stimulation. Figures 2(a)–2(c)
illustrate the left vocal fold strain [Fig. 2(a)], right vocal fold strain [Fig. 2(b)], and distance between
the vocal processes [Fig. 2(c)] as a function of 11 levels of graded stimulation of the left and right
RLNs (total 121 left/right conditions). The symmetry of the isocontour lines with respect to the
diagonal reveals the symmetric response of vocal fold strain and vocal process distance to graded
stimulation, implying symmetric graded activation of the larynx. Figures 2(d)–2(f) demonstrate the
effect of adding low levels of bilaterally symmetric SLN stimulation. The results on the left vocal
fold strain [Fig. 2(d)], right vocal fold strain [Fig. 2(e)], and distance between vocal processes [Fig.
2(f)] are similar to Figs. 2(a)–2(c), although there is a more abrupt transition in the measured vari-
ables at mid levels of graded stimulation of RLNs. Interestingly, the abrupt transition from a gradual
change in strain to final strain levels occurred when strain had reached zero strain (resting length) as
the lengthening effect on the vocal fold (positive strain) of SLN stimulation was countered by the
shortening effect on the vocal fold by the gradual increase in RLN stimulation levels. The mecha-
nism for this transition may be explained by muscle length versus force characteristics, but is a topic
for further investigation.

The effect of TA stimulation is medial bulging of the mid-portions of the vocal folds
(Choi et al., 1993a). Figure 3 is photomontage of vocal fold postural change to symmetric
graded stimulation [along the diagonal of Fig. 2(c)] of the left and right RLNs. With increasing
stimulation, more medial bulging is observed until glottic closure is achieved in the mid-
membranous area. This medial bulging effect to TA contraction has not been replicated in ex
vivo or current computer models. The effects of medial bulging of the vocal folds on phonatory
parameters, such as fundamental frequency, phonation onset pressures, and glottal geometry,
are subjects of further research and can be studied using graded stimulation.

4. Conclusions

A methodology for graded stimulation of laryngeal nerves (left and right RLNs and SLNs) was
developed, which yielded fine control of both symmetric and asymmetric laryngeal posturing.
Once the threshold excitation current and maximal recruitment current were established for
each nerve, a symmetric postural response of the larynx was established. Similarly, a wide
range of asymmetric states was also established. In the future, this methodology will be used to
study laryngeal paralysis and paresis, as well as more general questions of neuromuscular con-
trol of the larynx.
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Fig. 2. �Color online� Symmetry of stimulation parameters was determined from analysis of left vocal fold strain
�a�,�d�, right vocal fold strain �b�,�e�, and distance between vocal processes �c�,�f�, as a function of 11 levels of
graded stimulation of the right and left RLNs �total 121 conditions�. Zero SLN stimulation was applied in �a�,�b�,�c�,
and in �d�,�e�,�f� a low level of SLN stimulation amplitude was applied that was close to the excitation threshold �left
SLN 24 �A, right SLN 34 �A�. The symmetry of the isocontour lines with respect to the diagonal �straight
diagonal white line� demonstrates symmetric response of the vocal folds, implying symmetric graded activation of
the larynx. However, in presence of SLN activation �d�–�f� there was an abrupt transition in strain of the vocal folds
when zero strain was reached. The percentage strain values at the stimulated conditions are with respect to reference
length measured at zero stimulation. �Measurements for stimulated conditions taken at 404 ms after onset of
stimulation pulse train; pulse train repetition rate 200 Hz; camera frame rate 500 fps with resolution 512
�512 pixels.�
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Abstract: This paper describes two methods for vibration damping in a
broad band frequency range using a piezoelectric patch. The first method,
applied to an adaptive device, uses a bias (static voltage control), which ap-
plies stresses or releases stresses in a piezoelectric component to modify its
mechanical characteristics and thereby its resonance frequency. The second
method is based on a semipassive approach [synchronized switch damping
(SSD)], developed to control structural vibration damping using a piezoelec-
tric component. Attenuations of 10 and 4.8 dB in vibration velocity have been
obtained using the adaptive frequency and SSD methods.
© 2010 Acoustical Society of America
PACS numbers: 43.50.Hg, 43.55.Wk [JM]
Date Received: May 12, 2009 Date Accepted: December 2, 2009

1. Introduction

Vibration damping has become a priority research area in a number of industries including car
manufacturing, aerospace, and sports equipment manufacturing. Faced with this diversity of
potential applications, various damping methods have been designed based on piezoelectric
materials. These components (patch, piezofiber composite, and thick or thin layer) are bonded
on or embedded in the structure and are used as sensors, actuators, or combined sensors and
actuators. When the structure vibrates, the piezoelectric components are stressed and respond
by creating an electric field based on the piezoelectric effect. Electrical energy degradation or
transfer leads to control and vibration attenuation.

A complex system integrating at least one sensor, a control unit, and a feedback actua-
tor is required for active vibration control. External power sources and amplifiers are addition-
ally required for the control unit and actuators.

Passive techniques are more adaptable because of their simplicity and compactness.
The piezoelectric component is connected to a specific electrical system incorporating a dissi-
pative shunt (Hagood and Flotow, 1991). The most effective method is the tuned shunt, in which
a circuit incorporating an inductor �L� and a resistor �R� in series is connected to a piezoelectric
component capacitor �C0�. Optimum damping is achieved by tuning the electrical resonance to
the frequency of the unwanted structural mode. This method gives good results but has several

a�Author to whom correspondence should be addressed.

Faiz et al.: JASA Express Letters �DOI: 10.1121/1.3327238� Published Online 16 March 2010

EL134 J. Acoust. Soc. Am. 127 �4�, April 2010 © 2010 Acoustical Society of America



disadvantages:

(1) Multimodal damping requires the use of complex shunt circuits (Wu, 1998).
(2) At low frequency modes, the optimum inductance is very high and may reach tens or hun-

dreds of henry.

Several semipassive or active-passive techniques had been proposed to overcome
these drawbacks. In the active-tuned solid state piezoelectric absorber developed by Davis and
Lesieutre (1998), a passive capacitive shunt circuit is used for electrically adjusting the effective
stiffness and consequently the resonance frequency of the piezoelectric components. In the
approach suggested by Morgan and Wang (2002), an arrangement comprising an adaptive tun-
ing inductor, a negative resistance, and a coupling creates a system with multimodal damping
capacity.

More recently, switched shunt techniques have been developed, which introduce a
nonlinear approach by modifying piezoelectric component properties or boundary conditions
in synchrony with structural movement. The state-switching method proposed by Clark (2000)
is a variable stiffness technique, in which piezoelectric components are periodically maintained
in the open-circuit state, then switched and maintained in the short-circuit state in synchrony
with structural movement. In a rather different way, Cunefare et al. (2000) successfully adapted
the earlier work of Larson et al. (1998) on the state-switching concept to vibration damping and
has proposed the state-switching absorber (SSA) (Cunefare et al., 2000).

Richard et al. (1999) suggested previously the synchronized switch damping (SSD)
technique, which is the approach considered in this paper. The SSD technique (Richard et al.,
2000) involves modifying the voltage on a piezoelectric component bonded to the structure a
simple switch actuated for short periods in synchrony with structural movement. This switch
connects the piezoelectric component to a small inductor (SSDI). The process involves a phase
shift between the piezoelectric component strain and the resulting voltage; this causes energy
dissipation. The SSD method offers several advantages: it is unaffected by environmental
changes because of its self-adaptive broad band behavior, it does not require a large tuning
inductor at low and very low frequencies, it achieves multimodal damping without the need for
complex circuitry and it only requires a very low power supply for switch control. The adaptive
resonance frequency and the SSD methods are described in Sec. 2 of this paper. Section 3 then
describes the experimental setup and results.

2. Anechoic termination principle

2.1 Adaptive resonance frequency of the piezoelectric component absorber

To obtain a smart panel broad band frequency range, it would be necessary to use various pi-
ezoelectric components with different resonance frequencies. This could be achieved by inte-
grating piezoelectric components into the various dimensional specifications and/or mechani-
cal characteristics.

To make this panel type more flexible, we can conceivably modify the resonance fre-
quency of the piezoelectric component without radically changing these physical properties.

The adaptive resonance frequency method involves changing the stiffness of the sys-
tem by modifying the electric conditions and thus varying the resonance frequency (Table 1).

Table 1. Resonance frequency, coupling coefficient and the vibration damping for different static voltage applied.

Static voltage applied �5 V 0 V 5 V
Resonance frequency 350 Hz 400 Hz 450 Hz
Coupling coefficient k2 52% 48.7% 44%
Attenuation �dB� 10 dB 7.6 dB 4.4 dB
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Stiffness can be changed by applying a static voltage to the piezoelectric component. It
can be increased or decreased based on the piezoelectric component polarity and the static
voltage.

The experimental device shown in Fig. 1 is a piezoelectric component, specifically a
50 mm diameter MURATA Ceramitone VSB50EW-0701B buzzer, connected to a spectrum
analyzer (4194A HP). The control bias allows a static voltage to be applied the piezoelectric
component. Impedance analysis yields the variation in this component’s characteristic param-
eters (resonance and antiresonance frequency, quality factor, and coupling factor) with respect
to static voltage.

Figure 2(a) illustrates the admittance spectrum variation for the piezoelectric compo-
nent with respect to static voltage.

Figures 2(b)–2(d) illustrate the resonance and antiresonance frequencies �f0 , f1�, the
coupling factor k2, and the mechanical quality factor Q for the piezoelectric component with
respect to applied voltage (−5 to 5 V).

We note that the resonance and antiresonance frequencies in Fig. 2(b) increase with
respect to the static voltage. This variation causes the specific characteristics of the piezoelectric
component to be modified. Increasing flexibility of the piezoelectric component with respect to

Fig. 1. Experimental device for adaptive resonance frequency of piezoelectric components.
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negative voltage leads to decreasing resonance frequency. Conversely, the positive voltage stiff-
ens the piezoelectric component and leads to increasing resonance frequency.

Figure 2(c) illustrates the variation in electromechanical coupling coefficient with re-
spect to voltage. Increased voltage reduces the coupling coefficient and this reduction is caused
by greater stiffness according to Eq. (1). The coupling coefficient is approximately 10% for the
voltage used in this experiment (5 V).

k2 =
f1
2 − f0

2

f1
2 . �1�

The mechanical quality factor for the piezoelectric component remains practically
constant for all applied voltages. Figure 2(d) illustrates this variation; this parameter is conven-
tionally calculated from the bandwidth of the real part of the admittance.

These results show that the first bending mode resonance frequency for the piezoelec-
tric component is controlled and this enables the first bending mode frequency to be adjusted
for the excitation frequency.

2.2 The nonlinear technique

The principle involves intermittently switching piezoelectric components to a specific shunt
circuit (resistor Rs and inductor Ls) to discharge the piezoelectric component capacitance each
time the strain [or displacement u�t�] reaches a maximum. The SSDI device is used to control
the piezoelectric component voltage. A specific analog processing box detects the voltage V�t�
extremum and actuates the switch control. An oscillating capacitance discharge is induced
through the inductor. Pulse �s of this oscillation is directly related to the piezoelectric compo-
nent blocked capacitance C0 and Ls based on the equation

�s =
1

2��LsC0

. �2�

If the switching control pulse width ts is equivalent to the half-oscillation period, the
voltage V�t� is precisely reversed at each maximum value. The voltage is then distorted, result-
ing in a magnification and a quasi-� /2 phase between the voltage V�t� and the displacement
u�t�. The piezoelectric effect causes the voltage to exert a force, which is invariably opposed to
the speed. This method is described in another paper (Faiz et al., 2006 Guyomar et al., 2006).

3. Experimental setup

The experimental setup shown in Fig. 3 comprises a 3 m long, 28 mm internal diameter brass
pulse tube. A loudspeaker fitted to one end of this tube generates a tone sweep acoustic wave
(200–800 Hz). An active end featuring a piezoelectric buzzer (50 mm diameter MURATA Ce-
ramitone VSB50EW-0301B buzzer) is connected to the other end of the pulse tube. A vibrome-
ter laser monitoring the vibration velocity is positioned 1 m from the buzzer terminals, which
are connected to a SSDI-type controller for switched nonlinear processing of the piezoelectric
voltage.

Figure 4 illustrates the vibration velocity with and uncontrolled (SSD on, SSD off) of
the buzzer in three cases: voltage static=−5, 0, and 5 V.

Loudspeaker Bimorph (piezoelectric component)

3m

Laser vibrometer

1m

Fig. 3. Experimental device for vibration damping.
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The buzzer resonance frequency is successively 350 Hz when the static buzzer voltage
V=−5 V, 400 Hz when V=0 V, and 450 Hz when V=5 V. This adaptation frequency and the
SSD on control ensure satisfactory attenuation at different frequencies.

For the controlled buzzer when the applied static voltage is −5 V, the maximum vibra-
tion velocity is one-fifth of the case without control. This corresponds to a 10 dB attenuation of
the vibration velocity. This attenuation is specified in Fig. 4.

4. Conclusion

Both the SSD control and adaptation resonance frequency methods offer to be high perfor-
mance in relation to solving vibration damping problems. High attenuation is obtained for dif-
ferent resonance frequencies (10–4.4 dB).

The control device described in this study is simple, lightweight, and compact. It re-
quires only little energy to control a resonance frequency. Moreover, the SSDI-related device
can be self-powered using vibration energy to start and continue the damping function.

The ongoing aim of current research into acoustic control architecture is to extend this
technique to associate various skin panels on a large surface. One of the main advantages of the
proposed technique is its potential for high performance at low frequency using a very low
profile, thin, lightweight panel device. Another research aim is controlling large panels combin-
ing a number of piezoelectric patches designed for different modes.
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Abstract: In acoustical and seismic fields, wavefield extraction has always
been a crucial issue to solve inverse problem. Depending on the experimental
configuration, conventional methods of wavefield decomposition might no
longer likely to hold. In this paper, an original approach is proposed based on
a multichannel decomposition of the signal into a weighted sum of elemen-
tary functions known as chirplets. Each chirplet is described by physical pa-
rameters and the collection of chirplets makes up a large adaptable dictio-
nary, so that a chirplet corresponds unambiguously to one wave component.
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PACS numbers: 43.60.Fg, 43.60.Mn [CG]
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1. Introduction

In most acoustical and seismic applications, the wavefield is a combination of waves (e.g.,
direct arrival and reflections, normal modes, and compressional and shear waves) As knowl-
edge of wave characteristics (i.e., time arrival, waveform, amplitude, and phase) is useful for
solving the inverse problem (e.g., source localization and characterization, and estimation of
environment parameters), wavefield extraction has always been a crucial issue. Wavefield de-
composition can be achieved in different ways. A common way consists in projecting the signal
on a set of functions. This set can be a basis of functions (e.g., time, frequency, time-frequency,
Tau-P, frequency-wavenumber, and basis of matrix methods) where wave components overlap
is small and upon which the filter is applied. For instance, the frequency domain achieved by the
Fourier representation corresponds to the projection of the signal based on sinusoids. The set
can also be a frame (overcomplete). In this case, the functions often correspond to a well-
studied type (e.g., Gabor functions and wavelets) forming a dictionary of atoms and the projec-
tion is called atomic decomposition. The decomposition can be either adaptive, by searching a
collection of different atoms in order to best match the inner structure of the signal, or not
adaptive (i.e., fixed) as the well known continuous wavelet transform. After the decomposition,
the signal can be written as a linear combination of atoms selected in the dictionary. Depending
on the chosen method, this processing has limitations. First, changing the basis often requires a
receiver configuration which consists of many sensors generally aligned and regularly spaced
along an array. It is the case for frequency-wavenumber filtering,1 Tau-P decomposition,2 and
matrix method of decomposition.3 Moreover, the new basis is not always successful to avoid
overlap between wave components. This is particularly true for frequency and time-frequency
domains, even if some methods attempt to prevent these intrinsic drawbacks.4 Those limitations
prevent decomposition for numerous applications. For instance, in the case of reservoir moni-
toring using information derived from induced microseismicity, despite the short distance be-
tween the sources and the sensors positioned in boreholes, because the array is limited to a small
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number of sensors not necessarily regularly spaced, it is difficult to go beyond the classical
location map. Moreover, the surrounding zone of microseismic sources is the place where body
waves and dispersive waves are greatly interfering.

We propose in this paper a method to overcome these limitations. The objective is that
after the decomposition each atom corresponds unambiguously to one wave component. For
this reason, an adaptive decomposition on a large overcomplete dictionary is chosen. Two issues
are linked to this type of methods: the choice of elementary functions (called atoms) that build
up the dictionary and the algorithm of decomposition that selects from the dictionary the atoms
that best suit and that calculates the projection coefficient. We use a dictionary of seven-
parameter chirplets initially developed by Bardainne et al.,5 which allows a great adaptability.
This dictionary is described in Sec. 2. The algorithm of decomposition that we have developed
includes an array processing based on the matching pursuit (MP) algorithm followed by an op-
timization step. It is described in Sec. 3. Results on synthetic data are presented in Sec. 4.

2. Seven-parameter chirplet dictionary

In order to associate unambiguously one atom to one wave component, we sought a dictionary
with two constraints. First, a wave component can be perfectly described by one atom of the
dictionary. Then, the combination of several wave components (two or more) cannot be de-
scribed by only one atom. The first assumption requires a dictionary extremely flexible and thus
very large. We chose a seven-parameter chirplet dictionary, a chirplet being a time-limited func-
tion which corresponds to a piece of chirp. Like wavelets, chirplets are based on a mother
function generally Gaussian. The two-parameter Gabor dictionary (i.e., time translated and fre-
quency shift version of the mother function) or the wavelet dictionary (i.e., time translated and
dilated/contracted) are the most conventional chirplet dictionaries.

A third parameter (i.e., the linear coefficient of modulation) has been introduced.6

Acoustic or seismic wave components can vary not only in arrival time (depending on travel
path for a given wave source), in frequency (depending on source bandwidth and filtering at-
tenuation by the medium), in duration (depending on source and dispersion), in linear or non-
linear frequency modulation (depending on source and dispersion) but also in overall waveform
which characterizes the type of waves (e.g., body waves, guided waves, or interface waves). The
symmetric Gaussian envelope of the mother wavelet is unsuitable for most of these waves. As a
consequence, Gabor, wavelet, and even four-parameter dictionaries are not flexible enough to
fully describe physical events and to fulfill assumptions formulated above. This is the reason
why we used a normalized chirplet dictionary introduced by Bardaine et al.5 in a seismic con-
text where atoms are described by seven appropriate parameters to suit the physical configura-
tion, i.e., the time delay �i and six morphological parameters. The first four parameters fi, oi, q1i,
and q2i represent, respectively, the frequency shift, the chirplet duration (i.e., number of oscil-
lations), the linear frequency modulation coefficient, and the nonlinear modulation coefficient.
The last two parameters e1i and e2i control the envelope shape by acting, respectively, on the
symmetry and on the duration of the constant flat shape between the left and right Gaussian
halves. Once established the range of definition for each parameter, we build up the dictionary
by accounting for all the possible combinations of the parameters. For details on the formula-
tion of the chirplet dictionary, see Ref. 5. Finally, note that the larger the number of parameters
and the range of solutions, the larger the computational complexity and time, but the more the
assumptions can be fulfilled.

3. Proposed algorithm

A decomposition associating unambiguously one atom to one wave component corresponds to
a “sparse” problem because the number of atoms involved in the decomposition is “small” in
comparison to the number of sample points needed to store the signals. Over the last years the
signal processing community has been interested in this problem and algorithms have been
developed to find sparse solutions. Unfortunately, the problem of constructing the best approxi-
mation of a signal as a linear superposition of K atoms drawn from a coherent dictionary be-
comes an intractable combinatorial problem, even if the dictionary is finite. As a general rule,
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we face a trade-off between signal approximation and constraint relaxation. Therefore, it is
addressed by heuristic stepwise algorithms which do not seek the optimal solution. The selected
atoms and their coefficient of projection depend on the choice of the decomposition method.
The well known MP algorithm introduced by Mallat et al.7 determines iteratively a set of atoms.
Numerous methods have been developed to improve or to complete the MP method (e.g., basis
pursuit8 and method of frames9). All these methods fail when one signal (i.e., one single sensor)
is only considered. The originality of our decomposition method consists in taking advantage of
the common information provided by a same wave (corresponding to the same physical phe-
nomenon) at each sensor, leading us to extend the MP to the multi-component array configura-
tion. Indeed, the basis pursuit is not extensible to array processing and the method of frames is
not efficient in the case of sparse problem.

We first detail the decomposition of observed signals into a linear combination of K
chirplets by the MP. The starting point of the first iteration �k=0� is the signal itself: x0=x. For
each iteration, the MP finds the best match between the signal and the atom dictionary Dchirp

= �hi�, i=1, . . . ,M, by computing the maximum modulus inner product (i.e., the projection) of the
signal among all atoms:

�ik� = arg max
i

��xk,hi�� �1�

with the coefficient Ak given by

Ak = �xk,hik
� �2�

and where xk is the residual after the kth iteration xk=xk−1−Ak−1hk−1. After K iterations, the signal
is described by the linear combination:

x = �
k=0

K−1

Akhik
+ RKx , �3�

where RKx is the residual. This iterative procedure is performed until some predefined require-
ments are satisfied. The stopping criterion is generally the percentage of energy given by the
residual between the decomposition result and the original signal. The MP is easy to implement
besides being the fastest algorithm of decomposition. Note that if the seven-parameter chirplet
dictionary is used, each selected atom k is fully described by nine parameters, i.e., the seven of
the associated chirplet hk plus two parameters of the decomposition coefficient Ak (i.e., the
amplitude and the phase). To take into account the mutual information shared by sensor and
component signals while preserving a degree of freedom to reflect wave changes, we propose
the following two-step algorithm: a multi-component array MP process followed by an optimi-
zation process.

3.1 Step 1: Multi-component array matching pursuit

We first assume that a same wave is present on the whole array. The fulfillment of this assump-
tion depends on the configuration of propagation and reception. This array can be divided into
several parts to make sure this assumption stays valid. Depending on the configuration, we also
assume that some of the seven parameters of chirplets describing the same wave across the array
and some of the two projection parameters (i.e., amplitude and phase) are fixed, whereas the
others vary independently. Still considering the wave, the same assumption is made for the
outputs of a three-component sensor. The repartition between fixed and varying parameters is
not necessarily identical but the set of fixed-sensor parameters must be included into the set of
fixed-component parameters. The choice of fixed and varying parameters depends on the way of
propagation of the waves through the complex media. Note that the amplitude and the phase are
always supposed to be varying parameters across the array (for sensors and components). Pa-
rameters can thus be divided into three classes: the sensor and the component fixed parameters
F, the sensor and component varying parameters V, and the mixed parameters M. By assump-
tion all the M parameters are component fixed and sensor varying. The chirplet dictionary in-
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dexed by these classes of parameters is written Dchirp= �hF,M,V�. For instance, in a seismic context
the chirplet is assumed to possess the same six morphological parameters across the array, whereas
time delay and both the projection parameters are allowed to vary. For the outputs of a three-
component geophone, only the projection parameters are allowed to vary. Finally, we can write F
= �f ,o ,q1,q2,e1,e2�, M=�, and V= ��Ap� , arg�Ap��.

The multi-component array matching pursuit (MAMP) algorithm implements the MP
across the array, through the assumption on fixed and varying parameters. At the kth iteration,
the algorithm selects the chirplet which maximizes the double sum of projections:

Fk, �Mk,l�l=1
L , �Vk,l,j�l=1,j=1

L,J = arg max
F

�
l=1

L

arg max
M

�
j=1

J

arg max
V

��xk,l,j,hF,M,V�� , �4�

where L is the number of sensors and J is the number of components at each sensor. The pro-
jection coefficient is given by

AFk,Mk,l,Vk,l,j
= �xk,l,j,hFk,Mk,l,Vk,l,j

� .

MAMP proceeds by iterating the same way as the conventional MP. The extracted wave com-
ponents are characterized by their nine parameters and the relevant part of the signal is fully
characterized in a sparse way by 9 K information.

3.2 Step 2: Optimization

Overlap between two independent wave components, which may skew the decomposition, is
different at each sensor, making the array processing particularly relevant for this situation. The
summation gets partially rid of this problem and makes the result more reliable. To converge
toward a more reliable result, we propose a recursive process. We first explain the subroutine
cycle 2 described in Fig. 1. The starting point is the initial wavefield (IW) on which the MAMP
process is applied with two iterations to determine a first approximation of the two first wave
components (noted W1 and W2). This corresponds to the conventional MAMP process. To im-
prove the MAMP efficiency, W2 is subtracted from the initial wavefield IW and an additional
MAMP iteration is applied on the residual �R2=IW−W2�, giving a more reliable approximation
of W1. Then, this new estimate W1 is subtracted from the IW and again, another MAMP iteration is
applied on the residual �R1=IW−W1�, giving in turn a more reliable approximation of W2. This
process is iterated until the energy of the residual, R12=WI−W1−W2, no longer decreases.This ends
cycle 2 which corresponds to the decomposition of the IW into two atoms. Similarly, the process can
be extended to a finite number of atoms. For N atoms, the recursive process is a generalization of
cycle 2 by replacing W1 by cycle N–1 and W2 by WN (Fig. 1). After this optimized step, all signifi-
cant wave components are supposed to be extracted.

Cycle 2

MP

MPMP MPMP

N−1

Cycle N

R1

R2

W1
=IW -W1

=IW -W2

W2
RN WN

Cycle
=IW -

∑
N−1

n=1
Wn

=IW -WN

IW

RN−1

Fig. 1. Diagram of the recursive cycles �step 2�.
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4. Applications

The original method of wavefield decomposition described in this paper was applied on a syn-
thetic seismic data set. Observations were simulated by the OASES software10 for a simple con-
figuration where an omnidirectional source emitted a pulse in a three homogeneous layer me-
dium. The advantage of using the OASES code instead of real data in a first test is that the code
provides exact solutions of wave components. The signal to be filtered is recorded in the vicinity
of the interface between layers 1 and 2. It is composed of two compressional waves, up-P and
down-P. The two-component (vertical and radial) sensors were vertically aligned but not regu-
larly spaced. Some parameters of the wavefield model were variables, so that the interference
between the two wave components might sufficiently change across the array (Fig. 2). The
decomposition performances have been evaluated by measuring the percentage of energy to
rebuild the true wavefield by the extracted one. Table 1 shows the variations of the average
percentage on both components for the five sensors for each method used [here, MP, MAMP, and
optimized MAMP (OMAMP)]. Thanks to the array processing and the optimization step, the opti-
mized MAMP significantly improves the efficiency of separation process. The optimization step
is particularly efficient in the case of a large overlap between wave components (traces 1 and 2).
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Fig. 2. �Color online� Synthetic data. Left panel: data of the vertical component. Right panel: residual after the
optimized MAMP decomposition.

Table 1. Percentage of energy of reconstruction as a function of decomposition methods.

1 2 3 4 5

MP 17.2 45.5 16.1 23.6 49.4
MAMP 31.5 71.5 67.6 95.3 97.0
OMAMP 63.9 96.2 96.0 97.2 98.3
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When the two wave components overlap so much that they visually seem to be single, the per-
formances of the method are expected to be lower, as it is the case for the trace 1 (down trace of
the Fig. 2). Nevertheless, the OMAMP algorithm still gives satisfactory results.

5. Conclusions

In this article, we have presented an original method of wavefield decomposition based on a
chirplet decomposition within a two-step algorithm. This algorithm accounts for the array con-
figuration to better constrain the uniqueness of the solution while optimizing the conventional
decomposition algorithms. Results show a large improvement of the decomposition efficiency,
even in the case of a large overlap between signals. Beyond the wavefield separation aspect, this
signal decomposition is a key to an effective compact representation for signal compression
when signals may be repeated over time as in acoustics or seismicity.
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Abstract: The purpose of this study was to conduct an identification ex-
periment with synthetic vowels based on the same sets of speaker-dependent
area functions as in Bunton and Story [(2009) J. Acoust. Soc. Am. 125, 19–
22], but with additional time-varying characteristics that are more represen-
tative of natural speech. The results indicated that vowels synthesized using
an area function model that allows for time variation of the vocal tract shape
and includes natural vowel durations were more accurately identified for 7 of
11 English vowels than those based on static area functions.
© 2010 Acoustical Society of America
PACS numbers: 43.70.Aj, 43.70.Bk [JH]
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1. Introduction

The vocal tract area function is a representation of the collective effect of the positions of the
articulators at some instant in time, and is a primary component in the development of certain
types of speech production models and speech synthesizers. The typical aim in using such mod-
els is to compute the acoustic characteristics of various structural and kinematic variations of
the vocal tract, and compare them to similar measurements of natural speech. An equally im-
portant, but less common aim is to assess the perceptual relevance of speech sounds produced
by such models. Toward this goal, a vowel identification experiment was reported by Bunton
and Story (2009) in which synthetic vowel samples were based on vocal tract area functions of
eight different speakers. A particular vowel was generated by specifying a static area function
that had been derived from previously published measurements based on magnetic resonance
imaging (MRI) (Story et al., 1996, 1998; Story, 2005a, 2008). Vowels were synthesized with a
one-dimensional wave-reflection type of vocal tract model coupled to a voice source. Consid-
erable variability was noted in the identification accuracy of individual vowels based on the
simulated productions. These results were not surprising given the large body of research that
has suggested that vowel inherent spectral changes, such as time-varying formant transitions
and vowel duration, are important for identification accuracy (Nearey and Assmann, 1986;
Nearey, 1989; Hillenbrand and Nearey, 1999; Hillenbrand et al., 2000; Nittrouer, 2007). Thus, it
is hypothesized that identification accuracy of synthetic vowels based on vocal tract area func-
tions would be enhanced if the shape defined by the area function was allowed to change over
the duration of each vowel, and that duration was vowel dependent.

2. Method

2.1 Acoustic analysis of recorded vowels

To obtain spectro-temporal information for the vowel synthesis, time-varying formant frequen-
cies were obtained from productions of 11 American English vowels ([i, (, e, �, æ, �, Ä, Å, o, *,
u]) spoken in citation form by an adult male speaker. The vowels were digitally recorded with a
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Kay Elemetrics CSL4400 using an AKG CS1000 microphone. The first two formant frequen-
cies were estimated over the time course of each vowel with the formant analysis module in
PRAAT (Boersma and Weenink, 2009). Formant analysis parameters were manually adjusted so
that the formant contours of F1 and F2 were aligned with the centers of their respective formant
bands in a simultaneously displayed wide-band spectrogram. Fundamental frequency and in-
tensity contours for each vowel were also extracted with the appropriate PRAAT modules and
were transferred to vector form in MATLAB (The Mathworks, 2008) for further processing. This
collection of trajectories was not intended to be representative of American English in general,
but rather to capture the natural temporal variation of formant frequencies for one speaker that
could be emulated in synthetically generated vowels.

2.2 Formant-to-area function mapping

A technique for mapping area functions to formant frequencies, and vice versa, was developed
by Story and Titze (1998) and further described in Story (2005a, 2005b, 2009). With this tech-
nique a time-varying area function can be generated by

A�x,t� =
�

4
���x� + q1�t��1�x� + q2�t��2�x��2, �1�

where x is the distance from the glottis and t is time. The ��x�, �1�x�, and �2�x� are the mean
vocal tract diameter function and shaping functions (referred to as “modes”) as obtained from
principal component analysis (PCA) of a speaker-specific set of static area functions. The q1�t�
and q2�t� are scaling coefficients that determine the vocal tract shape at a given instant of time.
As shown in Story and Titze (1998), within a limited range any given pair of �q1 ,q2� coefficients
corresponds to a unique pair of �F1,F2� formants, thus forming a one-to-one mapping.

Eight different coefficient-to-formant mappings were generated based on the same
sets of area functions for the eight speakers studied in Bunton and Story (2009). These included
four male (mean age 33 years; range 29–40 years) and four female (mean age 26 years; range
23–39 years) speakers. Speakers will be identified in this study as they were previously as SF0,
SF1, SF2, SF3, SM0, SM0-2, SM1, SM2, and SM3, where “F” denotes female and “M” male.
The SM0-2, SM1, SM3, SF1, SF2, and SF3 contained area functions for the 11 American Eng-
lish vowels ([i, (, e, �, æ, �, Ä, Å, o, *, u]), whereas the SM0 and SF0 sets do not have an area
function for the [e] vowel, and the SM2 set does not have an [�]. Hence these latter sets repre-
sent only ten vowels each.

As an example, the coefficient-to-formant mapping calculated for speaker SM0-2 is
shown in Fig. 1 where the coefficient mesh [Fig. 1(a)] is mapped to the �F1,F2� formant mesh
[Fig. 1(b)]. The �F1,F2� trajectories superimposed on the formant mesh in Fig. 1(b) are those
from the analysis described in Sec. 2.1, except that they have been slightly rescaled so that they
fit entirely within the mesh. Transforming these trajectories to the coefficient domain results in
the �q1 ,q2� trajectories superimposed on the mesh in Fig. 1(a). When used in Eq. (1), each
coefficient trajectory will generate a time-varying area function whose F1 and F2 frequencies
will emulate the original formant contours.

For the other seven speakers, the �F1,F2� trajectories were rescaled so that they fit
entirely within a given speaker’s formant mesh, similar to Fig. 1(b) for SM0-2, and then trans-
formed to that speaker’s coefficient space so that a time-varying area function could be pro-
duced with Eq. (1). In total, 88 time-dependent area functions were generated across 8 speakers
and 11 vowels. Note that even though 3 of the original area function sets (for SF0, SM0, and
SM2) contained only 10 vowels, 11 vowels could be generated with the formant-to-coefficient
mapping technique.

2.3 Synthetic vowel samples

A synthetic vowel sample was generated for each time-varying area function with a voice
source model acoustically and aerodynamically coupled to a wave-reflection model of the tra-
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chea and vocal tract (Liljencrants, 1985; Story, 1995). The vocal tract shape, which extended
from glottis to lips, was dictated at every time sample by the given area function A�x , t�. The
wave propagation algorithm included energy losses due to yielding walls, viscosity, heat con-
duction, and radiation at the lips (Story, 1995), and accommodated the different vocal tract
lengths of each speaker.

The voice source model was based on a kinematic representation of the medial surface
of the vocal folds (Titze, 1984, 2006). Control parameters for this study consisted of fundamen-
tal frequency, degree of posterior adduction, and respiratory pressure. The fundamental fre-
quency �F0� for each male vowel sample was varied according to the contours extracted in the
acoustic analysis described in Sec. 2.1. For the female vowels, each measured F0 contour was
multiplied by a factor of 2. For example, the peak F0 in the contour for the male [i] vowels was
112 Hz whereas for the female it was 224 Hz. The respiratory pressure for each sample, male or
female, was ramped from 0 to 7840 dyn/cm2 in the initial 50 ms with a cosine function, and then
maintained at a constant pressure for the remaining duration of the utterance. The posterior adduc-
tion of the vocal folds was varied slightly over the time course of each synthetic vowel according to
the shape of the intensity contour measured in the acoustic analysis of the recorded vowels. That is,
the adduction was greatest (vocal folds closest together) at the point where the intensity of a particu-
lar recorded vowel was highest. Because of the somewhat more breathy quality of female speakers
(e.g., Klatt and Klatt, 1990), the posterior separation of the vocal folds was set to be 30% greater for
the vowels generated from the female area functions. Other model parameters were set to constant
values throughout the time course of each utterance.

The output of the vocal fold model is a glottal area signal. This was coupled to the
propagating pressures and air flows in the trachea and vocal tract through aerodynamic and
acoustic considerations as described by Titze (2002). The glottal flow was determined by the
interaction of the glottal area with the time-varying pressures present just inferior and superior
to the glottis. In addition, a noise component was added to the glottal flow signal if the calcu-
lated Reynolds number within the glottis exceeded 1200. The sound pressure signal radiated at
the lip termination was converted to an audio file for later presentation in the listening experi-
ment.

The durations of each synthetic vowel were based on the measurements reported for
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Fig. 1. Demonstration of the formant-to-coefficient mapping based on speaker SM0-2. �a� The mesh in the back-
ground, bounded by the thin line, represents the mode coefficient space generated from the PCA of SM0-2’s original
11 vowels, and the trajectories correspond to the formant trajectories in �b�. �b� The deformed mesh in the back-
ground represents the �F1,F2� space generated from the coefficient mesh in �a�, and the formant trajectories are
those measured with formant analysis but slightly rescaled so that they fit entirely within the mesh. In both �a� and
�b�, the open and closed circles at the end points of each trajectory denote the onset and offset of the vowel,
respectively.
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male and female speakers by Hillenbrand et al. (1995, p. 3103). However, because they were
measured for vowels embedded within “hVd” words, the durations were increased by 50% so
that the resulting isolated vowels would be similar to the length of an hVd word.

2.4 Listeners

Ten listeners (five males and five females) with a mean age of 28.1 years served as participants.
Listeners were native speakers of American English, native to Arizona, and passed a hearing
screening at 25 dB hearing level (HL) for frequencies of 0.5, 1, 2, and 4.0 kHz bilaterally.

2.5 Listening task

Vowel samples were presented via loudspeaker placed 1 m in front of individual listeners seated
in a sound treated room. Sample presentation was controlled using the ALVIN interface (Hillen-
brand and Gayvert, 2005). Prior to the experimental task, listeners completed a training task
with naturally produced vowel samples from an adult male speaker to assure that listeners were
able to identify all 11 English vowels and to familiarize them with the computer interface. Mean
identification accuracy was 97.4% across listeners for this training task. For the experimental
task, following presentation of the target vowel, listeners were asked to use the computer mouse
to select one of the buttons displaying the 11 English vowels on the computer screen. Each
button listed the phonetic symbol for the vowel and a corresponding hVd word. Listeners were
allowed to replay each sample once. Each listener heard five repetitions of each vowel sample
blocked by speaker sex in random order. Listening sessions lasted 30–40 min. A confusion
matrix based on listener identification was calculated separately for each speaker and then com-
piled across speakers to form a composite confusion matrix.

3. Results

Percent correct identifications of each vowel based on each speaker are shown in Table 1. The
mean identification accuracy across all vowels for individual speakers ranged from 79% to 87%
(see bottom row of table). For individual vowels, the mean identification accuracy was greater
than 70% with the exception of [Ä], which was identified correctly 46% of the time.

A composite confusion matrix including the identification data based on all speakers
(across listeners) is shown in the upper half of Table 2. Correct identification of target vowels
can be seen along the diagonal in boldface cells. Vowel confusions were typically between

Table 1. Percentage of vowels identified correctly for each speaker across listeners. The bottom row indicates
the mean identification accuracy across all vowels for each speaker, and the rightmost column indicates the
mean identification accuracy across all speakers for each vowel.

Vowel

Speaker

MeanSM0 SM0-2 SM1 SM2 SM3 SF0 SF1 SF2 SF3

i 92 74 78 88 94 86 88 50 90 82
( 42 68 88 78 80 80 84 82 80 76
e 100 98 100 100 98 98 94 94 98 98
� 68 92 84 82 90 98 88 98 100 89
æ 94 62 84 92 92 92 58 92 74 82
# 90 96 96 92 94 66 94 98 92 91
Ä 52 40 48 68 52 22 52 32 50 46
Å 82 88 80 76 80 86 76 80 82 81
o 98 94 94 98 100 76 92 94 90 93
* 64 80 92 76 90 88 86 88 76 82
u 82 86 86 92 86 70 66 68 78 79

Mean 79 80 85 86 87 78 80 80 83
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adjacent vowel categories in the vowel space. For the vowel [i], confusions occurred with [(] and
[�], and [(] and [�] were frequently confused with each other. Accuracy for the vowel [e] was the
highest at 99% across speakers. For the male speakers, the identification accuracy for target
vowel [�] was 83% and was most frequently confused with [æ]. In contrast, the identification
accuracy for [�] was 96% across female speakers. For all speakers, the central vowel [�] was
confused with both [æ] and [Ä]. For the back vowels, accuracy for [Ä] was the lowest of any
vowel (46%), and was most frequently confused with [Å]. The vowels [u] and [*] were confused
by listeners for all speakers.

To compare the results for the time-varying vowels in the present study to those for
static vowels, a composite confusion matrix was calculated from the individual speaker confu-
sion matrices reported in Bunton and Story (2009). This is shown in the lower half of Table 2.
Based on a two-way analysis of variance (ANOVA), the main effects of synthesis condition
(time-varying vs static), F�1,176�=117.88, p�0.001, and vowel, F�10,176�=9.86, p�0.001,
were statistically significant. The interaction was also significant, F�10,176�=13.88, p�0.001.

It can be seen in Table 2 that seven of the vowels ([(,e,�,�,Å,o,*]) synthesized with a
time-varying vocal tract shape were identified more accurately than the vowels based on static
vocal tract shapes reported by Bunton and Story (2009). With the exception of [Å], the increase
in accuracy over the static cases was 50% or more. For [Å] the increase was 20%. Identification
accuracy of the [Ä] vowel was similarly poor for the time-varying compared to the static case
(46% vs 50%, respectively). In both studies the [Ä] vowel was primarily confused with the [Å],
which is likely because these two categories tend to be collapsed in the southwest United States

Table 2. Composite confusion matrix of the vowels identified across speakers. The values in each cell are
shown as percent. The upper half of the table shows data from the present study and the lower half shows
identification databased on the static vowel experiment reported in Bunton and Story �2009�.

Listeners’ identification

i ( e � æ # Ä Å o * u

Vowel intended by speaker �time-varying� i 82 11 1 6 0 0 0 0 0 0 0
( 1 76 2 21 0 0 0 0 0 0 0
e 0 0 98 0 1 0 0 0 0 0 0
� 0 0 0 89 9 1 2 0 0 0 0
æ 0 0 2 10 82 2 3 1 0 0 0
# 0 0 0 3 2 91 4 1 0 0 0
Ä 0 0 0 0 16 1 46 37 0 0 0
Å 0 0 0 0 0 1 17 81 0 0 0
o 0 0 0 0 0 0 2 2 93 3 0
* 0 0 0 0 0 6 1 0 2 82 9
u 0 0 0 0 0 1 0 0 2 18 79

Vowel intended by speaker �static� i 93 6 0 1 0 0 0 0 0 0 0
( 2 25 39 22 1 9 0 0 0 0 0
e 2 27 34 35 1 0 0 0 0 0 0
� 0 2 12 36 35 2 0 0 0 10 2
æ 0 0 0 2 97 0 1 1 0 0 0
# 0 0 0 0 0 34 20 14 5 24 4
Ä 0 0 0 0 12 6 50 28 4 0 0
Å 0 0 0 0 0 1 25 61 13 1 0
o 0 0 0 0 0 9 7 7 39 28 11
* 0 0 0 0 0 2 7 8 12 40 32
u 0 0 0 0 0 0 0 0 1 11 88
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(Labov et al., 2006). The other corner vowels [i, æ, u] were less accurately identified when the
vocal tract shape varied in time than when it was static. The differences for these three vowels
ranged from 9% to 16%.

Audio samples of the 11 vowels in the static and time-varying conditions for speaker
SM0-2 are available for listening in Mm. 1 and Mm. 2. The order of presentation in each con-
dition is identical to that listed in the first column of Table 2.

Mm. 1. [SM0-2_static.wav (792 KB). This is a file of type “wav.”]

Mm. 2. [SM0-2_timevary.wav (1 MB). This is a file of type “wav.”]

4. Discussion

The hypothesis of this study was that identification accuracy of synthetic vowels based on vocal
tract area functions would be enhanced if the shape defined by the area function was allowed to
change over the duration of each vowel, and duration was vowel dependent. Demonstrating
improvement in identification of some vowels by incorporating additional time-varying cues is,
of course, not unexpected. Time-varying formant transitions and vowel duration are well known
to be important cues for improved identification accuracy (Nearey and Assmann, 1986; Nearey,
1989; Hillenbrand and Nearey, 1999; Hillenbrand et al., 2000; Nittrouer, 2007). The question
remains, however, as to why the identification accuracy of the time-varying vowels is still well
below those reported for similarly time-varying vowels generated with a formant synthesizer
(e.g., Hillenbrand and Nearey, 1999). A major difference is that formant synthesis allows pre-
cise control of the formant frequencies and bandwidths over the time course of a vowel, whereas
the method of synthesis used in the present study is based on generating movement of the vocal
tract. Although formants extracted from natural speech were mapped into movement informa-
tion (i.e., �q1 ,q2� coefficients) to drive the vocal tract model, this was based only on F1 and F2
(see Fig. 1). That is, when coupled to the voice source and trachea, the time-varying area func-
tions produced sound samples that contained �F1,F2� formant trajectories based on the origi-
nal recording, but there was no direct control of the formants higher than F2 even though higher
formants existed in the signal due to the resonant structure of the vocal tract shape. Thus it is
possible that for some of the vowels generated, the pattern of formants F3 and higher created
information that conflicted with the target vowel. An example is the time-varying [i] based on
SM-02’s vocal tract (the first sample in the accompanying Mm. 2). The �F1,F2� trajectory for
this synthetic vowel is precisely that shown in the upper left corner of Fig. 1(b), and indicates
little movement of either F1 or F2. There is, however, a downward glide of F3 such that the
distance between F2 and F3 decreased over the duration of the vowel, and perhaps contributed
to its confusion with [(]. Interestingly, the length of the corresponding �q1 ,q2� trajectory for this
vowel in the coefficient space [Fig. 1(a)] indicates that there was a change occurring in vocal
tract shape, but in this case the change primarily affected F3.

It is not surprising that time-varying changes in the area function intended to move F1
and F2 in some specific pattern might also have unintended effects on the upper formant fre-
quencies. Acoustic modeling of the vocal tract shape has shown that even subtle changes in
cross-sectional area may have large effects on some formants (e.g., Stevens, 1989; Story et al.,
2001; Story, 2006), especially when such changes occur in a part of the vocal tract that is al-
ready fairly constricted. Thus, it can be predicted that the vowels [i,Ä,u] would be particularly
susceptible to these effects because, compared to other vowels, they typically are produced with
the most constricted vocal tract shapes. Perhaps this is at least a partial explanation of why these
vowels were not identified with greater accuracy than the static versions. It is not clear why the
time-varying [æ] vowel was identified less accurately than its static counterpart. A next step in
this process is to build in more control of the upper formant frequencies via the area function
model.

From the results of the present study it is concluded that (1) time-varying area func-
tions produce vowels that are more identifiable than those produced with static area functions
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(with the exceptions noted previously) and (2) a model of the vocal tract area function can serve
as the basis for future studies to assess the perceptual relevance of various structural and kine-
matic variations of the vocal tract.
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Abstract: The difference-frequency band of the Kongsberg TOPAS PS18
parametric sub-bottom profiling sonar, nominally 1–6 kHz, is being used to
observe Atlantic herring. Representative TOPAS echograms of herring layers
and schools observed in situ in December 2008 and November 2009 are pre-
sented. These agree well with echograms of volume backscattering strength
derived simultaneously with the narrowband Simrad EK60/18- and 38-kHz
scientific echo sounder, also giving insight into herring avoidance behavior in
relation to survey vessel passage. Progress in rendering the TOPAS
echograms quantitative is described.
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1. Introduction

Remote detection of fish by acoustics was demonstrated by Sund in 1935,1 and ultrasonic
acoustic surveys have been an integral part of scientific surveys of pelagic2 and benthopelagic3,4

fish stocks for over 30 years. Acoustic surveys are normally carried out at discrete frequencies
in the band from 18 to 300 kHz.

Norwegian spring-spawning herring (Clupea harengus) is the largest existing herring
stock, with an annual catch exceeding 1�106 tonnes.5 The stock is monitored annually with
multiple-frequency acoustics using the Simrad EK60 scientific echo sounder operating at 18, 38, 70,
120, and 200 kHz. During the period November–January, the herring winters off the northwest con-
tinental shelf of Norway, where the present study took place in 2008 and 2009.

Availability of the Kongsberg TOPAS PS18 Parametric Sub-bottom Profiler on board
R/V “G. O. Sars” has encouraged examination of its potential for surveying herring6 as well as
other fishes. This parametric sonar, with total difference-frequency band 0.5–6 kHz, may have
several advantages. At its long wavelengths, 25–300 cm, scattering is less sensitive to orienta-
tion effects, which are strong at the short wavelengths of ordinary ultrasonic frequencies used in
surveying.7,8 It may also be possible to exploit strong or resonance scattering by the
swimbladder-bearing herring, as has been done in other studies,9–13 to determine fish size,14

contributing to remote classification and avoiding biases associated with physical capture, as by
pelagic trawling.

The immediate objectives of this study are (1) to demonstrate the ability of the TOPAS
parametric sonar to detect herring in the water column and (2) to investigate the influence of the
transmit signal waveform on the detection process. The larger project goal is to use parametric
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sonar to quantify pelagic fish such as herring. This involves determination of numerical density,
as by echo integration,2 and the swimbladder-resonance frequency for remote sizing and other
classification.

It is noted that the TOPAS echo data presented here have not been reduced to values of
volume backscattering strength. This reduction is sufficiently complicated to require additional
processing, which is outlined.

2. Materials

In December 2008 and November 2009, wintering of Norwegian spring-spawning herring was
observed in the area (N71–72, E14–17). The behavior was different in the two years: the herring
formed layers, or shoals, in December 2008, but distinct schools in November 2009. The dif-
ference can be attributed to the one-month difference in time, with associated maturation ef-
fects.

The principal acoustic instrument used in this study was the Kongsberg TOPAS PS18
Parametric Sub-bottom Profiler.15 This parametric sonar, as a parametric acoustic array,16,17 is
based on collinear transmission of powerful signals in the band 15–21 kHz. Because of the
acoustic nonlinearity of water, the waves interact in the water column, forming a virtual endfire
array that generates new waves, especially at the sum and difference frequencies. The
difference-frequency wave is often exceptionally directional, with broad bandwidth and signifi-
cant apparent secondary source level too, e.g., 204 dB re 1 µPa at 1 m. In the case of TOPAS, the
nominal difference-frequency band is 0.5–6 kHz, with beamwidths in the approximate range
3–5 deg. The beam can also be steered over a wide sector. Scattered difference-frequency waves
are received and detected conventionally with part of the TOPAS transducer.

In December 2008, the presence of herring in a shoal or layer enabled the acoustic
measurements to be made without the need for hunting tactics. In November 2009, the presence
of herring in rather small compact schools required use of a horizontal multibeam sonar, the
Simrad SP70 Fish Finding Sonar, operating in the band 20–30 kHz, to track schools, and vessel-
maneuvering to pass over them.

During both cruises, the observed herring was sampled with a pelagic trawl.
Conductivity-temperature-depth profiles were also taken to obtain information about sound
speed. The observation and sampling platform during both cruises was R/V “G. O. Sars,” a
4000-gross-tonne research vessel built in 2003.

3. Methods

Herring have been observed routinely by sonar including echo sounders operating at ultrasonic
frequencies since the 1950s,18 with well-developed methodology for measuring its numerical
density. This methodology has been applied here based on the Simrad EK60 scientific echo
sounder operating at 18, 38, 70, 120, 200, and 333 kHz.19 The split-beam transducer beam-
widths at 18 and 38 kHz were 11 and 7 deg, respectively, with both transmitting sinusoidal
signals in 1-ms bursts.

The initial observations were made on 7 December 2008 at position (N71.4, E16.3)
with bottom depth exceeding 1000 m. The TOPAS and EK60 were operated simultaneously at a
nominal, constant ping rate of 1 ping/s, but without use of an external trigger signal. The phase
of the TOPAS was adjusted to avoid interference in the vicinity of the herring layer. The obser-
vations were made both with the vessel drifting freely and with the vessel sailing at its ordinary
survey speed of 5 m/s.

During the period 13–18 November 2009, the herring was observed in the middle of
the ongoing fishery at roughly (N71, E15). The TOPAS and EK60 were again operated simul-
taneously, but with use of an external trigger signal and phasing sufficient to avoid interference
in the upper 500 m. Because of the presence of herring in rather small schools, the SP70 was
used for tracking, and the vessel was maneuvered to maximize the chances of passing directly
over the schools. The vessel speed was typically in the range 1.5–4 m/s. The bottom depth was
approximately 1500–2500 m.
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4. Results and discussion

4.1 First cruise, December 2008

Representative echograms of herring collected simultaneously with the TOPAS parametric so-
nar and EK60/18- and 38-kHz scientific echo sounders on 7 December 2008 are shown in Fig.
1. A pelagic trawl taken at the same position yielded a catch dominated by herring, lengths
28–36 cm, with mean 32.5 cm. The basic similarity in corresponding echograms, especially
with respect to the upper surface of the herring layer, demonstrates that the difference-
frequency band of TOPAS can detect herring aggregations in the midwater column. Other echo
data collected simultaneously during this cruise with the EK60 and TOPAS demonstrate the
detection of herring by TOPAS at least to 200 m.

The similarity in detected upper surfaces of the herring layers is also revealing of
herring behavior. Typically, herring respond to the passage of survey vessels by diving and
moving away from the vessel path.20,21 Given that the beamwidth of the TOPAS difference-
frequency beam is of order 3–5 deg, while the beamwidths of the EK60/18 and 38 kHz trans-
ducers are 11 and 7 deg, respectively, a differential effect in diving and horizontal movement
should be detectable, at least to the order of the narrowest beam diameter at the upper surface,
about 4 m. The absence of an effect suggests that the behavior is largely unaffected by passage
of the vessel.

Fig. 1. Two sets of concurrent echograms of Norwegian spring-spawning herring in its wintering area near �N71.4,
E16.3� observed from R/V “G. O. Sars” on 7 December 2008. The left set was obtained while the vessel was drifting
freely; the right set was obtained with the vessel sailing at the ordinary survey speed of 5 m/s. Echograms obtained
with the Simrad EK60 scientific echo sounder display values of the volume backscattering strength in decibels
according to the attached color bar. The echograms derived with the Kongsberg TOPAS PS18 Parametric Sub-bottom
Profiler involved transmission of a 16-ms FM signal with linear frequency dependence over the band 1–6 kHz, with
sampling at 30 kHz after a 20-ms trigger delay, represented by the blank area at the top of the echogram. These data
have not been processed, lacking both range compensation and calibration. All echograms were derived from
measurements made with proximate transducers with vertically downward oriented beams. In the EK60 echograms
collected at 5 m/s, there are extraneous signals, probably second bottom echoes, appearing at the surface and
descending through the herring records.
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There are also differences in the TOPAS echograms relative to the EK60 echograms. A
major difference is the apparently weaker echo response with increasing depth in the herring
layer. This is interesting because the difference-frequency pressure field is still developing at
ranges where the herring layer is being measured, while the beamwidth is decreasing. However,
the TOPAS echograms have not been compensated for range, while the EK60 echograms have
been increased according to the ordinary function used for volume backscattering, discussed
further in Sec. 4.3.

It may be wondered whether the observed TOPAS echo response is consistent with the
phenomenon of swimbladder resonance, with enhanced frequency-selective scattering at the
kilohertz difference-frequencies of TOPAS. Since herring cannot inflate its swimbladder under-
water, the gas-filled sac will decrease with increasing pressure. Effects on backscattering are
relatively well known at ultrasonic frequencies,22 but much less so at the mentioned kilohertz
frequencies, although the swimbladder is expected to dominate the scattering in both frequency
regimes.9,14,23 The depth and depth history are expected to influence the backscattering to a
significant degree. At higher, ultrasonic frequencies, the elongated form of the herring swim-
bladder, with flattened deformation against the spinal vertebrae under compression,24 precludes
strong resonance scattering.25

As an aside, the EK60 echograms in Fig. 1 reveal an interesting phenomenon. Strong,
patchy scattering above the upper surface of the layer is believed to be due to individual herring
migrating to the sea surface to fill their swimbladder.26

4.2 Second cruise, November 2009

During the period 13–18 November 2009, the TOPAS PS18 parametric sonar was used with the
EK60 scientific echo sounder to observe herring in small schools off the northwest coast of
Norway. To aid the process of detection with vertically oriented transducer beams, the SP70
sonar was used to track schools from horizontal ranges extending to about 1500 m.

The schools were so numerous at the beginning of the cruise that it was a relatively
simple matter of following an arbitrary transect to pass over these. Later, the schools dispersed,
and the opportunity was seized to observe the same school repeatedly. Detections with four
different TOPAS waveforms are demonstrated in Fig. 2: a 20 ms duration frequency-modulated
(FM) pulse spanning the frequency band 1–6 kHz, and three continuous-wave (cw) pulses, each
with four cycles, at 6, 3, and 1.5 kHz, respectively. Herring schools were also detected at inter-
mediate frequencies as well as at 1.2 kHz. A pelagic trawl taken in the vicinity of the observa-
tions reported in Fig. 2 yielded exclusively herring, length 15.5–37.5 cm, mean 30.5 cm.

Detection at lower frequencies, which could be useful vis-à-vis swimbladder-
resonance excitation, requires further work. The ambient noise is rather high at such frequen-
cies, while the parametric array itself is less efficient at generating low difference-frequency
signals, since the intensity varies as the fourth power of the difference frequency.17

Again, a basic similarity in form, especially with respect to the upper surface of the
schools, is evident when comparing TOPAS echograms with the corresponding EK60/18-kHz
echograms. As in the case of the herring layers in 2008, the herring schools do not display
differential avoidance effects to within the width of the narrow TOPAS beam at the upper sur-
face of the schools.

4.3 Future work

The accomplishment of this work is demonstration of the ability of the TOPAS parametric sonar
to detect herring in the water column using a variety of transmit signals. The larger goal of the
work, using the parametric sonar to quantify pelagic fish such as herring, is now being pursued.
The envisioned quantification involves determination of numerical density, as by echo
integration,2 and determination of the swimbladder-resonance frequency for remote sizing and
other classification.

The two essential requirements for quantification have already been defined.27,28 The
parametric sonar echoes must be compensated for range to remove simple geometric scattering
effects, as is done routinely with conventional sonars.2,29,30 This is relatively complicated in the
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case of parametric sonar because the difference-frequency field increases with range in the
nearfield, while the difference-frequency beamwidth decreases.28 The range compensation
function for expression of TOPAS data as relative values of volume backscattering strength has
been described and evaluated numerically in a separate study.

The parametric sonar also requires calibration. The standard-target method31,32 is be-
ing adapted for parametric sonar. The first calibration trial was conducted on 10 December
2008. Echoes from a 280-mm-diameter solid sphere of an aluminum alloy33 were measured at
each of three depths with a variety of transmit signal waveforms.27 The target position is being
determined by simultaneous observations with the EK60/18- and 38-kHz scientific echo
sounder, whose split-beam transducers are located in the vicinity of the TOPAS transducer. This
will enable TOPAS echoes to be expressed in physical scattering units of volume backscattering

Fig. 2. Echograms collected on the same school of Norwegian spring-spawning herring in its wintering area near
�N71.3, E15� on 15 November 2009 during repeated passes with R/V “G. O. Sars” while sailing at 5 m/s. Upper
panel: Echograms obtained with the TOPAS PS18 parametric sonar, expressed as raw values without range com-
pensation, for each of four transmit signals, with frequency band indicated for the 20-ms duration linear FM signal
and with center frequency indicated for the 4-cycle cw burst. Echo data were sampled at 25 kHz following a 50-ms
trigger delay, represented by the blank area at the top of the echogram. The TOPAS echoes have been processed by
matched filtering for the FM signal and bandpass filtering for the cw signals. Lower panel: Respective echograms
obtained with the EK60/18-kHz scientific echo sounder, with 1-ms duration transmission at 18-kHz, expressed as
values of volume backscattering strength.
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When the range compensation function and calibration data from TOPAS are avail-
able, the echo spectrum will be examined. The use of both broadband FM signals and a series of
narrowband CW signals will enable a strong comparison to be made.

The same TOPAS data will also be compared with data collected simultaneously with
the ultrasonic EK60 scientific echo sounder. This will prove the consistency and potential use-
fulness of parametric sonar for quantification of swimbladder-bearing fish in the very region
where the parametric beam is being formed.
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Abstract: 8-kHz bottom backscattering measurements at low grazing
angles (6°–31°) are presented. The experiment was performed at a very shal-
low water site with a silty bottom on the south coast of Korea. Backscattering
strengths between −42 and −30 dB were obtained and were compared to a
theoretical backscattering model and Lambert’s law. The fit of the theoretical
model to the measurements suggests that sediment volume scattering is
dominant over scattering from bottom interface roughness. Combining these
results with previous measurements found in the published literature implies
that backscattering strengths from silty sediment increase slightly as the fre-
quency increases.
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1. Introduction

This paper presents the results of bottom backscattering measurements at low grazing angles
and a frequency of 8 kHz. The bottom backscattering strengths, as a function of grazing angle
within the range 6°–31°, were extracted from monostatic reverberation data measured at an
experimental site with silty sediment off the south coast of Korea. Measuring bottom back-
scattering signals at low grazing angles is difficult due to possible contamination by signals
scattered from the sea surface and subsequent multi-path reverberation. However, it is essential
to investigate the scattering mechanisms for low grazing angles, as the scattering of low-
grazing-angle acoustic waves from the seafloor dominates long-range reverberation in shallow
water.

A number of efforts have been made to measure bottom backscattering strengths at
low grazing angles for frequencies less than 1 kHz (Refs. 1 and 2) and higher than 10 kHz.3,4

However, few measurements have assessed the backscattering strengths for low grazing angles
at intermediate frequencies (1–10 kHz) owing to the difficulty of measurement. Holland et al.5

showed that sub-bottom scattering is significant on a seafloor with a layered structure using
backscattering strengths measured in the 1–4 kHz frequency band. Soukup and Gragg6 pre-
sented scattering data for rocky bottoms in the 2–3.5 kHz band and conducted geoacoustic
inversion with comparisons to the interface scattering model. Hines et al.7 presented low-
grazing-angle bottom backscattering measurements taken at frequencies of 4 and 8 kHz, and
reported that backscattering strengths from sandy sediments lie within a range of −50 to −20 dB
for grazing angles between 3° and 15°, showing that backscattering strength increases with
increasing grazing angle. This result provides a good comparison with that reported here, which
are performed on a silty bottom.

In this paper, the properties of backscattering for an acoustically soft bottom are inves-
tigated via comparisons with Lambert’s law8 and the theoretical backscattering model devel-
oped by Mourad and Jackson9 (referred to as “theoretical model” from here on). Lambert’s law
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is expressed as a function of bottom grazing angle and an empirical coefficient equal to −27 dB,
which is typically used as a default value. The theoretical model was developed by combining
scattering from interface roughness with volume scattering. The roughness scattering model
consists of the Kirchhoff approximation for steeper grazing angles and the composite rough-
ness model for other grazing angles, and it was suggested to be applied over the frequency range
10–100 kHz. Although 8-kHz bottom backscattering strengths are presented here, we compare
our results directly to the predictions obtained from the theoretical model without any modifi-
cations.

2. Experimental description and observations

The bottom backscattering measurements were taken in September 2007 at a very shallow wa-
ter site (34°29.45� N, 127°49.13� E) off the coast of Ando in the south of Korea in water 16 m
deep [Fig. 1(a)]. A DT-X split-beam transducer (Biosonics, Inc., Seattle, WA) with a center fre-
quency of 420 kHz was used to survey the seafloor at the experimental site.This instrument provides
high resolution bathymetry, showing that the bottom is flat in the north-south direction, with a small
slope of less than 1.0° in the east-west direction. Analysis of sediment cores collected by divers
shows that the mean grain size at depths up to 20 cm was 5.6� [where �=−log2�d /d0�, d is the
grain diameter in millimeters, and d0 is the reference length, equal to 1 mm], corresponding to
medium silt. The standard deviation was estimated to be 1.9� using the graphic method suggested
by Folk and Ward.10 Conductivity-temperature-depth casts were made twice, before and after acous-
tic observations, to measure the sound speed profile in the water column [Fig. 1(b)].The sound speed
structure was very stable (in the range 1526–1528 m/s) over the course of the acoustic measure-
ments. Wind speeds were in the range 0–3.5 m/s, and the sea state was very calm.

An omni-directional acoustic source (D-17, RESON, Slangerup, Denmark) was de-
ployed at 1 m above the bottom interface from a small boat, which drifted with the currents and
waves. The transmitted signals were received by an omni-directional hydrophone (TC-4014,
RESON), which was placed 0.1 m from the acoustic source to receive the signals backscattered
from the ocean bottom at low grazing angles without any interaction from the sea surface [Fig.
1(c)]. An 8-kHz continuous wave pulse with a length of 0.6 ms was transmitted every 0.5 s, and
repeated 100 times. The received signals were sampled at 300 kHz and band-pass filtered with
a 3-dB bandwidth of 3 kHz centered at 8 kHz for noise removal. Figure 2(a) shows the received
levels for 100 realizations (thin lines) and their average intensity (thick line). The first arriving
contribution is associated with the direct path, the echo returned from the weight, and the
normal-incidence bottom reflected signal, which is characterized by very small intensity fluc-
tuations. Note that portions of the data with travel time corresponding to the direct path exceed
the dynamic range of the receiving system owing to the very close proximity of the source.

Fig. 1. �a� Location of the experimental site �34°29.45� N, 127°49.13� E�. �b� The sound speed profile of the water
column measured by conductivity-temperature-depth casts. �c� Experimental geometry for measurements of bottom
backscattering strengths.
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Subsequent arrivals ���2 ms� consist of backscattered signals from the bottom, which are inter-
rupted by scattered signals from the sea surface arriving after �20 ms; the intensities of these sig-
nals fluctuate greatly, as might be expected from rough surface scattering. The minimum grazing
angle of the bottom backscattered signal is limited by the signals arriving prior to the sea surface-
reflected arrival, referred to as a fathometer return. Assuming that the refraction effect is negligible
(owing to the iso-speed profile in the water column), the lower bound of the grazing angle is set at
about 6°; the corresponding slant range is �10 m. In order to determine the upper bound, we con-
sider a range that is in the acoustic far-field region and is sufficiently far from the source to avoid
contamination from the direct path and echo returned from the weight. For a spherical wave the
acoustic far-field is defined as kr�1, where k and r are the acoustic wave number and the distance
from the source, respectively.11 To satisfy this criterion, we take kr=60, for which the slant range is
estimated to be �2 m for 8 kHz, corresponding to a grazing angle of about 31°. The region of the
time series of the reverberation level corresponding to the upper bound is marked by the vertical
dashed line in Fig. 2(a). Figure 2(b) shows the standard deviation (expressed in decibels), which is
�5.6 dB for bottom and sea surface scattering, and is consistent with the standard deviation of
instantaneous intensity measurements based on a time-bandwidth product equal to unity.12,13 How-
ever, the first arrival is an exception, as it is not subject to random intensity fluctuations, and thus its
standard deviation is much smaller than that of random fluctuations.

3. Measurement results

The sonar equation for estimating the bottom backscattering strength as a function of grazing
angle is given by14

BS��� = RL − SL + 2TL − 10 log A , �1�

where BS��� is the bottom scattering strength in dB re 1 m2 over the insonified area �A� at a grazing
angle �, RL is the received level in dB re 1 µPa, SL is the source level (which is 174 dB re 1 µPa at
1 m for these measurements), andTL is the one-way transmission loss (in dB) from the source to the
bottom interface, corresponding to the grazing angle �. TL is predicted by estimating the spherical
spreading loss, which is 20 log�cwT /2� where cw and T are the compressional wave speed in water
and the arrival time, respectively. Absorption loss is negligible because the absorption coefficient
predicted using the formula suggested by Francois and Garrison15 is �0.5�10−3 dB/m for 8 kHz.
The insonified area is associated with the beam patterns of the source and receiver and the pulse
length of the source signal. For the omni-directional source and receiver, the insonified area is as-
sumed to be a circular annulus, and its size is given by

Fig. 2. �a� Received intensity levels for 100 realizations �thin lines� and their averaged intensity �thick line�. �b�
Standard deviation �expressed in decibels� for 8-kHz bottom backscattering signals.
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A = 1
2� cos2�cw

2 T� , �2�

where � is the pulse length of the source signal, which is similar to the expression in Ref. 16.
Figure 3 shows the backscattering strengths, calculated using Eq. (1), as a function of

grazing angle and their comparisons with the model predictions. The backscattering strengths
were measured at time intervals in the scattering signal corresponding to the slant range inter-
vals of cw� /2. For grazing angles from 6° to 31°, the backscattering strengths are approximately
−42 to −30 dB, showing an increase with grazing angle. The error bars represent the uncertainty
range of the backscattering strengths. For a random signal with an amplitude distribution that
follows a Rayleigh probability density function, the intensity average for 100 realizations (ex-
pressed in decibels) has a Gaussian distribution with a standard deviation of �0.6 dB. The
systematic error, including the uncertainties in the source level and the receiving sensitivity, was
estimated to be less than ±0.5 dB via the calibration experiment performed at the calibration water
tank located at Hanyang University in Ansan, Korea. The error associated with transmission loss is
negligible, as the sound speed was very stable over the course of the acoustic measurements. The
total error reflected in the error bars is thus expected to be approximately ±0.8 dB.

The measured backscattering strengths are compared to the model predictions ob-
tained from the theoretical backscattering model and Lambert’s law. To predict the scattering
strengths with the theoretical model, input parameters that include the sediment sound speed,
density, attenuation, and bottom roughness spectrum must be determined. Unfortunately, aside

Fig. 3. �a� Comparisons of the measured backscattering strengths with the model predictions. Dotted line and thick
gray line indicate the predictions obtained from the theoretical model for grain sizes of �=5.6 and 7.5, respectively.
The black line indicates Lambert’s law with 10 log �=−27 dB. The shaded region represents the range of back-
scattering strengths measured on a sandy bottom in Ref. 7. �b� and �c� show the predictions obtained from the
theoretical model for the mean grain size of �=5.6 and Lambert’s law, respectively, and their comparisons with the
measured data. The dashed line, gray line, and black line in �b� are the model predictions for 	2=0.001, 0.0008, and
0.0005, respectively. The gray line, dashed line, and black line in �c� are the model outputs from Lambert’s law with
10 log �=−22, 
24, and 
27 dB, respectively.
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from grain size, quantitative geoacoustic parameters were not measured at the site. The input
parameters were therefore estimated using the geoacoustic relationships with grain size.17 The
dotted line shown in Fig. 3(a) indicates the model predictions obtained from the theoretical
model for the mean grain size of �=5.6; these predictions are 1–3 dB greater than the measured
backscattering strengths.The shaded area denotes the range of backscattering strengths measured on
a sandy bottom in Ref. 7, which shows a more rapid increase with grazing angle than our experi-
mental data, as well as much higher values than the backscattering strengths presented here for
grazing angles greater than �10°. The thick gray line shows that the model predictions for �=7.5
(which corresponds to the mean minus one standard deviation) are nearly identical to those for the
mean grain size, which implies that scattering from volume inhomogeneities is dominant. Mean-
while, the experimental data are about 3–6 dB greater than the predictions made using Lambert’s
law, given by8

BSLL = 10 log�sin2�� + 10 log µ , �3�

where µ is a scattering constant associated with the insonified area. For a comparison to the
measured backscattering strengths, 10 log µ=−27 dB reported by Mackenzie is used.8

For the acoustically soft bottom, sediment volume scattering is dominant over scatter-
ing from the interface roughness. Accordingly, the theoretical model for this sediment type is
most sensitive to the volume parameter 	2, defined as the ratio of the sediment volume scatter-
ing cross section to the sediment attenuation coefficient; typical values range from 0.0001 to
0.004.17 Figure 3(b) shows the theoretical results obtained using 	2=0.0005, 0.0008, and 0.001,
which is a default value suggested in Ref. 9 for 5.0���9.0, and was used in the model predictions
in Fig. 3(a). The measured backscattering strengths fall within the range of the theoretical model
outputs predicted with 	2 values between 0.0005 and 0.001, showing the best fit to the model pre-
dictions obtained with 	2=0.0008.

Finally, the measured backscattering strengths are compared to the predictions ob-
tained from Lambert’s law for various values of 10 log µ [Fig. 3(c)]. The model-data comparisons
indicate that the model curve for 10 log µ=−22 dB agrees reasonably well with the measured
backscattering strengths for grazing angles less than 15°. However, the experimental data for grazing
angles between 15° and 31° tend to be closer to the model predictions obtained using a value of −24
dB for 10 log µ.

4. Summary and conclusions

Measurements of 8-kHz bottom backscattering strengths for low grazing angles (less than 31°)
made in shallow water off the south coast of Korea have been presented. The seafloor at the
experimental site had a flat, silty bottom with a mean grain size of 5.6�. The measured signals
were converted to backscattering strengths as a function of grazing angle, and were compared to
model predictions obtained from Lambert’s law and the theoretical scattering model of Ref. 9. Over-
all backscattering strengths for grazing angles between 6° and 31° fell between −42 and −30 dB.
When compared with Lambert’s law, the best-fit curve was found in the −22 to −24 dB range for
10 log µ. Although the theoretical model was developed for use with higher frequencies (10–100
kHz), the roughness scattering cross section for lower grazing angles is calculated via the composite
roughness model, in which the small-roughness perturbation approximation is used with corrections
for shadowing by the large-scale surface and its rms slope. This approximation is valid for cases in
which the interface relief is much smaller than the acoustic wavelength.18 Mourad and Jackson19

applied this model to low-frequency ��1 kHz� bottom backscattering. For a soft bottom such as
our experimental seafloor, the theoretical model is most sensitive to the volume parameter 	2, and
the model predictions provided the best fit to the measured backscattering strengths at 	2=0.0008.

Holland and Neumann1 collected low-frequency (100–1000 Hz) bottom scattering
strengths for grazing angles less than 25° on a silty-clay seafloor and reported values between
−45 and −40 dB. Jackson and Briggs3 presented low grazing angle bottom scattering measure-
ments for frequencies higher than 20 kHz. They reported that the backscattering strengths mea-
sured on a silty-clay bottom with a mean grain size of 5.2� ranged between −43 and −27 dB at 20
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kHz and between −35 and −25 dB at 35 kHz. Combining these results with the backscattering
strengths reported here, one may conclude that backscattering strength increases slightly with in-
creasing frequency. The increase in scattering strength with increasing frequency appears to be con-
sistent with the 3-dB increase for each decade increase in frequency reported in Ref. 17.
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reduce performance, nor were thresholds for younger and older listeners re-
liably different. These increases in increment detection threshold are indica-
tions of a specific intensity-processing deficit for stimuli occurring later in a
sequence.
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1. Introduction

Older listeners’ reduced ability understand speech in complex environments has been associ-
ated with a specific temporal processing deficit (e.g., Gordon-Salant and Fitzgibbons, 1999;
Wingfield et al., 1999; Salthouse, 1992). Listeners of all ages asked to make judgments about
stimuli embedded in rapidly changing sequences tend to do worse for longer sequences and
later arriving stimuli (e.g., Vachon and Tremblay, 2005; Cousineau et al., 2009). If aging is
associated with specific temporal impairments, then it becomes very important to understand
the baseline ability of listeners to make temporal judgments for sequential stimuli.

The ability to make intensity judgments is usually tested by asking the listener to com-
pare an isolated standard of a known frequency and level with a target matched in duration and
frequency and varying only in level (e.g., McGill and Goldberg, 1968; Jesteadt et al., 1977).
Such paradigms provide stable estimates of threshold and extremely precise performance
(thresholds of 2 dB or less).1 Embedding standard and target in a sequence, however, can greatly
increase thresholds. Watson (2005) found that the intensity of targets presented in sequences of
distractor tones needed to be as much as 7 dB more intense than when those same targets were
presented in isolation. Uncertainty about the target or confusions about which stimulus was
target and which was distractor are the usual explanations for these effects (e.g., Watson et al.,
1975; Leek and Watson, 1984; Watson, 2005). Nonetheless, some data are consistent with a
reduction in performance associated merely with temporal position. The current experiment
had as its goal the establishment of the size of such effects and the dissociation of problems due
to impaired temporal processing from the impacts of age and/or uncertainty. In addition, a si-
multaneous condition was included in order to establish baseline performance for a condition in
which it was more likely that all of the elements would be perceived as a single auditory object.

2. Methods

Five “younger” listeners (4 females, mean age: 31.0 years, range: 28–36 years) and seven
“older” listeners (3 females, mean age: 56.0 years, range: 51–60 years) participated. All had
pure-tone hearing thresholds of 25 dB hearing level (HL) or better (re ANSI, 2004) at octave
frequencies between 0.25 and 8 kHz in the left ear—the test ear in all conditions. All were paid
for their participation and all procedures were reviewed and approved by the Institutional Re-
view Boards of both the Portland VA Medical Center and the Oregon Health Sciences Univer-
sity.
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Stimuli were 50-ms noise bursts with 5 ms cos2 onset and offset ramps. Bursts were
presented in three frequency ranges: low (400–560 Hz), middle (1620–2400 Hz), or high (4080–
6100 Hz). Noise was generated digitally (sampling rate of �50 kHz) in the MATLAB environment
(Mathworks, Inc., Natick, MA) from 20-Hz spaced equal-amplitude tones with randomized
starting phase. Tucker-Davis Technologies digital-to-analog converters, anti-aliasing filters, and
attenuators (TDT System 3 RP2.1, PA5, and HB7 hardware) generated an analog signal that
was presented to the left ear through a Sennheiser HD280 headphone.2

Detection thresholds (DTs) were obtained for each noise burst (low, middle, and high
frequencies) in a same/different task. Two intervals were presented, each marked with a visual
display and separated by 500 ms of silence. Each interval had a 50% chance of containing a
signal. Listeners were to respond “same” when a signal or silence had been presented on both
intervals (50% chance) and “different” when one interval contained silence and one interval
contained a signal (50% chance). Feedback was given after each trial, and the rms level of the
noise burst was increased or decreased following a three-down/one-up adaptive tracking proce-
dure (Levitt, 1971). The initial level of 40 dB sound pressure level (SPL) was raised or lowered
in 4-dB steps until the first reversal, 2-dB steps until a second reversal, and then 1-dB steps for
eight more reversals, which were averaged to give the DT estimate. Three estimates of DT were
collected for each frequency.

Increment-detection thresholds (ITs) were obtained for each listener for bursts pre-
sented alone and in sequences. Two intervals were presented with the same visual marking and
500 ms separation, and listeners reported “same” if the stimulus in the second interval had the
same intensity (or set of intensities) as the stimulus in the first interval (as was done in Cous-
ineau et al., 2009). Differences were always an increment in the intensity of only one of the
bursts in the second interval. ITs were estimated using a same/different tracking procedure
similar to that employed in the detection task.

Baseline burst level (to which the increment could be added) was roved on each trial
from a nominal level of 35 dB sensation level (SL) by ±5 dB in order to encourage comparison
of the two intervals rather than judgments of the second (see Green, 1988). When multiple bursts
were presented in a single interval, each was roved independently to discourage listeners from com-
paring across bursts in a sequence. The increment was initially set to 10 dB and changed by 4 dB
until the first reversal, 2 dB until the second reversal, and 1 dB for eight more reversals, which were
averaged to estimate threshold. Increments never exceeded 25 dB and in general the maximum level
of the incremented stimulus rarely exceeded 85 dB SPL.

Four conditions were tested in an interleaved fashion to preclude learning effects. In
the “single-burst” condition, one fixed frequency burst was presented in each interval for the
entire adaptive track. In the “simultaneous” condition, all three bursts were presented with si-
multaneous onsets. In the “adjacent” condition, the onsets of the bursts were delayed by 50 ms
(the duration of the preceding burst), while in the “delayed” condition, the onsets of the bursts
were delayed by 200 ms (the duration of the preceding burst plus 150 ms). For each of the three
conditions with multiple bursts, either the burst to which the increment was added was fixed for
an entire adaptive track (low, middle, or high) or was randomly changed on each trial (“ran-
dom”). In the sequential conditions with multiple bursts (adjacent and delayed), the order of the
bursts was fixed (low, then middle, then high) in order to reduce uncertainty in the fixed target
conditions. This leads to a potential confound of frequency and order effects, and thus the sec-
ond condition (simultaneous presentation) was included to examine the effects of frequency
alone.

It was hypothesized that the uncertainty introduced by randomizing the target burst
would have the greatest effect for conditions 3 and 4, where both temporal and frequency un-
certainty were introduced. Listeners were expected to require larger increments to reliably de-
tect that a change had occurred when the target was random, and the impacts were expected to
be greatest for the older listeners.
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3. Results

Mean DTs in dB SPL were 20.3, 15.8, and 24.5 dB SPLs for low, middle, and high frequency
bursts, respectively. All listeners had individual thresholds between 3 and 36 dB SPL. These
values are consistent with the audiometric thresholds for these listeners after conversion to dB
SPL. A mixed-measures analysis of variance (ANOVA)3 with age group as a between-subjects
variable and frequency as a within-subjects variable showed that the differences among thresh-
olds for the three frequencies were statistically significant �F2,20=6.07, p�0.01�, but there was
no significant main effect of age group �F1,10=2.26, p=0.16� or interaction �F2,20=0.68, p
=0.52�. Post-hoc t-tests showed that the effects of frequency were due to the difference between
the middle frequency burst and the high frequency burst.

The average IT in the single-burst condition was similar across noise bursts: 7.8 (low),
8.8 (middle), and 9.3 dB (high). Average performance across listeners is plotted as the large
open squares in Fig. 1, panel (A), with the smaller filled circles indicating mean performance
for the five younger listeners and the smaller open circles the seven older listeners. These values
are higher than those reported for tonal stimuli (3.5 dB; Cousineau et al., 2009) or even for
roving-level noise bursts (4 dB; Heinz and Formby, 1999). A mixed-measures analysis of vari-
ance showed that the differences among bursts were statistically significant �F2,20=4.66, p
�0.05� but there was no significant main effect of age group �F1,10=2.26, p=0.164� or interac-
tion �F2,20=0.32, p=0.73�. Post-hoc t-tests showed that the effects of frequency were due to the
significant differences �p�0.05� between the low burst and the middle and high bursts, while the
middle and high did not differ significantly �p�0.05�. Average IT for each burst was not signifi-
cantly correlated with detection threshold (for all correlation analyses throughout, each subject con-
tributed one pair of values per frequency; thus 12 points per correlation).

When the bursts were all presented simultaneously, with no differences in onset or
offset, average IT for the low was 7.7 dB, while the middle was 11.5 dB and the high was 10.2
dB. Randomizing the target burst within an adaptive track resulted in an increment threshold of
11.6 dB. Performance is plotted in Fig. 1, panel (B). A mixed-measures analysis of variance
revealed that the differences among the burst thresholds were statistically significant �F1.8,18.1

=14.19, p�0.001� but there was no significant main effect of age group �F1,10=0.07, p
=0.80� or interaction �F1.8,18.1=0.34, p=0.70�. Post-hoc t-tests showed that the thresholds of all
of the frequency bursts differed significantly from each other �p�0.05�, with the exception of
the middle burst, which was not significantly different from the high burst or the random frequency
condition �p�0.05�. Average IT for each burst was not significantly correlated with detection
threshold. This suggests that frequency range alone had an impact on performance when all three
bursts were presented simultaneously in each interval. In the absence of a clear model distinguishing
sequential and simultaneous masking (which are known to differ in important ways), it is still useful
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Fig. 1. Panels show average ITs for five listeners younger than 37 years �filled circles� and seven listeners older than
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to consider the two as simply additive in order to reveal the minimum changes in performance that
are likely to be due to the onset differences alone. This analysis is applied below.

When all three bursts were presented on each interval, delayed in onset by the duration
of the preceding burst so that onsets and offsets were adjacent, average IT for the low was 10.0
dB, while the middle was 14.3 dB and the high was 14.8 dB. Randomizing the target burst
resulted in an increment threshold of 13.0 dB. Performance for the younger and older listeners
is plotted in Fig. 1, panel (C). A mixed-measures analysis of variance revealed that the differ-
ences among the burst thresholds were statistically significant �F3,30=8.82, p�0.001� but
there was no significant main effect of age group �F1,10=2.19, p=0.18� or interaction �F3,30

=0.71, p=0.55�. Post-hoc t-tests showed that the thresholds of all of the frequency bursts dif-
fered significantly from each other �p�0.05�, with the exception of the middle burst, which was
not significantly different from the high burst or the random frequency condition �p�0.05�, and the
random frequency threshold, which did not differ from the thresholds for the middle or high fre-
quency bursts �p�0.05�. Average IT for each burst was not significantly correlated with detection
threshold. Even assuming that the changes in threshold found in the simultaneous condition would
have occurred in the burst conditions, these ITs represent increases of 2–4.5 dB for each burst that
were a direct result of the sequential presentation. Thus, delaying the onsets of the bursts hurt per-
formance, even when the target burst was fixed for the entire adaptive run.

When all three bursts were presented on each interval delayed by 200 ms (i.e., creating
a 150 ms gap between bursts), average IT for the low was 8.4 dB, while the middle was 14.8 dB
and the high was 13.0 dB. Randomizing the target burst resulted in an increment threshold of
11.8 dB. Performance is plotted in Fig. 1, panel (D). A mixed-measures analysis of variance
revealed that the differences among the burst thresholds were statistically significant �F1.7,16.9

=10.67, p�0.001� but there was no significant main effect of age group �F1,10=0.25, p
=0.63� or interaction �F1.7,16.99=0.79, p=0.45�. Post-hoc t-tests showed that the thresholds for
the low, high, and random frequency bursts did not differ significantly from each other �p
�0.05�, but that the middle burst was significantly higher than the low and random burst �p
�0.05�. The middle and high burst thresholds were not significantly different �p�0.05�. Average
IT for each burst was not significantly correlated with detection threshold.As with the previous data,
even assuming that these ITs represent the additive combination of frequency and order effects, they
represent increases of 2–3 dB for each burst that were a direct result of the sequential presentation,
suggesting that delaying the onsets of the bursts by 200 ms did not remove the impacts of sequential
presentation shown in condition three.

As a final statistical test of the differences among conditions, the ITs for conditions
2–4 were entered into a repeated-measures ANOVA with condition and frequency as within-
subject variables. The main effect of condition was significant �F2,22=14.50, p�0.001� as was
the main effect of frequency �F1.99,21.94=15.33, p�0.001� and the interaction �F6,66=3.965, p
�0.01�. Post-hoc t-tests showed that the simultaneous and delayed conditions differed signifi-
cantly from each other �p�0.01�, but that the 50- and 200-ms delays were not significantly differ-
ent from each other �p=0.23�. The random frequency ITs were significantly different from the low
burst ITs �p�0.01�, but not from the middle or high ITs. The low ITs were significantly lower than
the middle and high burst ITs �p�0.05�, but the middle and high were not different from each other
�p=1.00�.

4. Discussion

The hypothesis that listeners have a reduced ability to make intensity judgments about targets
embedded in a temporal sequence is supported by these results. The detrimental effect of pre-
senting three bursts and asking listeners to judge only one of them was shown in the absence of
temporal variation (in condition 2), but this could not account for all of the results. The impacts
of age and uncertainty reported previously (e.g., Salthouse, 1992; Watson, 2005; Kidd et al.,
2008) were not found for this particular combination of listeners and conditions. Previous data
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(Hafter et al., 1998) have shown that a sensory-trace representation appears to be resistant to the
costs of dividing attention, and listeners in this experiment may have been relying on a sensory-
trace representation, which reduced the effects of age and uncertainty.

Thresholds for the single-burst stimuli were much greater than usually reported, even
for noise stimuli roved in level (8 dB rather than the 4 dB shown by Heinz and Formby, 1999).
One possibility is that listeners made level judgments of the second stimulus as a group rather
than comparing the levels of the individual bursts to memories of the first presentation. A
simple model simulating the impact of roving on ITs based on an overall loudness strategy
predicts single-burst thresholds of roughly 8 dB. This model also predicts a reduction in perfor-
mance for the multiple burst conditions and no impact of randomizing the target. However, it
predicts no difference based on whether the multiple bursts are presented sequentially or simul-
taneously, and so cannot account for these results. The finding that performance was not worse
in the simultaneous case, where subjects would have been more likely to hear all three bursts as
a single object with a single intensity, suggests that auditory grouping might actually be able to
reduce interference for stimuli like these.

Sequential processing deficits have primarily been modeled in the visual domain,
where the suggestion is that sequential presentation impairs processing due to an inherent time-
dependence of the underlying short-term memory consolidation process (Vogel and Luck,
2002; Tremblay, et al., 2005; Vachon and Tremblay, 2005). Essentially, early elements of a
to-be-remembered sequence are encoded accurately, but later elements must wait in a sensory
“buffer” where they degrade in a time-dependent manner until they can be encoded. The general
pattern of results described here, in which the first element was more accurately discriminated
than the later elements, is consistent with the general predictions of such a model. One potential
explanation for the lack of an effect of onset timing is that the integration time into short-term
memory is on the order of 200–600 ms (as suggested by Vogel and Luck, 2002), and that the
delays used were simply too short to show a release from temporal interference.
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Abstract: Determining the absolute onset time of reflections in an acoustic
impulse response (IR) has applications for both subjective and physical
acoustics problems. Although computationally simple, a first-order energetic
analysis of the IR can lead to false-positive identification of reflections. This
letter reports on a method to determine reflection onset timings using a modi-
fied running local kurtosis analysis to identify regions in the IR where the
distribution is non-normal. IRs from both real and virtual rooms are used to
validate the method and to find optimum analysis window sizes.
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1. Introduction

The absolute timings of early reflections in a room impulse response (RIR) can be used to solve
a variety of problems relating to both subjective and physical acoustical phenomena in the cor-
responding environment (be it real or virtual). Although slight imprecision in the timing detec-
tion will not dramatically change coloration nor spatial impression, since both are evaluated at
a more global level, the initial time-delay gap (ITDG) can affect perceptual integration of the
direct and reflected sound (i.e., the precedence effect) and may affect speech intelligibility or
musical timbre. Physical characteristics of a space can also be determined from precise timings
of reflections in an acoustic IR; a process commonly used in SONAR, seismic exploration, and
medical diagnosis.

The most computationally simple method to identify the reflection onset timings
(ROTs) in a RIR is from an analysis of the energy envelope. There are a variety of approaches to
this first-order energy profile analysis for onset detection within an audio signal, such as using
tuned edge-detection wavelet filters or spectral-domain energy fluctuations (for instance, this
has been applied to finding the onset of transient events in music audio signals1). It is the goal of
this short letter to first describe the short-comings of using an energy profile analysis to deter-
mine ROTs in a RIR, and to second introduce an improved method based on a local running
statistical analysis of the RIR. The analysis is particularly directed toward identifying low-order
early reflections after the direct-sound.

2. Characterizing a room impulse response by ROTs

2.1 Energy profile analysis vs statistical energy analysis

To demonstrate the short-coming of using a first-order energetic analysis to determine ROTs,
we refer to the RIR described in Fig. 1 that was measured in an open-ended room of dimensions
1.10�2.73�4.9 m �w ,h ,d�. By analysis of an image-source model constructed using the same
acoustic measurement parameters, we can verify that the “true” first reflection actually corresponds
to the peak marked with the box symbol in Fig. 1. However, using a simple analysis of the energy
envelope of the RIR, the “false” reflection peak marked with the cross symbol shortly after the
direct-sound peak would be mistaken as the first reflection. Such false reflections in the energy pro-
file may be a result of distortion from anti-aliasing filters in the analog to digital converter system or
from nonlinearities in the excitation and measurement transducer systems. Precise reflection onset
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detection in a RIR is a problem further compounded by scattering effects from room surfaces, which
can introduce a Poisson-like distribution for early reflections from averaged acquisition methods
(such as maximum length sequence or swept-sine techniques).2

Statistical approaches to identifying reflection timings in an acoustic impulse response
can overcome the problems with an energy analysis by utilizing the second-order statistics of a
RIR. Reverberation is generally defined as a physical phenomenon where the sound reflections
impinging on a point are such that the pressure can be modeled as a stochastic function with a
normal distribution and a mean of zero, and that part of a RIR that has a normal distribution is
called the reverberant part.3 The degree to which a part of a RIR has a normal distribution (the
“degree of normality”) has been used before to determine the onset of the reverberation. Two
such measures of normality are “average rms response fluctuation” and kurtosis. Schroeder’s
frequency-domain stochastic model3 predicts that 68.26% of the response curve will lie within
about 10 dB of the average level. Similarly, the Abel and Huang criterion4 for the reverberant
part of a RIR is based on the well-known phenomenon that 68.26% of the observations of a
normal population will be found within 1 standard deviation of its mean.5

Another well established and understood measure of the degree of normality is kurto-
sis. Kurtosis can be considered as a measure of the degree of peakedness of a distribution, or
more correctly as the degree of bi-modality. The kurtosis k of a data series x is defined as the
ratio of its fourth central moment to its standard deviation raised to the power of 4 (hence
kurtosis is always positive) as follows:

k =
E�x − µ�4

�4 , �1�

where E� • � is the statistical expectation operator, µ is the mean, and � is the standard deviation
of the data series x.

To develop a running kurtosis analysis of data x, consider a block of samples centered
about discrete time sample n as follows:

x = �xn−m/2,xn−m/2+1, . . . ,xn+m/2−1� .

The running kurtosis of xn is now defined as

Fig. 1. RIR measured in an open-ended room of dimensions 1.10�2.73�4.9 m �w ,h ,d�. The true first and second
arriving reflections were determined using a room model and are marked with the square and the triangle. The false
reflection peak is marked with a cross, clearly indicating the problem of using an energy profile analysis to determine
the timing onset of reflections in a RIR.
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kn =
�xn − µn�4

�n
4 , �2�

where µn and �n are the mean and standard deviation of the m-length vector xn. If sample xn is
large compared with the local samples xn then the kurtosis will be high (leptokurtic); a flat
distribution in xn—a low peakedness—will have a low kurtosis (platykurtic); and a normal
distribution has a kurtosis of 3. However, a bi-modal distribution will also give a low kurtosis;
so therefore low kurtosis values are not necessarily an indication of low peakedness.6 Kurtosis
has been used before for acoustic IR analysis: for determining the optimum length of adaptive
filters for applications such as blind audio upmixing7 and for determining the onset of musical
instruments in an audio signal.1 In a RIR, spurious large-value samples from strong individual
reflections will clearly have a leptokurtic distribution, giving a kurtosis greater than 3. It is this
principle that forms the basis of the proposed method for identifying the onset of early reflec-
tions in a RIR.

2.2 Modified kurtosis method

Similar to the “echogram” or “reflection diagram” of Kuttruff,8 which shows the absolute
strength (i.e., acoustic power) of reflections impinging on a point over time, we can show a plot
of the RIR kurtosis as a function of time (though the magnitude of the kurtosis is not necessarily
related directly to the strength of the reflections). Such a “kurtosis echogram” for a RIR mea-
sured in a concert hall is shown in Fig. 2, where the onset of the strong first-order reflection from
the rear of the concert hall can be discerned about 0.4 s after the direct-sound. However, fine-
structure detail of the early impulse response is unclear and individual early reflections cannot
be discerned.

The temporal resolution of the running kurtosis echogram is affected by two param-
eters: the range over which the local kurtosis is calculated (i.e., the window size m) and the
overlap between successive kurtosis frames. As we saw in Fig. 2, a long temporal window
smears the fine-structure of the early impulse response. This can be understood analytically by
considering the reflection density of the RIR. The reflection density (reflections/s) can be ap-
proximated by

dN

dT
= 4�

c3t2

V
, �3�

where c is the speed of sound, V is the room volume, and t is the time since the RIR onset. It has
been reported that this relationship holds not just for rectangular rooms but also for any room
shape.8 Using Eq. (3), we can determine that for the first 6 ms of our 15 m3 test room the
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Fig. 2. �Color online� Sliding kurtosis echogram of a RIR from a 3000 m3 concert hall. The reverberant component
is defined when the kurtosis is equal to 3. Strong late individual reflections can be discerned, but fine-structure in the
early part cannot. A sliding 10 ms rectangular window was used to calculate kurtosis according to Eq. �2�.
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echo-density is approximately 1 arrival/ms, corresponding to 1 reflection arriving every 5 samples
for a 48 kHz sample-rate system. If the kurtosis analysis window is less than the inter-reflection time
then the expected difference between the instant RIR sample value x and the local mean µ may be
lower than the RIR mean (or the RIR mean calculated with a larger local window) and likewise the
kurtosis will be low even when a reflection is within the analysis window. Alternatively, if the kur-
tosis window is too large then the temporal resolution for kurtosis will be smeared, and a bi-modal
distribution from double peaks within the analysis window can also give a low kurtosis.6 We there-
fore introduce a modified kurtosis metric that is a function of two analysis windows: a first small
window to estimate a “fast” local estimate of the RIR level [this replaces the single sample value x in
Eq. (1)], and a second longer local window over which a “slower” mean and standard deviation are
calculated. The modified kurtosis estimate is now defined as

kn,l,m =
�µn,l − µn,m�4

�n,m
4 , �4�

where l and m are the lengths of a first and second data window, both centered about sample n of
the data series x; µn,l and µn,m are the means of the l-length and m-length local data windows
�m� l�; and �n,m is the standard deviation of the m-length window. An empirical investigation
was conducted to find optimum window lengths l and m.

3. Results and discussion

The short window size for the estimate of the fast running-average, i.e., the length l, was four
samples. This gave sufficient temporal resolution to capture a single reflection; and yet the time
of arrival between two consecutive reflections in the early part of a RIR is generally at least four
samples for small rooms, as discussed previously with reference to the Kuttruff echo-density
trend in Eq. (3). The window size for the longer local IR window, i.e., the length m, was varied
from being 2 to 16 times the length of the four-sample window. Figure 3 show that as the ratio of
the long to small window (i.e., m / l) is increased, then the resulting “kurtosis echogram” be-
comes less noisy and the kurtosis peaks can be more easily discerned. However, for m / l ratios
greater than 16, the width of these peaks increases, making it difficult to precisely identify the
timing of peak maxima.

The criterion for selecting the optimum m / l ratio was by a difference between the
ROTs of the measured RIR using the new two-window running kurtosis method, compared with
the true ROTs as determined using the analytic image-source room model. The empirical ROTs
were determined by analysis of the kurtosis echograms shown in Fig. 3 using a peak-picking
inspection of the kurtosis data for peaks greater than a value of 3. The measurement was re-
peated with six different source-receiver locations (in the same room), and the real-world ROTs
were compared with the virtual ROTs determined from the corresponding room model. For the
first six ROTs, there was a 100% correspondence between the real and virtual ROTs for six
different source-receiver test configurations when the m / l ratio was equal to 16. However, these
exploratory findings used source-receiver locations that were chosen to be non-symmetrical
about the room axes. For source-receiver locations centered near the central room axes, we
would find that ROTs nearly coincided and would therefore decrease the inter-reflection time to
a value less than the smallest analysis window yielding a bi-modal distribution with a low kur-
tosis; hence the reflection onsets may not be detected. Accordingly, we conclude that the kurto-
sis analysis method is effective for RIR echo-densities less than approximately 1-per-ms, which
corresponds to approximately the first 80 ms of the RIR for a 3000 m3 concert-hall sized room
[predicted using Eq. (3)]. Although the analysis was conducted on full-band audio signals, the
method for identifying ROTs is applicable for filtered IRs, such as octave of third-octave filtered
time signals.

4. Conclusion

A new method has been proposed to determine the onset of individual reflections in the early
part of a RIR. The method is based on a running local kurtosis analysis with two analysis win-
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dows to identify regions in the RIR where the distribution is non-normal. RIRs determined from
both real and virtual rooms were used to validate the new method and to find optimum analysis
window sizes, where a first window size of 0.8 ms and a second of 12.8 ms were found to
accurately identify reflection onsets for the early part of the RIR. The effectiveness of identify-
ing reflection onsets was found to be related to the relative length of the smaller window and the
reflection density: The new method was reliable for densities less than 1-per-ms.
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(a) Window length ratio = 2. (b) Window length ratio = 4.
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(c) Window length ratio = 8. (d) Window length ratio = 16.

Fig. 3. Modified running kurtosis analysis of the RIR in Fig. 1. The window length ratio corresponds to m / l in the
modified kurtosis equation �Eq. �4��, where the short window length l was always equal to four samples. Note that
the false peak identified with the cross symbol in Fig. 1 was not detected.
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This Letters section is for publishing (a) brief acoustical research or applied acoustical reports, (b)
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Comments on “On pore fluid viscosity and the wave properties
of saturated granular materials including marine sediments”
[J. Acoust. Soc. Am. 122, 1486–1501 (2007)] (L)

Nicholas P. Chotiros and Marcia J. Isakson
Applied Research Laboratories, The University of Texas at Austin, Austin, Texas 78713-8029

�Received 15 February 2008; revised 31 July 2009; accepted 22 December 2009�

The ability of the grain shearing �GS� and viscous grain shearing �VGS� models to relate
geophysical and acoustic properties is tested by a method based on the claimed tight coupling
between compressional and shear wave speeds and attenuations, which allows the test result to be
quantified in a single parameter. The VGS model is claimed to provide a better fit to the measured
sound speed and attenuation in sandy sediments below 10 kHz. In situ measurements of wave
speeds and attenuations from the Sediment Acoustics Experiment 1999 �SAX99� and published
laboratory measurements by Prasad and Meissner �Geophysics 57, 710–719 �1992�� on a number of
sand samples were used to test the models. By this metric, the SAX99 data show that the VGS
model is no better than the original GS model because the improved agreement of compressional
wave speeds at low frequencies is achieved at the expense of gross overestimation of the shear wave
attenuation. When applied to the measurements by Prasad and Meissner, it is shown that the GS
models are not applicable at any significant confining pressures, and at zero pressure they may only
be applicable to a small subset of the sand samples.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3337240�

PACS number�s�: 43.20.Jr, 43.30.Ma �ADP� Pages: 2095–2098

I. INTRODUCTION

The grain shearing �GS� model1 may be categorized as a
nearly constant Q �NCQ� model. These models, as a class,
have been successfully applied to the modeling of seismic
wave propagation.2 In the GS model, the Q of the shear wave
is actually constant and that of the compressional wave is
nearly constant, changing by a factor of 2 over approxi-
mately 4 decades of frequency. It is an attractive model be-
cause it has a relatively small number of input parameters,
but it was unable to track the steep sound speed dispersion
observed below 10 kHz measured in the West Florida sand
sheet during the Sediment Acoustics Experiments �SAXs� in
1999 and in 2004. At SAX99, there were relatively few
measurements3 below 10 kHz and those data points had been
regarded with some skepticism. However, since that time,
they have been reinforced by more recent measurements4

from SAX04 and the trend is undeniable. In the viscous grain
shearing5 �VGS� model, an additional mechanism was intro-
duced to allow the model to accommodate the observed dis-
persion. The purpose of this letter is to show that the GS and
VGS equations may be rearranged to cleanly separate the
acoustic and geophysical parameters on opposite sides of the
equal sign, and thus test the ability of the GS models to

predict acoustic properties from geophysical measurements,
and vice versa, using data available in the open literature. By
this means, the validity of the GS models may be tested.

II. THEORY

For the GS model, Eq. �6� in Ref. 5 gives a relationship
between the complex wave number of the compressional
wave and the geophysical parameters. This equation is re-
written below in a form that is applicable to both GS and
VGS.

co

cp
− j

co�p

�p
= �1 − �g��p��j�pnT�n�−1/2, �1�

where cp and �p are the speed and attenuation of the com-
pressional wave at frequency �p, co is Wood’s equation
sound speed, � is the grain shearing coefficient, n is the
material exponent, and T is an arbitrary time constant. In
Eqs. 45–47 of Ref. 1, co is defined entirely in terms of the
geophysical parameters,

co
2 =

�o

�o
,

1

�o
= N

1

�w
+ �1 − N�

1

�g
, �o = N�w + �1 − N��g,

�2�
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where N is porosity, �w, �g, �w, and �g are the bulk moduli
and densities of the pore fluid and grains, respectively.

The function g��p� is the viscous dissipation term, in-
troduced in Eq. �35� of Ref. 5 to convert the GS model into
the VGS model. It is rewritten below in terms of a magnitude
and a phasor, in which the phase angle �p is a function of
frequency �p and the viscoelastic time constant �. Note that
by making � equal to infinity, g��p� becomes unity and the
VGS model reverts to the GS model.

g��p� = �1 +
1

j�p�
�n−1

= �1 +
1

�p
2�2��n−1�/2

ej�p. �3�

Following a similar procedure as Eqs. �6�–�11� of Ref. 5, the
two sides of Eq. �1� are squared and inverted. Using the
identity

�j�n = cos�n�

2
� + j sin�n�

2
� , �4�

the real and imaginary parts may be separated to give the
following equations, which are comparable to Eqs. �10� and
�11� of Ref. 5 from GS theory,

���pT�n�1 +
1

�p
2�2��n−1�/2

cos��p +
n�

2
�

= � cp

co
�2 �1 − X2�

�1 + X2�2 − 1, �5�

���pT�n�1 +
1

�p
2�2��n−1�/2

sin��p +
n�

2
�

= � cp

co
�2 2X

�1 + X2�2 , �6�

where X=cp�p /�p.
Dividing one by the other to get a tangent function, the

result is an equation that is valid for VGS and GS, and com-
parable to Eq. �12� of Ref. 5.

tan��p +
n�

2
� =

2X

�1 − X2� − � co

cp
�2

�1 + X2�2

. �7�

By a similar process to Eqs. �13�–�15� in Ref. 5, but includ-
ing a viscous dissipation term, g��s�, a corresponding tan-
gent identity is obtained for the shear wave.

tan��s +
n�

2
� =

2Y

1 − Y2 , �8�

where Y =cs�s /�s, cs and �s are the shear speed and attenu-
ation at frequency �s, and �s is the phase shift due to VGS
viscous dissipation at �s, as defined by

g��s� = �1 +
1

j�s�
�n−1

= �1 +
1

�s
2�2��n−1�/2

ej�s. �9�

Comparing the left-hand sides of Eqs. �7� and �8�, it is evi-
dent that the two tangent terms would be equal if �p and �s

were equal. In the case of GS, � is infinite, the values of both
�p and �s are exactly zero, and equality is always obtained.
In the case of VGS, equality may be achieved if the frequen-

cies of the compressional and shear waves, �p and �s, are
equal, since both �p and �s are identical functions of fre-
quency, as defined in Eqs. �3� and �9�. Equality may be ap-
proximately achieved if both �p and �s were very much
larger or smaller than 1 /� because in those cases their values
would asymptotically tend toward 0 or �1−n�� /2, respec-
tively. Given equality, the tangent terms may be eliminated
from Eqs. �7� and �8�, and after some rearrangement, the
result is

co
2 = cp

2 X�Y2 − 1� − Y�X2 − 1�
Y�1 + X2�2 . �10�

A similar derivation may be found in Ref. 7. It appears that
co

2 can be calculated in two different ways: �a� by using the
bulk sediment properties via Wood’s equation as defined in
Eq. �2� or �b� by using measured wave parameters as defined
in Eq. �10�. It is proposed that the GS models be tested by
comparing the values of co

2 obtained by these two different
expressions. To avoid confusion, the value defined by Eq. �2�
will be called cob

2 , where the subscript b denotes that the
value depends only on the bulk sediment properties ��w, �g,
�w, �g, and N�. The value obtained by Eq. �10� will be called
cow

2 , the subscript w referring to its dependence only on the
wave parameters �cp ,X ,Y�.

cow
2 = cp

2 �1 − X2�Y − X�1 − Y2�
Y�1 + X2�2 , �11�

cob
2 =

�o

�o
. �12�

To make the comparison simpler, let us define R as the ratio,

R =
cow

2

cob
2 . �13�

An R ratio of one supports the GS model, and by making all
wave measurements at the same frequency ��p=�s� the re-
sult would also apply to VGS models. The beauty of this
method is that the wave properties are cleanly separated from
the bulk properties; cow

2 is exclusively a function of the wave
properties and cob

2 of the bulk properties. The difference be-
tween them is a direct indication of the GS models’ ability to
connect bulk and wave properties, and this connection may
be quantified in terms of just one variable, R.

III. APPLICATION TO PUBLISHED DATA

At SAX99, the in situ measured shear wave speed and
attenuation3 at 1 kHz were 120 m/s �with a range of 97–147
m/s� and 30 dB/m �with a range of 21–40 dB/m�. The in situ
compressional wave speed and attenuation measurements
were simultaneously made at a number of frequencies be-
tween 2 and 200 kHz, in addition to core measurements at
400 kHz, as shown in Figs. 3 and 4 of Ref. 3. These data
points are identified in Figs. 1�a� and 1�b�. A couple of
curves representing the upper and lower bound GS models
from the same reference are also shown. From the same
reference, the relevant geophysical parameter values for
calculating cob

2 are �w=2.395 GPa, �g=32 GPa, �w
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=1023 kg /m3, �g=2690 kg /m3, and N=0.385. With the
shear wave frequency �s set at 1 kHz, the R ratio was com-
puted as a function of the compressional wave frequency �p,
and the result is shown in Fig. 2. The range of acceptable
values of R is a function of the uncertainty in the values of
the input parameters. The uncertainty in the values of bulk
properties �w, �g, �w, and �g will be ignored because they are
negligible compared to those of the experimentally measured
values of N, cp, X, and Y. Assuming that the errors follow a
normal distribution, and assigning a conservative rms error
of 2% to each of cp, X, and Y, and a rms error of 0.02 to N,
it is found by numerical simulation that the acceptable range
of values of R is within 	0.1 of 1, at the 80% level. Specifi-
cally, 80% of the experimental values of R should lie be-
tween 0.9 and 1.1. In Fig. 1�a�, it is evident that the measured
wave speeds below 10 kHz are not in agreement with the GS
model, and in Fig. 2, the corresponding values of R are less
than 0.9. Between 10 and 400 kHz, the R ratios are within
the acceptance zone, indicating that the shear measurements
at 1 kHz, in combination with the compressional measure-
ments in this frequency band, are compatible with the GS
model, most likely because their behavior in this region is
consistent with a nearly constant Q model. There is a dis-
cernible trend in the values of R and a second order polyno-
mial least-squares fit is superimposed as a plausible trend,
and as a way of interpolating its value at 1 kHz, the fre-
quency at which the shear wave parameters were measured.
At this frequency, the test is also applicable to VGS, but the
interpolated value of R is far from the acceptable region.
This seems to be inconsistent with the purpose of VGS,

which is to improve model-data agreement at the lower fre-
quencies as stated in Ref. 5. In fact, there is no inconsistency
because VGS achieves improved agreement with compres-
sional wave speed and attenuation at the expense of the shear
wave. It is a simple matter to run the VGS model with the
parameter values provided in Ref. 5 to find that it predicts a
shear wave attenuation coefficient that is an order of magni-
tude greater than the measured value at 1 kHz, as given on p.
417 of Ref. 3 and with a slope that is no longer consistent
with the first power of frequency. When one is intent on
fitting a particular set of wave parameters, it is easy to lose
sight of the other parameters. The R ratio test does not favor
any particular set of subset of parameters, but it gives a ro-
bust indication of the model-data compatibility that includes
all the relevant parameters. By this measure, VGS is no bet-
ter than GS.

To properly test the VGS model, measurements of all
four wave parameters at the same frequency are needed. In
fact, there are very few published experiments in which all
four parameters are measured at the same frequency. The
measurements published by Prasad and Meissner6 are the
only ones to our knowledge. They were made at 100 kHz as
a function of confining pressure, in both dry air-saturated and
water-saturated well-sorted quartz sands. The measurement
procedure involves placing the sample, in its natural state, in
a cylindrical test cell between two porous pistons, in which
compressional and shear wave transducers were embedded.
Since the pistons were porous, the pore fluid was not pres-
surized. The confining pressure between the pistons was in-
creased in discrete steps. After each step, the sample was
allowed to settle for 6 hours, to ensure that steady-state had
been reached, before taking measurements of porosity, and
wave speeds and attenuations. The attenuation was presented
in the form of 1 /Q. It is easily shown that the X and Y
parameters in the GS model and the compressional and shear
Q values, Qp and Qs, are related by the following identities:

2X =
1

Qp
and 2Y =

1

Qs
. �14�

The details of the experimental process and the pitfalls to be
avoided are described in Prasad’s dissertation.7 The sand
samples are labeled in the form “xM.” The prefix “x” may be
either “a” or “p” indicating angular or rounded grains, re-
spectively. The number “M” distinguishes different effective
grain sizes. Porosity measurements as a function of confine-
ment pressure, available from Ref. 7, were given for samples
p2, p3, p4, and p6. The porosities of the remainder were
interpolated from these values according to effective grain
size. In fact, the changes in porosity were so small that sub-
stantially the same results would have been obtained if an
approximate value of porosity, i.e., 0.42, were used. Since
these were quartz sand samples, the usual values of density
and bulk modulus for quartz sand may be used in the calcu-
lation of cob

2 : �g=36 GPa and �g=2650 kg /m3. The bulk
properties for the water and dry atmospheric air are �w

=2.3 GPa, �w=1000 kg /m3, and �w=0.145 MPa, �w

=1.29 kg /m3, respectively. The wave parameters for the cal-
culation of cow

2 are found in Figs. 2–5 of Ref. 6.

FIG. 1. Measured �a� sediment sound speeds and �b� attenuations as a func-
tion of frequency from SAX99 and GS model curves from Ref. 3. Points
that have simultaneous speed and attenuation measurements marked in red.
The significance of the other model curves and detailed descriptions of the
data sources may be found in the Ref. 3. Adapted from Figs. 3 and 4 of Ref.
3, with permission.

FIG. 2. R ratios from SAX99 data as a function of the frequency at which
the compressional wave parameters were measured ��p /2��, with shear
wave parameters measured at 1 kHz. Least-squares error second order poly-
nomial fit. Upper and lower bounds of acceptance zone �dashed lines�.
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For the GS model,1 it was claimed that the fluid films
between asperities are “highly incompressible.” Therefore,
the fact that these measurements were made under pressure
should be immaterial. The values of the wave parameters
measured by Prasad and Meissner showed varying degrees of
pressure dependence; therefore, cow

2 was calculated as a func-
tion of confining pressure, at all pressure samples for which
all four wave parameters are available. The computed R ra-
tios for the dry air-saturated sand samples are shown in Fig.
3�a�. Contrary to common assumptions, air should be consid-
ered as a saturating fluid and its influence is not negligible.8

Of the three sand samples, the R ratio of sample p6 crosses
the acceptance zone at a pressure of approximately 1 MPa.
One might say that, for this particular type of sand and at this
pressure, the GS models are valid, but this is likely to be just
coincidence. With the remaining two sand samples, there is
no agreement at all because the R ratio does not come close
to the acceptance zone. The fact that most of the R ratio
values are negative is very interesting because it is entirely
incompatible with the GS models, from which R is defined as
the ratio of two positive quantities.

The results for the water-saturated sand samples are
shown in Fig. 3�b�. Most of the water-saturated samples have
positive R ratio values at low confining pressures. The one
exception is sample p5: Its grain size is in between those of
p3 and p6. Their wave properties are all very similar, except
that the compressional wave attenuation of p5 is significantly
greater than those of p3 and p6. This suggests that the water-
saturated p5 sample may contain a significant concentration
of gas bubbles; therefore, p5 will be ignored from this point
on. If the R ratio values may be extrapolated to zero pressure,
it appears that the curve for a2 may intersect the y-axis
within the acceptance zone, while the remainder may do so
at values that are significantly lower. This suggests that the
GS models may be acceptable at zero or low confinement
pressures, and only for some sediments. It is interesting to
note that a2 is the only sample with “angular grains.” All the
other samples have “rounded grains.” The interpolated R ra-
tio from SAX99 at 1 kHz is also shown in Fig. 3�b�. It

appears to be consistent with the laboratory data because the
curves for p1, p2, p3, and p6 appear to converge on it at zero
confinement pressure.

IV. CONCLUSIONS

There are three main conclusions: �1� The GS and VGS
equations may be rewritten in a way that puts all the geo-
physical parameters on one side of the equation sign and all
the acoustic parameters on the other. This allows the ability
of the GS and VGS models to connect bulk and wave prop-
erties to be quantified in just one parameter, the R ratio. �2�
The VGS model achieves better agreement with the com-
pressional wave measurements from SAX99, but at the ex-
pense of grossly overestimating the shear wave attenuation.
It is observed that the GS models are compatible with com-
binations of shear and compressional wave parameters only
within certain frequency bands in which the wave behavior
may be approximated as constant Q. Outside these frequency
bands, particularly in the strongly dispersive band for com-
pressional waves, i.e., between 1 and 10 kHz, both GS and
VGS are problematic. �3� When compared to laboratory
measurements of compressional and shear waves in sands at
100 kHz by Prasad and Meissner, the GS and VGS models
are found to be completely incompatible with wave propaga-
tion in air-saturated sand, and possibly compatible with mea-
surements from just one water-saturated sand sample out of
the five that were tested, and only when the results are inter-
polated to zero confinement pressure. It is likely that the
proposed tight coupling between compressional and shear
wave speeds and attenuations is not valid and different ma-
terial exponents may be required for shear and compressional
waves.
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Chotiros and Isakson �J. Acoust. Soc. Am. 127, 2095–2098 �2010�� raised three main issues
concerning the grain-shearing and viscous-grain-shearing �VGS� theories of wave propagation in
saturated marine sediments. �1� They introduced the R-ratio as a test of the two theories, �2� they
then used the R-ratio to compare the theories with published measurements of compressional and
shear wave properties of laboratory sediments under high confinement pressures, and �3� they
pointed out that the VGS theory overestimates the shear attenuation measured during the Sediment
Acoustics Experiment 1999 �SAX99� by about an order of magnitude. With regard to the R-ratio, it
provides an incomplete test of the theories and, moreover, it returns ambiguous results. As for the
tests against measurements made under high confinement pressures, they are invalid because the
theories are not applicable under such conditions. The third point is correct, but a minor
modification to the VGS theory resolves the difficulty.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3337241�

PACS number�s�: 43.30.Ma �ADP� Pages: 2099–2102

I. INTRODUCTION

Chotiros and Isakson1 provided a critique of Bucking-
ham’s grain-shearing2 �GS� and viscous-grain-shearing3

�VGS� theories of sound wave and shear wave propagations
in saturated granular media. They reached three main con-
clusions: �1� the dispersion relations for the compressional
and shear waves, as predicted by each of the two theories,
may be expressed in terms of a single variable, which they
designated the R-ratio; �2� the GS and VGS theories do not
fit the high-pressure data of Prasad and Meissner4 for either
dry or saturated sands; and �3� the VGS model overestimates
the shear wave attenuation measured during the ONR-
supported Sediment Acoustics Experiment 1999 �Ref. 5�
�SAX99� at a frequency of 1 kHz by about an order of mag-
nitude. Each of these three issues is discussed below.

II. THE R-RATIO

Chotiros and Isakson’s R-ratio,1 their Eq. �13�, is based
on a reduction of the GS and VGS dispersion relations for
compressional and shear waves into a single equation in
which all the geophysical parameters appear on one side of
the equality sign while all the acoustic parameters appear on
the other side. A notable point about the R-ratio is that it does
not involve the grain-shearing parameters n, �p, and �s,
which characterize the grain-shearing process,3 but depends
only on the wave properties �speeds and attenuations� and
the spot frequencies at which they were measured. Chotiros
and Isakson’s1 method of analysis follows a similar develop-
ment to that in Secs. IIB and IIC of Buckingham,3 and their

Eq. �10�, which is the central component of the R-ratio, is the
same as Buckingham’s Eq. �16�. Chotiros and Isakson1 as-
serted that the R-ratio makes a comparison of theory with
data easy, since the dispersion relations are reduced to a
single parameter, whose value is unity in the event of a sat-
isfactory match between theory and data. The R-ratio, how-
ever, has certain undesirable characteristics, which limit its
utility.

For instance, if R were to deviate from unity, represent-
ing a mismatch between theory and data, the cause of the
departure would be unknown. It could be due to a mismatch
of the sound speed, the sound attenuation, the shear speed or
the shear attenuation, or any combination of all four, since
they are blended together in the expression for R. To identify
the source of the departure from R=1, it would be necessary
to revert to direct comparisons of the original dispersion re-
lations with experimental data. At high frequencies, where
the GS and VGS theories are essentially the same, such com-
parisons between the theories and extensive data sets taken
from the open literature have already been performed by
Buckingham,6 and in all the cases examined, the theories
show a satisfactory fit to the data.

Another limitation of the R-ratio is that, even if it were
evaluated over a range of spot frequencies, it would yield no
explicit information on the frequency dependencies of the
wave speeds and attenuations. Its usefulness as a test of the
GS and VGS theories is therefore quite restricted, since the
frequency dispersion of the wave speeds and the frequency
dependencies of the attenuations are important factors when
it comes to assessing the validity of any theory of sound
propagation in saturated granular media. Moreover, since the
R-ratio is just a compressed form of the GS and VGS equa-a�Electronic mail: mbuckingham@ucsd.edu
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tions, it is incapable of providing any insights beyond those
available from the original dispersion relations themselves.
The computational effort required to make direct compari-
sons between the theories and data is negligible, since the GS
and VGS dispersion relations take the form of simple alge-
braic equations.

A more serious objection to the R-ratio is that it may
return a misleading result, because the condition R=1 does
not correspond to a unique X, Y pair. �X and Y are defined in
Refs. 1 and 3.� Thus, it is possible for R to be unity even
when the theory does not match the data, since an infinite
number of X, Y combinations return a value of R=1. To be
specific, R takes a value of unity whenever

Y =
c0b

2 �1 + X2�2 − cp
2�1 − X2�2 + ��c0b

2 �1 + X2�2 − cp
2�1 − X2�2�2 + 4cp

4X2

2cp
2X

,

�1�

as may easily be established from Eqs. �11� and �13� in Ref. 1. In effect,
the R-ratio may return false positives.

But this is not the only type of ambiguity associated
with the R-ratio: It cannot distinguish between the GS theory
and the VGS theory when the wave variables in the latter are
all measured at the same frequency. Under this condition, the
expression for R, as given by Eqs. �11�–�13� in Ref. 1, is
exactly the same in the two cases. Even if a genuine �i.e.,
non-false positive� value of R=1 were returned, it would not
be possible to tell whether it referred to the GS theory or the
VGS theory. A value of R=1 is a necessary but not sufficient
condition for the theories to match the data.

III. PRASAD AND MEISSNER’S DATA

Prasad and Meissner4 investigated the effects of high
confining pressures on the speeds and attenuations of com-
pressional and shear waves in various samples of oven-dried
sands and water-saturated sands. Their measurements were
made using a pulse transmission technique in which the cen-
ter frequency was about 100 kHz, with the samples subjected
to confining pressures extending up to approximately 6 MPa
�equivalent to 60 atm�. Porous pistons were used to compress
the samples, allowing the pore fluid to remain unpressurized.
Inevitably under such conditions, the grains will have been
crushed together, significantly altering the nature of the
grain-to-grain contacts. That the grain contacts were indeed
modified in the high-pressure experiments is indicated by the
fact that, in all the cases reported, the wave speeds and the
attenuations at 100 kHz exhibited pronounced dependencies
on the confining pressure �see Figs. 2–5 in Ref. 4�. Since no
dispersion curves were reported by Prasad and Meissner,4 it
is not known whether the compressional and shear wave at-
tenuations in their pressurized sand samples conformed to
the near-linear dependence on frequency predicted by the GS
theory.

Chotiros and Isakson1 took Prasad and Meissner’s4 mea-
surements of the compressional and shear wave speeds and
attenuations and computed the corresponding R-ratio for
each sand sample. They found that in all but one case the
R-ratio deviates significantly from unity, and in some cases
the R-ratio computed using their Eqs. �11�–�13� turns out to
be negative, even though R is defined as the ratio of two real,

squared quantities. Chotiros and Isakson1 concluded that the
GS and VGS theories are incompatible with Prasad and
Meissner’s4 high-confinement-pressure data.

The GS and VGS theories were developed specifically
for water-saturated marine sediments under natural condi-
tions in the sea bed, not for laboratory sand samples under
extremely high confinement pressures. The dissipation
mechanism that is a central component of the GS and VGS
theories is a particular form of inter-granular shearing, which
is based on a molecularly thin layer of pore fluid at grain
contacts. Under the high confinement pressures of Prasad
and Meissner’s4 experiments, the grain contacts may have
suffered significant damage and distortion, to the extent that
completely new and unknown physical mechanisms gov-
erned the wave properties. Since there is no reason to believe
that the GS and VGS theories would hold under such ex-
treme conditions, it is inappropriate to use Prasad and
Meissner’s4 high-pressure data as a test of the two theories.

IV. SAX99 DATA INCLUDING SHEAR ATTENUATION

Chotiros and Isakson1 criticized the VGS theory on the
grounds that it overestimates the attenuation of the shear
wave, as measured during the SAX99 experiments5 on a
medium-sand marine sediment, by about an order of magni-
tude. The SAX99 data set5 is unusual, if not unique, in that it
contains data on the four wave properties, the compressional
and shear wave speeds and both attenuations, along with
detailed information on the physical properties of the me-
dium. Using a variety of techniques, the SAX99 compres-
sional wave properties were measured over more than three
decades of frequency, from 125 Hz to 400 kHz, resulting in
dispersion curves that are extremely well characterized by
the experimental data. By comparison, the SAX99 data on
the shear wave properties are much more meagre, due to the
difficulties of making in-situ shear wave measurements:
Richardson et al.,5 using bimorph bender elements mounted
on the In Situ Sediment geoAcoustic Measurement System
�ISSAMS�, was able to measure the shear speed and attenu-
ation but at just a single frequency of approximately 1 kHz.

Because of the dearth of data on the shear wave, it re-
ceived relatively little attention in Buckingham’s develop-
ment of the VGS theory,3 which, in retrospect, was an over-
sight. Chotiros and Isakson1 are correct in noting that the
VGS theory yields a shear attenuation that exceeds the value
observed in SAX99 by a factor of about 10. A simple reso-
lution of this problem, which should have been incorporated
into the original discussion of the VGS theory, is given be-
low.

To take account of the viscosity of the pore fluid, the
VGS theory includes the function

g���� = �1 +
1

j��
�−1+n

, �2�

where the variables are as defined by Buckingham.3 The vis-
coelastic time constant in Eq. �2� may be expressed as

� =
1

2�f t
, �3�
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where f t is a threshold frequency above which the effect of
pore fluid viscosity decays to a negligible level. In the origi-
nal VGS theory,3 it is implicit that the threshold frequency is
the same for the compressional wave and the shear wave,
and therein lies the origin of the mismatch to the shear at-
tenuation.

Rather than a threshold frequency, a more plausible cri-
terion is that the onset of pore fluid viscosity is governed by
wavelength. Letting �t be the threshold wavelength, below
which the effect of pore fluid viscosity decays to zero, then
the viscoelastic time constants for the compressional and
shear waves will be different. For the compressional wave

� = �p =
�t

2�cp
�4a�

and for the shear wave

� = �s =
�t

2�cs
, �4b�

from which it follows that the viscoelastic time constants for
the compressional and shear waves are related as follows:

�s =
cp

cs
�p. �5�

Thus, �s is larger than �p by a factor equal to the ratio of the
wave speeds, which is of the order of ten.

The VGS dispersion relations may now be expressed in
terms of the new viscoelastic time constants. For the com-
pressional wave, the speed and attenuation are

cp��� =
c0

Re�1 + ��j�T�ng���p��−1/2 , �6a�

�p��� = −
�

c0
Im�1 + ��j�T�ng���p��−1/2, �6b�

and for the shear wave

cs��� =
��s/�0

Re��j�T�ng���s��−1/2 , �7a�

�s��� = − ���0

�s
Im��j�T�ng���s��−1/2, �7b�

where the notation is the same as that used by Buckingham.3

To distinguish the four dispersion relations in Eqs. �6�
and �7� from the original VGS theory, they will be referred to
as the VGS��� version of the theory. It should be noted that
the grain-shearing parameters, n, �p, and �s �and hence �� in
the VGS��� theory, are determined using the same matching
technique introduced by Buckingham3 in connection with the
VGS theory, and thus, for a given data set such as SAX99, n
and � will be exactly the same in the two versions. If �p is
taken to be equal to �, then the compressional wave disper-
sion curves predicted by the two versions of the theory are
identical. Thus, the effects of introducing �s��p are only
apparent in the shear wave dispersion curves.

For a comparison of the VGS��� theory with the SAX99
experimental measurements, all four expressions in Eqs. �6�

and �7� have been evaluated as functions of frequency using
the parameter values shown in Table I. The resultant VGS���
wave speeds and attenuations are plotted in Fig. 1, with the
SAX99 data included for comparison. Since �p=�, and n and
� have the same values as previously,3 the VGS��� curves in
Figs. 1�a� and 1�b� for the compressional wave are identical
to their counterparts from the VGS theory �shown as the red
curves in Figs. 1a and 1b of Ref. 3�. The shear speed and
attenuation curves from the two theories differ, however, as
illustrated in Figs. 1�c� and 1�d�, respectively. The single data
point represented by the solid green circle in Fig. 1�d� is
Richardson’s value of 30 dB/m for the shear attenuation,5

with the error bars denoting the spread in his measurements,
ranging from 21 to 40 dB/m. Clearly, the black VGS line in
Fig. 1�d� overestimates the shear attenuation, as noted by
Chotiros and Isakson,1 whereas the red VGS��� curve is con-
sistent with Richardson’s5 data point.

V. CONCLUDING REMARKS

In the final sentence of their Conclusions, Chotiros and
Isakson1 stated that the tight coupling between the compres-
sional and shear wave speeds and attenuations, which is a
fundamentally important feature of the GS and VGS theories
�and also, of course, the VGS��� version�, is not valid and
that different material exponents �the parameter n in Table I�
may be needed for shear and compressional waves. Such a
suggestion, that the compressional and shear waves are not
correlated, is inconsistent with the large body of evidence
that has been accumulating in the open literature for several
decades.

Hamilton7,8 and Richardson9 both developed regression
relations linking the compressional wave speed to the shear
wave speed; and Buckingham6 presented numerous plots of
data taken from literature, for instance, compressional speed

TABLE I. Parameter values used in VGS��� theory for comparison with
SAX99 experimental data.

Material parameter Symbol SAX99

Density of pore fluid �kg /m3� �w 1023
Bulk modulus of pore fluid �Pa� Kw 2.395	109

Sound speed in pore fluid �m/s� cw 1530.1
Density of grains �kg /m3� �s 2690
Bulk modulus of grains �Pa� Kg 3.2	1010

Porosity N 0.385
Bulk density of sediment �kg /m3� �o 2048.2
Bulk modulus of sediment �Pa� 
o 5.557	109

Wood’s speed �m/s� co 1647.1
Material exponent n 0.0617
Grain-shearing coefficient � 0.0724
Compressional coefficient �Pa� �p 3.796	108

Shear coefficient �Pa� �s 1.711	107

Compressional viscoelastic time constant �ms� �p 0.12
Shear viscoelastic time constant �ms� �s 1.77

Matching parameters
Sound speed �m/s�/frequency �kHz� 1770.1/38
Sound attenuation �dB/m�/frequency �kHz� 10.12/38
Shear speed �m/s�/frequency �kHz� 120/1
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versus porosity and shear speed versus porosity, from which
it may be inferred that the two wave speeds are strongly
coupled. It is difficult to understand how Chotiros and
Isakson1 can reconcile their assertion that the compressional
and shear waves are not tightly coupled with the overwhelm-
ing experimental evidence to the contrary.

Moreover, the idea that different material exponents are
required for the compressional and shear waves, as suggested
by Chotiros and Isakson,1 is unnecessary, as exemplified in
the analysis of the VGS��� version of the viscous-grain-
shearing theory developed above. In any case, such arbitrary
tampering with the material exponent n is not in the spirit of
the GS and VGS theories, which are based as far as possible
on physical mechanisms rather than ad-hoc data-fitting tech-
niques.
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FIG. 1. VGS��� theory �red line� evaluated from Eqs. �6� and �7�, and VGS theory �black line�, for the SAX99 sediment: �a� sound speed ratio, �b� sound
attenuation, �c� shear speed, and �d� shear attenuation. The large solid red circles in �a�–�c� are the points at which the theories were matched to the data. The
large solid green circle in �d� is the measurement of the shear attenuation.
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In the theory of weakly nonlinear elasticity, Hamilton et al. �J. Acoust. Soc. Am. 116, 41–44 �2004��
identified W=�I2+ �A /3�I3+DI2

2 as the fourth-order expansion of the strain-energy density for
incompressible isotropic solids. Subsequently, much effort focused on theoretical and experimental
developments linked to this expression in order to inform the modeling of gels and soft biological
tissues. However, while many soft tissues can be treated as incompressible, they are not in general
isotropic, and their anisotropy is associated with the presence of oriented collagen fiber bundles.
Here the expansion of W is carried up to fourth order in the case where there exists one family of
parallel fibers in the tissue. The results are then applied to acoustoelasticity, with a view to
determining the second- and third-order nonlinear constants by employing small-amplitude
transverse waves propagating in a deformed soft tissue.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3337232�

PACS number�s�: 43.25.Ba, 43.25.Zx, 43.25.Ed �ROC� Pages: 2103–2106

I. INTRODUCTION

Due to their high fluid content, many soft biological tis-
sues and gels exhibit nearly incompressible behavior: they
are constrained to undergo essentially volume-preserving de-
formations and motions. This has long been known and, in
fact, can be traced back to the experiments of Swam-
merdam1,2 in 1758. Mathematically, the internal constraint of
incompressibility is expressed by imposing the condition
det F=1 at all times, where F is the deformation gradient. In
exact nonlinear isotropic elasticity theory, the strain-energy
density W is written in fullest generality as a function of I, II,
and III, the first three principal invariants of the right
Cauchy–Green strain tensor C=FTF, which are defined by

I = tr C, II = 1
2 ��tr C�2 − tr�C2��, III = det C = �det F�2.

�1�

It is then easy to enforce incompressibility, which requires
that III=1 at all times and hence that W=W�I , II� only.

In weakly nonlinear isotropic elasticity theory, W is ex-
panded in terms of invariants of the Green–Lagrange strain
tensor E= 1

2 �C−I�, either using the set

i1 = tr E, i2 = 1
2 ��tr E�2 − tr�E2��, i3 = det E �2�

�this is the choice of Murnaghan3� or the set

I1 = tr E, I2 = tr E2, I3 = tr E3 �3�

�this is the choice of Landau and Lifshitz4�. In each case the
respective terms are of orders 1, 2, and 3 in E.

Then, in third-order elasticity theory, W is expanded as a
linear combination of i1, i2, i3, i1i2, and i1

3 �or, equivalently,
I1, I2, I3, I1I2, and I1

3� and higher-order terms are neglected;
thus, five elastic constants are required to describe third-
order solids. �Note that some authors refer to this as second-

order elasticity since the stress is second order in the strain; a
similar comment applies to fourth-order versus third-order
elasticity.� In fourth-order elasticity theory, terms linear in i1

4,
i2
2, i1i3, and i1

2i2 �or, equivalently, I1
4, I2

2, I1I3, and I1
2I2� are also

retained; thus, nine elastic constants are required to describe
fourth-order solids. Now, however, it is slightly more com-
plicated to enforce incompressibility because the constraint
involves a combination of invariants of E, rather than a
single invariant of C. Nevertheless, this can be achieved be-
cause of obvious connections between the sets �1�–�3�. This
was done long ago by Rivlin and Saunders5 in 1951 and by
Ogden6 in 1974, for third- and fourth-order incompressible
solids, respectively. In particular, these authors showed that
the number of elastic constants drops from 5 to 2 for third-
order solids, and from 9 to 3 for fourth-order solids com-
pared with the compressible case.

Recently, Hamilton et al.,7 unaware of these previous
contributions, rediscovered the latter result, and wrote W in
the form

W = �I2 +
A

3
I3 + DI2

2, �4�

where �, A, and D are the respective second, third-, and
fourth-order elasticity constants of weakly nonlinear incom-
pressible isotropic elasticity. Subsequently, several papers8–23

have been devoted to the study of the theoretical and experi-
mental implications of this expansion for linearized and non-
linear waves and vibrations in incompressible solids. Experi-
ments have been conducted on isotropic gels and phantoms
to measure the nonlinear elastic coefficients, and good
progress has been achieved in the understanding and imple-
mentation of elastographic techniques.12–14,16,17

Now, the ultimate goal of elastography is the imaging of
biological soft tissues, and it is therefore important to be able
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to evaluate �, A, and D experimentally. At the same time, it
must be kept in mind that soft tissues are anisotropic solids,
in contrast to gels and phantoms. This anisotropy is due to
the presence of oriented collagen fiber bundles, which are
three orders of magnitude stiffer than the surrounding tissue
in which they are embedded �this surrounding tissue consists
of a network of elastin fibers, smooth muscle cells, and pro-
teoglycans, inter alia, which collectively form an essentially
isotropic “matrix”�. The natural conclusion of this consider-
ation is that there is a need for expansions of W up to the
third or, depending on the context, fourth order for incom-
pressible anisotropic solids. For the particular application
considered in Sec. III of the present paper, however, it suf-
fices to pursue the analysis only up to the third order.

II. FOURTH-ORDER TRANSVERSELY ISOTROPIC
SOLIDS

Here we consider soft tissues with one preferred direc-
tion, associated with a family of parallel fibers of collagen.
We denote by A the unit vector in that direction when the
solid is unloaded and at rest. The theory of Spencer24 tells us
that in all generality, W is a function of at most five invari-
ants in exact nonlinear compressible elasticity theory. One
valid choice for these quantities is

W = W�I1, I2, I3, I4, I5� where I4 � A · EA, I5 � A · E2A .

�5�

Now we expand W up to terms of order 4 in the Green–
Lagrange strain. This involves a linear combination of the
following quantities:

order 2: I1
2, I2, I4

2, I5, I1I4,

order 3: I1
3, I1I2, I3, I1I4

2, I1I5, I1
2I4, I2I4, I4

3, I4I5,

order 4: I1
4, I1

2I2, I1I3, I2
2, I1I4

3, I1
2I5, I1

2I4
2, I1

3I4, I2I4
2,

I2I5, I4
4, I5

2, I1I2I4, I1I4I5, I3I4. �6�

Note that the first-order terms are omitted from the list be-
cause they give rise to constant stresses. Hence there are 29
elastic constants for fourth-order, transversely isotropic,
compressible solids.

In incompressible solids, however, the isotropic invari-
ants are not independent. They are connected by the incom-
pressibility condition, which can be written in terms of the
invariants �2� exactly as6 i1=−2i2−4i3, or equivalently, in
terms of the invariants �3�, as

I1 = I2 −
4

3
I3 − I1

2 + 2I1I2 −
2

3
I1

3, �7�

so that the number of independent quantities in Eq. �6� is
greatly reduced. For instance, I1

2 is of fourth order, and I1I2

= I2
2 and I1

3=0 at fourth order. This allows the list to be short-
ened to

order 2: I2, I4
2, I5,

order 3: I3, I2I4, I4
3, I4I5,

order 4: I2
2, I2I4

2, I2I5, I4
4, I5

2, I3I4, �8�

which are associated with 13 elastic constants in toto.
For third-order, transversely isotropic, incompressible,

nonlinear elastic solids, for example, the strain-energy den-
sity is thus expressible in the form

W = �I2 +
A

3
I3 + �1I4

2 + �2I5 + �3I2I4 + �4I4
3 + �5I4I5, �9�

where �, �1, and �2 are second-order elastic constants and
A, �3, �4, �5, and �6 are third-order elastic constants. A
lengthier expansion is required at fourth order, which re-
quires a linear combination of the six additional terms listed
in Eq. �8�. We do not include these here. Indeed, it suffices
for our present purposes to restrict attention to second- and
third-order terms in W since at this order the speed of infini-
tesimal plane waves depends linearly on the strain through
the third-order constants, even for the specialization to an
isotropic material.

III. ACOUSTOELASTICITY

We now consider the propagation of small-amplitude
plane body waves in a deformed soft tissue with one family
of parallel fibers. We assume that the solid has been pre-
stressed by the application of the Cauchy stress �, say, giv-
ing rise to a predeformation with corresponding deformation
gradient F.

Let u=u�x , t� denote the mechanical displacement asso-
ciated with the wave motion, � the �constant� mass density,
and p the incremental Lagrange multiplier due to the incom-
pressibility constraint. Then the incremental equations of
motion and of incompressibility read25

A0piqjuj,pq − p,i = ��2ui/�t2, �10a�

ui,i = 0, �10b�

respectively, where the comma signifies partial differentia-
tion with respect to the current coordinates x�xi and A0 is
the fourth-order tensor of instantaneous moduli, with compo-
nents

A0piqj = Fp�Fq��ij
�W

�E��

+ Fp�Fq�Fj�Fi�
�2W

�E�� � E��

.

�11�

This expression is exact, while to compute the derivatives of
W with respect to Eq. �9�, the following quantities are
needed:

�I2

�E��

= 2E��,
�2I2

�E�� � E��

= ������ + ������,

�I3

�E��

= 3E��E��,

�2I3

�E�� � E��

=
3

2
����E�� + ���E�� + ���E�� + ���E��� ,
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�I4

�E��

= A�A�,
�2I4

�E�� � E��

= 0,

�I5

�E��

= A�A�E�� + A�A�E��,

�2I5

�E�� � E��

=
1

2
�A�A���� + A�A���� + A�A����

+ A�A����� . �12�

Let us now consider the propagation of homogeneous
plane body waves, in the form

u = aeik�n·x−vt�, p = ikPeik�n·x−vt�, �13�

where a is the unit vector in the direction of linear polariza-
tion, k is the wave number, v is the phase speed, and P is a
scalar. Then the incremental incompressibility condition
�10b� gives a ·n=0, and the wave is thus transverse. The
incremental equations of motion �10a� can be written in the
form

Q�n�a − Pn = �v2a, where �Q�n��ij = A0piqjnpnq.

�14�

Taking the dot product of this equation with n gives an ex-
pression for P. Substituting this back into Eq. �14� and using
the orthogonality of the propagation and polarization vectors,
we end up with the symmetric eigenvalue problem,

�I − n � n�Q�n��I − n � n�a = �v2a �15�

for the wave speed and polarization for any given direction
of propagation. The wave speed v is given simply by �v2

=A0piqjnpnqaiaj.
As a simple example of the application of the above

equations, consider the case where a sample of soft tissue is
under uniaxial tension or compression with the direction of
tension parallel to the fibers. We denote by e the elongation
of the sample in the direction �x1, say� of the uniaxial stress
and discard all terms equal to or higher than e2 in the expan-
sions. In particular, we obtain the approximations

F = diag�1 + e,1 − e/2,1 − e/2� ,

E = diag�e,− e/2,− e/2� . �16�

Also, we find that there are only 15 nonzero components of
A0 in the �x1 ,x2 ,x3� coordinate system because, in this spe-
cial case, the principal axes of stress and strain are aligned.
Now let � be the angle between the direction of propagation
and the x1 axis. Then the secular equation, which gives the
wave speed in terms of the elastic moduli, has the same form
as in the isotropic case,26 with the difference that the moduli
depend not only on the isotropic elastic constants � and A
but also on the anisotropic elastic constants �1, �2, �3, �4,
and �5. It reads26

�v2 = �� + � − 2��cos4 � + 2�� − ��cos2 � + � , �17�

where

� = A01212, 2� = A01111 + A02222 − 2A01122 − 2A01221,

� = A02121. �18�

Lengthy, but straightforward, calculations reveal that

2� − � − � = 2�1 + 2�4�1 + 3�2 + 3�3 + 3�4 + 2�5�e ,

2�� − �� = 2�1 + �3� + 10�1 + 8�2 + 6�3 + 6�4 + 4�5�e ,

4� = 4� + 2�2 + �A + 2�2 + 4�3 + 2�5�e . �19�

Clearly, Eq. �17� provides a direct means of evaluating the
elastic constants by measuring the transverse wave speed for
a variety of e and � combinations.

IV. CONCLUSION

We have shown that seven elastic constants are required
to describe third-order incompressible solids with one family
of parallel fibers, and we have indicated that these constants
may be determined by using the acoustoelastic effect. We
have also noted that 13 constants are needed for fourth-order
solids.

In closing this letter, we remark that although many bio-
logical soft tissues exhibit transverse isotropy �one family of
parallel fibers�, many more must be modeled as orthotropic
materials �two families of parallel fibers�. Then, the list of
invariants is increased from 4 �I1 , I2 , I4 , I5� to 7, with the
following three additions:

I6 � B · EB, I7 � B · E2B, I8 � �A · EB�A · B , �20�

where B is the unit vector in the direction of the second
family of parallel fibers. In that case, an expansion of W up
to third or fourth order yields such a large number of elastic
constants to be determined, that it defeats its own usefulness.
We would argue that it is more advantageous to turn to the
exact nonlinear theory, where constitutive anisotropic models
have been successfully evaluated against experimental test
data to capture well the mechanics of orthotropic soft tissues.
For instance, the Holzapfel–Gasser–Ogden model for
arteries27 is now implemented in many finite element analy-
sis software packages. It requires the experimental determi-
nation of only three elastic constants per layer of arterial
wall.
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Are urban noise pollution levels decreasing? (L)
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The majority of acoustic impact studies developed over the last 50 years have used a similar
acoustic parameter �Leq, Ldn� but the noise mapping methodology has been very uneven. The
selection of the measurement points, the measurement periods, or the evaluation indices have not
followed a unique criterion. Therefore, it is not possible to compare the sound pollution levels
between different cities from those studies, at least in a rigorous sense. Even more, different studies
carried out in the same city by different researchers during different years and using different
methodologies are not conclusive whether the acoustic pollution increases or decreases. The present
paper shows results, with statistical significance, about the evolution of the acoustic pollution
obtained for two Spanish cities, Pamplona and Madrid. In both cases, it can be concluded that noise
pollution decreases over time �P�0.01�.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3337228�

PACS number�s�: 43.50.Rq �BSF� Pages: 2107–2109

I. INTRODUCTION

In science, not all questions are valid. Only questions
which are set out in well defined terms and whose answers
can be verified quantitatively are deemed appropriate. In or-
der to be able to give a rigorous answer to questions such as
“Is city A noisier than city B?” or “Has noise pollution fallen
in city A over the last few years?,” it is necessary to have an
objective evaluation parameter for noise pollution in a city,
in addition to a methodology for evaluating it. The majority
of acoustic impact studies developed over the last 50 years
have used a similar acoustic parameter �LAeq,T�, which is
related to the acoustic energy during the evaluation period T,
typically day Ld, evening Le, and night Ln periods as well as
the combined parameter Lden or Ldn,

1 but the noise mapping
methodology has been very uneven. This work analyses the
main results obtained when producing noise maps for Pam-
plona and the measurement records from the environmental
monitoring network set up by Madrid City Council, both
cases involving Spanish cities. In the case of Pamplona, the
corresponding noise maps were made in 1987–1988, 1997–
1998, and 2007–2008. In the case of Madrid, the measure-
ment period is from 1999 to 2003, inclusive.

Pamplona is a city with approximately 200 000 inhabit-
ants in the north of Spain. Three noise maps were made for
the city in 1987–1988, 1997–1998,2 and 2007–2008. In all
three cases, a total of 162 measuring stations were used,
located in the nodes of a cross-linked 220�220 m2, cover-
ing the whole consolidated urban area. The measurement sta-
tion selection can therefore be considered as random. The
noise pollution level was characterized by the daytime LAeq

parameter, meaning the equivalent sound level to the time
period between 8 a.m. and 10 p.m. All measurements were
taken at street level using type I sound level meters during
working days �from Monday to Friday� in favorable atmo-
spheric conditions. The measurement stations were assigned
to the district of the city where they were located. The most
important aspect to highlight is that the methodology used to
make these three noise maps �measurement stations, dura-

tion, and length of the measurements, parameters measured,
etc.� were exactly the same in all three cases.

The Madrid City Council Environmental Department for
noise control installed remote control measurement stations
in 1998 throughout the city’s urban area. Each of them re-
corded the hourly equivalent sound levels, LAeq,h. Twenty
stations continually recorded sound levels over 5 complete
years, from 1999 to 2003, inclusive. In total, 876, 480 mea-
surements were recorded for the LAeq,1h parameter. All com-
monly established parameters for evaluating noise pollution3

could be obtained for this work: Ld, Le, Ln, and Lden.

II. RESULTS

Figure 1�A� shows the average noise pollution levels in
each district for the three measurement campaigns, as well as
the average value of the city’s noise pollution. The values
indicated for each district correspond to the energy average
from the values obtained in all the stations belonging to the
district in question. The decrease in noise pollution observed
in the district 9, mainly due to the implementation of pedes-
trian areas, is particularly remarkable

Figure 1�B� shows the evolution of the results for the
different parameters �average value of the 20 stations, aver-
aged in terms of energy� from 1999 to 2003.

III. DISCUSSION

As we can see in Fig. 1, a decreasing tendency in noise
pollution can be perceived. We should now focus on whether
this tendency is significant or not. This should be resolved
using the appropriate statistical test. When the data are nor-
mal, analysis methods are more efficient than methods based
on rank tests. In the case of Pamplona, the measuring sta-
tions covered the whole consolidated urban area in detail and
their selection was random. The distribution could therefore
be considered as normal. However, for the case of Madrid,
the data were obtained from fixed measuring stations set up
by the City Council without random criteria over a cross-
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linked area. On the other hand, these results are completely
solid given that they represent exactly the noise pollution for
each measuring station.

The methods based on ranks require less strict assump-
tions about the population distributions and they are almost
as efficient as their normal equivalents when the data follow
normal distribution, and they are more efficient when the
data do not follow normal distribution. Taking the random
block model,

Yij = � + �i + �i + �ij �i = 1, . . . ,k; j = 1, . . . ,b�

where k is the number of populations, b is the number of
blocks, � is the total average, �i is the effect due to the
population, and � j is the effect due to the blocks and �ij are
the random errors.

Tables I and II show the results for the two cities. In the
case of Madrid, each value represents the exact noise pollu-
tion −LAeq,24h averaged annually—in each measurement sta-
tion. In the case of Pamplona, each value represents the day-
time noise pollution on workdays −LAeq,8–22h averaged
annually—in each district of the city.

In our case, k=20 stations and b=5 years �Madrid� and
k=13 districts and b=3 decades �Pamplona�. To evaluate
population differences in the model, the most appropriate
ranks-based test �similar to the F-test for normal popula-
tions� is the Friedman test. The hypotheses to test are that not
all the population effects, �I, are null. This means that there
is a significant drop in the total noise pollution in both cities.
The chi-squared values �from Tables I and II� are 18.27 for
four degrees of freedom �Madrid� and 10.54 for two degree

of freedom �Pamplona�. In both cases, we can conclude that
noise pollution decreases over time �P�0.01�. A decrease in
the percentage of people exposed to noise has been also ob-
served in a 1 decade noise climate research.4

We must finally remember that the dB measurement is
relative to a logarithmic scale. It is more intuitive to assess
the reduction in terms of acoustic energy existing in the en-
vironment. From this point of view, noise pollution dropped
by 17% from 1999 to 2003 in Madrid and by 41% from 1998
to 2008 in Pamplona.
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FIG. 1. �A� Noise pollution levels by district and for the whole city of
Pamplona �Spain�. �B� Annual evolution of the Ld, Le, Ln, and Lden param-
eters in the city of Madrid �Spain�.

TABLE I. Evolution of noise over time �LAeq,24h parameter� in Madrid,
Spain.

Madrid, Spain. LAeq,24h

Station
Year

1999 2000 2001 2002 2003

1 70.3 70.3 70.4 70.3 70.0
2 69.9 69.7 69.5 69.3 69.9
3 66.6 66.8 68.3 67.9 66.3
4 63.0 63.1 63.2 63.2 62.6
5 73.4 73.2 72.7 72.6 73.0
6 67.9 67.3 70.5 66.9 66.9
7 66.8 67.1 67.4 67.5 66.9
8 67.7 67.2 67.2 67.1 67.0
9 71.2 70.6 70.8 70.9 70.8

10 68.0 67.3 66.8 65.8 66.3
11 63.8 62.5 61.6 61.9 62.1
12 70.4 69.3 69.3 68.8 69.4
13 71.2 70.8 70.3 69.7 69.7
14 61.8 63.5 63.6 62.4 62.7
15 64.5 65.2 63.9 63.8 63.7
16 65.1 65.0 65.5 64.6 64.5
17 70.2 70.3 70.2 69.6 68.6
18 69.6 67.6 66.7 66.4 65.8
19 63.6 63.7 64.1 63.9 64.1
20 69.8 70.7 71.1 69.8 69.1

TABLE II. Evolution of noise over time �LAeq,8–22h parameter� in Pamplona,
Spain.

Pamplona, Spain LAeq,8–22h

District
Year

1987–1988 1997–1998 2007–2008

1 66.9 66.6 65.8
2 67.3 67.4 66.9
3 65.2 63.5 60.8
4 64.5 62.5 64.4
5 64.5 63.5 63.1
6 63.9 64.9 63.7
7 68 66.9 66.1
8 64.6 64.8 64.1
9 72.6 67.3 66.1

10 68.2 67.2 65.8
11 67.1 66.5 65.8
12 65.5 64 64.5
13 67 65.7 64.2
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The current study investigated the robustness of priming from a masked speech priming method
introduced by Kouider and Dupoux ��2005�. Psychol. Sci. 16, 617–625�. In this procedure, a
compressed spoken prime is embedded in auditory masking stimuli and presented immediately prior
to an uncompressed auditory target. The degree to which spoken stimuli could be compressed
without significant data loss was first determined. Using this compression level, repetition and form
priming were measured for the target words with a high versus low number of phonological
neighbors. The results indicated that robust masked speech priming occurred only for word targets
that had few neighbors. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3353116�

PACS number�s�: 43.71.Sy �RSN� Pages: 2110–2113

I. INTRODUCTION

In the visual masked priming paradigm �e.g., Forster and
Davis, 1984�, a pattern masked written stimulus �the prime�
precedes a clearly visible target word. A typical finding is
that lexical decisions made to target words preceded by same
word primes are faster than those made to unrelated primes,
even though the participant is unaware of the masked primes.
The advantage of this procedure is that it minimizes the in-
volvement of conscious response strategies while also pro-
ducing a range of effects not usually found in unmasked
priming paradigms. Moreover, patterns of masked priming
arising from manipulations of prime-target relationships have
provided important data for topics ranging from type of lexi-
cal access mechanism to the development of such mecha-
nisms.

The usefulness of masked priming as a probe of written
word processing has encouraged researchers to attempt to
develop an auditory version of masked priming in order to
investigate speech processing. Recently Kouider and Dupoux
�2005� developed a method that has produced reliable
masked speech repetition priming even when the prime is
embedded among other speech-like signals. Critically, this
method does not involve an attentional manipulation
whereby primes are unattended �since unattended processing
might eliminate lexical processing altogether, Lachter et al.,
2004�. What was done was that auditory primes were time
compressed and hidden within a noise mask �a stream of
spectrally speech-like but unintelligible noise�. Immediately
following the prime, a target dubbed over the noise mask
was presented for lexical decision �targets were 15 dB louder
than masks and primes, see Fig. 1�.

In the study, Kouider and Dupoux �2005� examined
priming effects for four types of prime-target relationship
�repetition, morphological, phonological, and semantic�
against matched unrelated control prime conditions. They
also measured priming effects using four different prime
compression rates: 35%, 40%, 50%, and 70%. They found

that when primes were compressed to 35% or 40% of their
original duration participants had little awareness of them. At
these prime compression rates, a robust repetition priming
effect �30–40 ms� was found but there was no significant
phonological, morphological, or semantic priming. Further-
more, at these compression rates, there was no repetition or
phonological priming for nonword targets.

Kouider and Dupoux �2005� proposed that their demon-
stration of the feasibility of subliminal priming for spoken
word processing had opened up a line of investigation by
which the functional architectures of the written and auditory
word processing can be compared using parallel tasks and
masking techniques. This claim raises a number of questions
that will be addressed in the current research: How robust is
the masked auditory priming effect �can it be readily repli-
cated�? This is an interesting issue since to our knowledge
there has been no published replication of Kouider and Du-
poux �2005� results. Does using a fixed compression rate of
35% for all prime stimuli degrade the data of some stimuli
�will all the primes be “intact” as is the case for written
primes�? Finally, given the idiosyncratic nature of speech �in
contrast to nonidiosyncratic written words�, can a standard-
ized auditory masked priming method be developed?

In addition, there are several other aspects of the
Kouider and Dupoux study that can be extended. For in-
stance, in their study, the repeated and form priming contrast
was tested using different target items, but a more powerful
demonstration of any differences between these prime types
would be had by using the same targets �with an across par-
ticipant design�. Furthermore, given that it is a general as-
sumption of spoken word recognition models �see McQueen,
2007 for a review� that word recognition entails the parallel
evaluation of multiple lexical hypotheses/candidates with a
process of competition among these, it is of considerable
interest to test how priming may be affected by phonological
neighborhood �N� size.1 Testing how priming is affected by
this variable is additionally important since recently it has
been shown that masked repetition priming of written targets
is affected by target N size �Kinoshita et al., 2008�.

a�Author to whom correspondence should be addressed. Electronic mail:
j.kim@uws.edu.au
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II. EXPERIMENT

To address the above issues, the experiment consisted of
three parts: The first examined whether the set of words cho-
sen �selected to vary in phonological N size� could all be
reliably identified at compression rates of 35% �it is possible
that this rate, which was used for the French stimuli of
Kouider and Dupoux, 2005, is not suitable for English�. In
the second part, repetition and form priming were measured
using the same target items �the compression of which was
adjusted according to the outcome of part 1�. The third part
of the study assessed the degree to which the masked primes
were able to be consciously perceived by using the prime
lexical decision procedure used by Kouider and Dupoux. In
order to provide a means of standardizing the materials, so
that other researchers can use them, a commercially available
high quality text to speech synthesized voice was used.

A. Method

The current experiments used the masked auditory prim-
ing technique developed by Kouider and Dupoux �2005� �see
Fig. 1�. To ensure uniformity and standardization of materi-
als we used a text to speech program �TEXTALOUD program
from Nextup.com�. To create the speech stimuli, we chose
the Nuance text to speech Australian Lee voice. This very
natural sounding synthesized speech is generated by concat-
entative synthesis that uses a unit-selection approach �where
small segments of recorded speech are selected and joined
together using flexible unit-selection algorithms�. This pro-
gram allows manipulation of the speech rate without chang-
ing pitch.

The COOL EDIT 2000 program was used to edit and addi-
tionally adjust �where needed, see below� the compression of
the experimental stimuli. That is, any further time compres-
sion of primes was achieved through the pitch synchronous
overlap and add �PSOLA� technique �see Moulines and
Charpentier, 1990� as used by Kouider and Dupoux �2005�.
The program was also used to time-reverse the background
speech masks and for the embedding of prime and target
items within the background masks. The intensity of the
primes, targets, and masking items was adjusted by the com-
puter software PRAAT �Boersma, 2001�. DMDX �Forster and
Forster, 2003� was used to present the stimuli in each of the
three parts of the experiment. Lexical statistics �spoken word

frequency and phonological N size� were selected from the
Celex database �Baayen et al., 1995� and checked with the
HAL corpus �Balota et al., 2007�.

1. Participants

For part 1 �the compression test�, 17 participants �10
men and 7 women, mean age=25.2 years� were recruited. In
parts 2 and 3 �priming and prime availability� the same 52
participants �21 men and 31 women, mean age=23.7� were
employed �these people had not participated in part 1�. All
participants were native speakers of Australian English with
no self-reported hearing impairment.

2. Materials

The target items in the priming experiment consisted of
60 words and 60 nonwords, each ranging from one to three
syllables �average length=1.75�. 30 targets were selected to
have relatively few phonological neighbors �mean N size
=2.4; range=0–6, mean number of phonemes=3.9, and
SD=0.63� and 30 targets to have many neighbors �mean N
size=15.2; range=5–31, mean number of phonemes=3.6,
and SD=0.62�. There was a significant difference in N size
between the low and high N groups, t�58�=9.64, p�0.05
�there was no difference in the number of phonemes between
the N groups, t�58�=1.45, p�0.05�. The low N group had a
mean spoken word frequency of 968 per million and the high
N group a mean of 830 per million �see Table I�. The differ-
ence in spoken word frequency between low and high N
groups was not significant, t�58�=0.43, p�0.05. The non-
word targets were constructed to closely resemble word tar-
gets �e.g., /t'bdæ(/ - /t'bfæ(/� given that neither the Celex nor
Hal corpuses provide N density statistics for nonwords. It
was presumed that the N statistics for these nonwords would
trend with the N densities of the matched real words.

Three types of primes were constructed for each target:
repetition primes, form primes �e.g., phonologically related
primes and targets�, and control primes �these were unrelated
words and nonwords�. The form primes were selected so that
the different phoneme�s� typically did not occur in the onset,
and the percentage of cases when this did occur was similar
for the low and high N primes and targets �36% and 33%,
respectively�. All the primes for word targets were words and
the primes for nonword targets were nonwords. Three experi-
mental lists were constructed so that each target would ap-
pear in each prime condition without being repeated in any
list. Target items were produced by using TEXTALOUD text to
speech interface set at the speed setting of �5.0. The com-
pressed prime items �and masks� were produced by using the
maximum speed setting �30�. This resulted in a rate that was

FIG. 1. Illustration of the masked speech paradigm used by Kouider and
Dupoux �2005� and in the current study. The target �in black� is dubbed over
the reversed-speech masking sounds �gray� and presented immediately after
the prime �the masks and prime are time compressed and attenuated �15 dB
compared to the target�.

TABLE I. Summary of target lexical statistics for the word targets. Phono-
logical N statistics were calculated using an average of the HAL �Balota
et al., 2007� and Celex �Baayen et al., 1995� corpora.

Condition
Mean phonological
N size �HAL-Celex�

Mean Celex
frequency

Low N targets 2.4 960
High N targets 15.2 830
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on average approximately 40% of original �target� duration
and a further time compression adjustment was made using
COOL EDIT 2000. The PRAAT program was used to normalize
the amplitude of all sound files.

3. Procedure

Part 1: Compression test. Participants were tested indi-
vidually in a quiet testing booth. Each participant listened to
the compressed prime materials presented one at a time over
a set of headphones �Sennheiser PC 131�. Participants were
asked to listen to 4 practice items and 60 test words �non-
words were not tested� and to identify the rapidly spoken
word by typing what they thought they had heard. The order
of items was counterbalanced across participants. After each
identification, participants were then asked to rate their con-
fidence in the decision by typing a number ranging from 1
�not very� to 5 �very� confident.

Part 2: Priming test. Participants were tested individu-
ally. Three versions of the experiment were constructed, so
that each type of prime would precede each target, but within
a version no target would be repeated. Each participant was
assigned to one of the three versions of the experiment. Par-
ticipants were required to perform an auditory lexical deci-
sion task on the loud target item that was embedded in the
babble speech. Participants were not informed about the
presence of the prime. They placed their index fingers on the
right �for the YES response� and the left �for the NO re-
sponse� hand buttons of a button box connected to the PC via
a Parallel Input/Output �PIO� card for record of accurate re-
sponse timing. A set of 12 practice items was constructed in
the same fashion as the experimental items and this practice
set preceded each version of the experiment. The first two
practice items were provided with feedback via DMDX iden-
tifying the correct response, and the participant was then
required to request the next item �using a foot pedal�. The
remaining practice items played immediately after one an-
other, and there was no feedback. Following this practice set,
the participants listened to the 120 test items and performed
a lexical decision task on each target item. Response data
were trimmed so that responses that were less than 160 ms
and those greater than 1200 ms �set due to the nature of the
presentation conditions� were discarded from the analysis
�this affected less than 0.5% of the data�.

Part 3: Prime availability test. Part 3 was conducted
with the same people who participated in part 2 and was
conducted immediately after it. Participants were told that
they would hear similar items to those that they heard in
experiment 2. The structure of each item was explained to
participants and they were told to ignore the loud word and
concentrate on the prime word that was presented just before
it. Participants were instructed to classify the prime as either
a word or a nonword using the same response options as part
2. Participants first performed lexical decision for three prac-
tice items for which the prime compression was 60% and
feedback about the correctness of the response was provided.
After each item, the participant was required to press a foot
pedal to request the next item. Following these items, five
more practice items were presented at the 35% compression
rate; these items were presented immediately after one an-

other and no feedback was provided. Participants were pre-
sented 80 test items �prime-target repetition trials were not
used� for lexical decision on the masked primes.

B. Results

Part 1: Compression test. An analysis of the percentage
of words correctly identified �exact spelling� indicated that
on average participants identified 80.2% �range=6%–100%;
SE=3.36� of the target words time compressed at 35%. The
mean confidence rating of participants was 3.92 �range
=2.3–4.7�. There were nine words for which the accuracy
rates were less than 70% with a mean accuracy rate of 25%
�range=6%–53%; SE=5.13�, indicating that the compres-
sion rate of 35% was not suitable for all words. The com-
pression of these words was done by hand �generally by
compressing the vowels more than the consonant� and by
this way a compression level of approximately 35% was
achieved.

Part 2: Priming test. Mean reaction times for high and
low N word targets as a function of prime type are shown in
Table II. Two analyses of variance �ANOVAs� were con-
ducted on the response latency data �one for the participant
data, F1, and one for the item data, F2� to examine differ-
ence due to target N size �high and low� and priming condi-
tion �repetition, form, and control�.

Overall, the effect of target N size was not significant;
both Fs�1. The effect of prime type was also not signifi-
cant; both Fs�1. There was, however, a significant interac-
tion between target N size and prime type for the participant
analysis, F1�2,98�=5.92, p�0.05, that was borderline for
the item analysis, F2�2,54�=3.00, p=0.06. To investigate

TABLE III. Mean lexical response time �in milliseconds� and error rates
with standard error in parentheses for low and high N nonword targets for
the three priming conditions �repetition prime, form prime, and control
prime�.

Target N size Condition RT % error

Low Repetition 972�27.0� 16.5�1.9�
Form 978�29.0� 15.8�1.4�

Control 990�27.1� 15.6�1.6�

High Repetition 958�30.0� 18.6�1.6�
Form 994�29.0� 15.4�1.8�

Control 960�30.8� 17.0�1.8�

TABLE II. Mean lexical response time �in milliseconds� and error rates with
standard error in parentheses for low and high N word targets for the three
priming conditions �repetition prime, form prime, and control prime�.

Target N size Condition RT % error

Low Repetition 856 �22� 6.3 �1�
Form 889 �22� 8.1�1.2�

Control 891 �27� 7.3 �1�

High Repetition 888 �24� 6.9�1.2�
Form 863 �21� 10.0�1.3�

Control 873 �21� 8.8�1.3�
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the basis of this interaction between target N size and prime
type, the data for the low and high N targets were analyzed
separately. There was repetition priming effect for the low N
targets �contrasting the repetition and control conditions�,
F1�1,48�=6.15, p�0.05; F2�1,27�=3.7, p�0.05. There
was no difference among these prime types for the high N
targets, F1�1,48�=1.41, p�0.05; F2�1,27�=1.08, p�0.05.

An analysis of the error rates for target words showed
that there was no significant difference between the low and
high target N groups, F1�1,96�=1.92, p�0.05; F2�1, no
differences as a function of prime type, F1�2,96�=2.92, p
�0.05; F2�2,54�=2.23, p�0.05, and no interaction be-
tween target N size and prime type; both Fs�1.

Mean response times and percentage of errors for the
nonword targets are shown in Table III. Once again ANOVAs
were conducted to determine whether there were differences
as a function of N size and prime type. There was no signifi-
cant difference between the target N size groups, both Fs
�1, no difference between prime types, F1�2,98�=2.24, p
�0.05; F2�2,52�=1.77, p�0.05, nor an interaction between
prime type and target size, F1�2,98�=2.29, p�0.05; F2
�1. An analysis of the error rates for nonwords indicated
that there was no significant difference between the target N
conditions, both Fs�1, no difference between the prime
types, both Fs�1, nor a significant interaction between tar-
get N size and prime type, both Fs�1.

Part 3: Prime availability test. As the prime lexical de-
cision task entailed making a forced-choice between two al-
ternatives �word or nonword� chance performance was 50%
correct. If participants performed at this level it can be as-
sumed that they had no awareness of the lexical status of the
masked primes. The results showed that the mean percentage
of correct responses at identifying the masked primes was
similar for words 50.87% �SD=15.15� and nonwords
50.97% �SD=14.25�. Two one-sample t tests were conducted
to determine if these response rates differed from chance;
they did not, for words t�51�=0.415, p�0.05 and for non-
words t�51�=0.493, p�0.05.

C. Discussion

This study investigated the robustness of the auditory
masked priming method introduced by Kouider and Dupoux
�2005� using a high quality commercially available text to
speech voice �so other researchers can readily test the same
or similar materials�. The initial experiment evaluated the
integrity of the compressed words at a fixed compression rate
�35%�. The subsequent masked priming experiment exam-
ined whether priming would be affected by phonological N
size, following which the degree of prime availability was
determined.

The results of the compression test �part 1� indicated the
following: �1� The majority of words compressed to 35% are
still sufficiently intact so as to reliably identified. �2� Not all
words can be time compressed to the same level and still be
identified. This result means that some care needs to be taken
in conducting auditory masked priming studies in order to
avoid problems with the intactness of primes.

The results of the priming test �part 2� indicated that this

masking method does not interfere with the production of a
robust priming effect. Indeed, in general, the pattern of re-
sults replicated those of Kouider and Dupoux �2005�, i.e.,
repetition priming �but no form priming� for word targets
and no priming for nonword targets. The null priming effect
for nonword targets suggests that this type of priming is
based on the lexical activation of abstract word forms, and so
would not occur for nonwords �Kouider and Dupoux, 2005�.

The current results also indicated that target N size is an
important moderator of masked repetition priming: When a
target word had many phonological neighbors, it showed no
repetition priming at all. Kinoshita et al. �2008� found a
similar trend in their results with written stimuli and attrib-
uted it to a mechanism in which the strength of any priming
effect is divided by the number of neighbors, so that the net
benefit will be smaller priming for words that have high-
density Ns. However, the influence of phonological N size on
repetition priming appears to be stronger with spoken than
for written words �where high N words still showed a repeti-
tion priming effect, although this was about half the size of
low N target words, Kinoshita et al., 2008�. A reason why
high N targets might not show repetition priming at all is that
in this paradigm the registration of the masked priming may
be rather weak and so any activation �or evidence� the prime
triggers is offset by competition from the targets neighbors.
Given this, it is important that researchers investigating au-
ditory masked priming effects are aware of the influence that
phonological N size has on repetition priming.
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This brief report describes a small study which was undertaken with nine synthetic vowel tokens,
in an effort to demonstrate the validity of the reassigned spectrogram as a formant measurement
tool. The reassigned spectrogram’s performance is also compared with that of a typical pitch-
asynchronous linear predictive analysis and is found to be superior. In this study, reassigned
spectrograms were further processed to highlight the formants and then were used to measure these
synthetic vowel formants generally to within 0.5% of their known true values, far surpassing the
accuracy of a typical linear predictive analysis procedure which was inaccurate by as much as 17%.
The overall accuracy of reassigned spectrographic formant measurement is thus demonstrated in
these cases. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3308476�

PACS number�s�: 43.72.Ar �SSN� Pages: 2114–2117

I. INTRODUCTION AND BACKGROUND

The reassigned or time-corrected instantaneous fre-
quency spectrogram has been advocated occasionally1–3 as a
tool for making spectral measurements of speech signals and,
in particular, for the measurement of formants. Indeed, one
study4 tried automatic formant tracking with the reassigned
power spectrum �essentially a reassigned spectrogram frame-
by-frame� and concluded that the performance was superior
to that of typical linear predictive methods. This study only
tested the performance on real vowels, for which the true
formants cannot be known, and the assessment of superiority
was made based on purely subjective and qualitative grounds
such as “the formant trajectories are smoother” and “for-
mants are more clearly visible” than with the linear predic-
tive methods.

If the reassigned spectrogram is very good for measure-
ment and tracking of formants, and given that the early stud-
ies cited date from up to 15 years ago, one might wonder
why everyone has not adopted it by now. The study by Plante
et al.1 showed qualitatively that the reassigned spectrogram
looks clearer than the conventional one but did not prove it
to be accurate in its placement of frequency components
such as formants. If the “clearly visible” formants in a reas-
signed spectrogram were wrong by 50 or 100 Hz, or were
entirely spurious, how would anyone know?

The present study also applies a “pruning” technique
which attempts to isolate components, such as formants, in a
sparse plot of the reassigned spectrogram which excludes
other information. This additional layer of postprocessing
can only decrease the degree of confidence which applied
researchers may have in the methodology. This report de-
scribes a small study which was undertaken with nine syn-
thetic vowel tokens, in an effort to definitively demonstrate

for the first time the accuracy of the “pruned” reassigned
spectrogram as a formant measurement tool, particularly
when compared to linear predictive analysis. Indeed, in this
study the technology was used to measure these vowel for-
mants generally to within 0.5% of their known true values,
far surpassing the accuracy of a typical pitch-asynchronous
linear predictive analysis procedure. Being as it is a small
study, it is not intended in this report to provide a statistically
valid measure of the overall accuracy of the reassigned spec-
trogram or of linear predictive analysis. The methods here
also do not involve automatic tracking or peak picking. It is
only intended to demonstrate that the reassigned spectrogram
is indeed accurate for measuring formants manually, and that
in this small study it improves upon manual application of
linear prediction by an order of magnitude.

A. Reassigned spectrograms and pruning

The reassigned spectrogram2,5 and algorithms for its
computation have been treated thoroughly in the literature,6

so only a brief digression is provided here. It is assumed that
a subject signal f�t� can be modeled as the sum of general
AM/FM components:

f�t� = �
n

An�t�ei��n�t�+�n� �1�

and that the short-time Fourier transform �STFT� is defined
in the following way:

STFTh��,T� =
def�

−�

�

f�t + T�h�− t�ei�tdt . �2�

The method of reassignment exploits information con-
tained within the partial derivatives of the STFT complex
phase, with respect to time and frequency, in the following
way. The channelized instantaneous frequency �CIF� of a
signal as a function of time and frequency is defined thusly
asa�Electronic mail: sfulop@csufresno.edu
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CIF��,T� =
def �

�T
arg�STFTh��,T�� , �3�

where STFTh is the short-time Fourier transform using win-
dow function h. If there is just one AM/FM component
dominant in the neighborhood of a frequency bin, then the
CIF spectrum will show the instantaneous frequency of that
component with arbitrary precision �i.e., not quantized by the
discrete time-frequency grid�.

Dual to the above, the local group delay �LGD� of a
signal is given by

LGD��,T� =
def

−
�

��
arg�STFTh��,T�� . �4�

The LGD at a time-frequency point ��0 ,T0� on the STFT
matrix may be interpreted as the average true time of
STFTh��0 ,T0�; this is an estimate of the “time correction” to
the maximum energy point of the dominant AM/FM signal
component observed at ��0 ,T0�. Now, the reassigned spec-
trogram plots each STFT magnitude at the new location of its
computed CIF and at a time point corrected by its LGD. The
method of reassignment applied to a spectrogram thus yields
a new representation, which remaps all spectrographic mag-
nitudes to the instantaneous frequency of the nearest signal
component that could be resolved in the original and also
corrects the time smearing of the spectrogram by reassign-
ment to nearest times where the group delay is concentrated.6

The further processing technique, which is herein called
pruning of the reassigned spectrogram, was first theoretically
outlined by Nelson,2,7 and involves the computation of the
second-order mixed partial derivative of the STFT phase.
Algorithms for performing the pruning as in the present pa-
per were presented in other literature.8 Nelson �op. cit.� ar-
gued that the nearly stationary AM/FM components of a sig-
nal x�T� satisfy

�2

�� � T
arg�STFTh��,T�� =

�

��
CIFx��,T� � 0. �5�

The precise threshold for the above partial derivative condi-
tion can be empirically determined and will in practice de-
pend on the degree of deviation from a pure sinusoid that is
tolerable in the application at hand. This means that greater
tolerance in this threshold will be required where line com-
ponents having high chirp rates are expected—for speech
signals in which the relevant components are formants, an
absolute value of the derivative on the order of �0.1 has
been found to work well.

B. Accuracy of formant estimation

The most complete study of formant measurement accu-
racy for synthesized vowels seems to be that of Monsen and
Engebretson.9 Their study pitted spectrographic manual mea-
surement against a linear predictive analysis procedure of a
sort typically used in speech science at that time. The spec-
trographic measurement procedure was rather flexible but
did not use wideband analysis directly; three experts were
provided with a wideband spectrogram “for orientation,”
paired with a single narrowband power spectrum for each

vowel token. The readers could only use the narrowband
power spectrum to measure the formant values, which they
would have to do by manually smoothing the spectrum to
locate the peaks by eye.

The linear predictive analysis was performed manually
as well. The procedure was inadequately described but seems
to have involved deliberately overfitting the power spectrum
using a linear prediction filter having 22 poles. The values of
the first three formants would have to have been extracted
from the expected 10 or 11 spectral peaks by manual inspec-
tion. No mention was made of the specific means for decid-
ing on the formant values from the overfit analysis, although
it was mentioned that smoother linear prediction spectra hav-
ing a smaller number of poles yielded decreased measure-
ment accuracy.

Monsen and Engebretson found that the linear
prediction-estimated F1, F2, and F3 of their synthesized vow-
els were only accurate to within �60 Hz, and that manual
spectrographic measurement performed comparably on the
lower two formants and less well on F3. They further sug-
gested that this margin of error is contained within the dif-
ference limens for formant perception, but this is apparently
not correct. Kewley-Port and Watson’s10 later comprehensive
study of formant perception in synthesized vowels reports
difference limens of 14 Hz for formants below 800 Hz and
1.5% for higher formants.

II. MATERIALS AND METHODS

For the test materials, nine vowels were synthesized us-
ing the formant synthesizer included with the PRAAT �Ref.
11� speech analysis software. The PRAAT “vowel editor”
function was used to set the F1 and F2 values by listening, so
that eight of the vowels have a quality recognizable as
American English. Additionally, the vowel �Å� was synthe-
sized with an overly back �low� F2 value which yields an
unrealistic quality and is very close to F1. The lower two
formants of the vowels are listed with the results in Table I.
The F3 and F4 values were set to 2500 and 3500 Hz, respec-
tively, in all of the vowels. There were no formants other
than these four. Each vowel sound was synthesized for a 300
ms span, using a fundamental frequency which began at 120
Hz and descended at a rate of 2 octaves/s. This yielded a
reasonable baritone falling intonation which would be com-
monplace in real speech. The vowel sounds were created
with a 44.1 kHz sampling rate.

To obtain complete formant data from linear prediction,
the following procedure was undertaken for each synthesized
vowel sound. The vowel sound was first downsampled to 10
kHz sampling frequency, which facilitates simple selection
of the filter order for the linear prediction. Then, the PRAAT

function “To formant �Burg�” was invoked seeking four for-
mants, which performed a standard linear predictive smooth-
ing �by the BURG algorithm� using a filter order of 8 and 50
ms Gaussian windows �which effectively capture only the
central 25 ms�. The resulting formant estimates were com-
puted by solving the roots of the predictor polynomial and
recorded for all analysis frames through the duration of the
vowel.
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The values obtained from this procedure were the best
that could be obtained using linear prediction in the PRAAT

software system. As a comparison check, several vowels
were also analyzed using the covariance algorithm in a pitch-
asynchronous fashion and again using the covariance algo-
rithm on a small window encompassing only the closed
phase of the glottal cycle. Formant estimates were extracted
from these analyses by solving the roots of the predictor
polynomial. The formant estimates obtained from the cova-
riance algorithm in a pitch-asynchronous mode were within a
few Hz of those obtained by the BURG method and were not
significantly different. Both pitch-asynchronous linear pre-
diction �LP� procedures benefited from signal pre-emphasis,
which is intended to cancel out the spectral tilt of the glottal
source and increase the accuracy of the formant estimates.12

The formant estimates obtained using the covariance algo-
rithm only on the closed phase with or without pre-emphasis
were considerably less accurate, despite the occasional advo-
cacy of this latter technique as the most accurate.13 Closed
phase linear prediction analysis is extremely sensitive to
properly locating the analysis window, and it appears that it
is not possible to overcome these problems using a manual
system such as PRAAT.

Reassigned spectrograms were computed for a brief ex-
cerpt from the middle of each vowel encompassing five or
six glottal cycles. These were computed in MATLAB using 7
ms �308 point� Hann windows, zero-padded to 2048 points
for the fast Fourier transform computations. This method is
not highly sensitive to the sampling rate of the signal. The
reassigned spectrograms were further pruned by the proce-
dure outlined in Sec. I A to show only points closely associ-
ated with line components in the signal. Formant values were
measured by magnifying the image, as shown in Fig. 1, and
placing the mouse pointer over the line showing the formant
during the middle of the glottal cycle. Figure 2 shows a
conventional spectrogram of the same vowel for comparison.
The corresponding frequency value was automatically re-
ported by a MATLAB routine. In the case of the vowel �Å� with
unrealistically close formants, the spectrogram was barely
able to resolve them, and they were connected by vertical
interference lines.

III. RESULTS

Table I shows the results of the measurements by reas-
signed spectrogram and linear prediction using the BURG al-

gorithm, compared with the known values of F1 and F2 for
the vowels. F3 is 2500 Hz in every case. The linear predic-
tion formant values frequently varied considerably over the
course of the vowel; when this variation was more than a few
Hz, a range is reported. This phenomenon is due to the
changing fundamental frequency of the vowel, showing how
the linear prediction formant estimates depend on this value.

TABLE I. Synthesized and measured formant values �Hz� by linear prediction �BURG� and reassigned spectrogram.

Vowel F1 F2

LP Spgm

F1 F2 F3 F1 F2 F3

i 306 2241 319–397 2139 2453 306 2262 2467
e 415 2137 433–490 2068 2439 415 2151 2475
ε 559 1794 593–615 1773 2422 559 1795 2488
æ 731 1768 753–783 1752 2422 732 1769 2488
u 325 689 337–384 713–745 2406–2415 324 680 2498
o 454 715 468–518 740–769 2406–2416 455 705 2498
Å 602 884 618–657 910–936 2408–2420 605 870 2495
Å 635 715 634–678 736–801 2406–2417 628 714 2498
Ä 714 1008 733–762 1034–1053 2415 722 1000 2496
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FIG. 1. Three reassigned spectrograms of synthesized �Ä�, computed with 7
ms Hann windows and pruned to highlight components only. Top panel
shows the entire vowel; middle panel shows 50 ms from the middle of the
vowel; bottom panel simply magnifies our view of the middle panel to show
F1 in one glottal cycle.
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The reassigned spectrographic measurements were indepen-
dent of the fundamental and were consistent from cycle to
cycle.

The linear prediction formant values for F1 and F2,
which are the most important in speech analysis, were usu-
ally too high by a considerable amount. For the case of �i�,
for instance, the middle of the range of values is 17% too
high. The only accurate linear prediction estimate was the F2

of �æ�, which differed by just 4 Hz from the true value. The
F3 values were always too low, usually by 3% or more. The
reassigned spectrographic measurements, by contrast, were
within 3 Hz of seven different F1 values and within 10 Hz of
six different F2 values. The largest error was the F2 of �Å�,
which was measured 1.6% too low.

IV. CONCLUSION

This small study of synthetic vowels demonstrates that
not only is the reassigned spectrogram a very good tool for
measuring formants when suitably pruned but it also far ex-
ceeds the performance of a standard type of linear prediction
analysis. This is surprising, given that the vowels were gen-
erated by a basic sort of formant synthesizer that adheres
perfectly to the source-filter theory of speech production, the
assumptions of which underlie the procedure of linear pre-
dictive speech analysis.13 Since speech in vivo is guaranteed
to stray from the perfect source-filter model due to aeroa-
coustic and coupling effects which are not found in the syn-
thetic vowels, one can only induce that the formant estimates

of linear prediction analysis in real vowels can only be less
accurate than those reported here. On the other hand, the
reassigned spectrogram is not a parametric analysis and
makes no modeling assumptions other than the separability
of the line components. It can be expected to make accurate
formant estimates for real spoken vowels, to the extent that
the formants are prominently excited by the glottal pulses. It
would be useful for a future study to measure the errors in
linear prediction formant estimates from real vowels. Since
there is no way to know the true formant values of a spoken
vowel, unlike a synthetic one, it is suggested that the for-
mants measured from reassigned spectrograms could be used
as a substitute gold standard for such a study.
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Large sections of many types of engineering construction can be considered to constitute a
two-dimensional periodic structure, with examples ranging from an orthogonally stiffened shell to
a honeycomb sandwich panel. In this paper, a method is presented for computing the boundary �or
edge� impedance of a semi-infinite two-dimensional periodic structure, a quantity which is referred
to as the direct field boundary impedance matrix. This terminology arises from the fact that none of
the waves generated at the boundary �the direct field� are reflected back to the boundary in a
semi-infinite system. The direct field impedance matrix can be used to calculate elastic wave
transmission coefficients, and also to calculate the coupling loss factors �CLFs�, which are required
by the statistical energy analysis �SEA� approach to predicting high frequency vibration levels in
built-up systems. The calculation of the relevant CLFs enables a two-dimensional periodic region of
a structure to be modeled very efficiently as a single subsystem within SEA, and also within related
methods, such as a recently developed hybrid approach, which couples the finite element method
with SEA. The analysis is illustrated by various numerical examples involving stiffened plate
structures. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3314254�

PACS number�s�: 43.20.Gp, 43.40.Dx, 43.40.Ey �DF� Pages: 2118–2128

I. INTRODUCTION

A two-dimensional periodic structure is a special form
of construction in which a number of identical units are con-
nected in a regular pattern to cover a two-dimensional sur-
face. One example is an orthogonally stiffened plate or shell,
in which the basic unit is a rectangular panel with edge stiff-
eners; this type of arrangement is used extensively in ship
and aircraft structures. On a smaller scale, another example
is a honeycomb panel, in which the basic unit is a repeating
section of the honeycomb core, together with the attached
region of the faceplates. As part of the design process, it is
often required to predict the vibration of an engineering
structure over a wide frequency range, and any periodic re-
gion of the structure might be excited by acoustic noise, or
through physical connections to items of equipment or to
other parts of the structure. In the latter case, the structural
connections are likely to be along one or more of the bound-
aries �i.e., the edges� of the periodic region, and thus, the
behavior of a periodic structure under boundary excitation is
an important part of the vibration prediction process. As de-
scribed in what follows, analytical and numerical methods
that are directed at mid- and high frequency vibrations re-
quire knowledge of the boundary impedance of the various
structural components; the relevant impedance equations
have not previously been derived for two-dimensional peri-
odic components, and this issue is addressed in the present
work.

A well known method for the analysis of high frequency
vibrations is the statistical energy analysis �SEA� approach

�see, for example, Lyon and DeJong, 1995�. The motivation
for this approach arises from the fact that, at high frequen-
cies, the number of degrees of freedom required by standard
analysis methods, such as the finite element method, be-
comes prohibitive, and furthermore, the response becomes
sensitive to random structural imperfections, meaning that
statistical considerations are important. These issues are ad-
dressed in SEA by considering the structure to be an assem-
bly of a relatively small number of subsystems. The method
yields the ensemble average of the vibrational energy of each
subsystem, and expressions can also be derived for the en-
semble variance of the subsystem energies �Langley and
Cotoni, 2004�. Relatively, little previous research has consid-
ered the application of SEA to systems having periodic struc-
tural components, and differing approaches have been taken
by authors who have addressed this issue. For example,
Keane and Price �1989� studied the effect of structural peri-
odicity in a one-dimensional system by modeling a periodic
region of the system as a single SEA subsystem. In contrast,
Langley et al. �1997� modeled a two-dimensional periodic
plate as a coupling element between two non-periodic plates,
rather than as a subsystem. Tso and Hansen �1998� applied
the periodic subsystem approach of Keane and Price �1989�
to a two-dimensional plate with uni-directional stiffeners,
and considered an SEA model in which this plate was
coupled to an isotropic plate. More general two-dimensional
periodic structures have been considered as SEA subsystems
by Cotoni et al. �2008�, although in this case, the concern
was with the intrinsic properties of the subsystem and with
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coupling to an acoustic volume, rather than with boundary
coupling to other structural components. Other work on the
application of SEA to periodic structures has taken a differ-
ent approach, in which the periodic component is considered
to be an assembly of homogeneous subsystems, rather than a
single subsystem �Sum et al., 2003; Choi, 2004�; in addition,
periodicity in a structural connection between two homoge-
neous structural subsystems has been considered by Bos-
mans and co-workers �1997, 2001�, who studied line junc-
tions with regular bolt spacings. Given the existing literature,
it is clear that there remains a need for a methodology,
whereby a general periodic component can be incorporated
into an SEA model as a subsystem and coupled to other
structural subsystems. Central to the SEA approach is the
calculation of a set of coupling loss factors �CLFs�, which
govern the flow of energy between the various subsystems,
and these are commonly derived by considering the bound-
ary impedances of the components, which meet at a struc-
tural joint �see, for example, Langley and Heron �1990� or
Bosmans and Nightingale �2001��. The required boundary
impedance is that of a “semi-infinite” component, in the
sense that waves generated at the boundary are not consid-
ered to be reflected back to the boundary; this is also some-
times referred to as the “direct field” boundary impedance
�Shorter and Langley, 2005a�. The present work derives the
direct field impedance matrix at the boundary of a general
two-dimensional periodic system, thus allowing a wide range
of CLFs to be calculated, and therefore enabling the use of
general two-dimensional periodic subsystems in SEA mod-
els. It can be noted that similar ideas, directed toward a dif-
ferent end, have been developed by Duhamel �2008� in the
development of absorbing boundary conditions for acoustic
wave propagation. The present work is implemented within
the framework of the finite element method, and the combi-
nation of this method with periodic structure theory has been
the subject of research for many years. Early work on free
wave propagation �for example, Orris and Petyt �1974�� has
been extended to waveguides and forced vibration �for ex-
ample, Manconi and Mace �2009� and Waki et al. �2009��,
although the edge impedance of a structure has not previ-
ously been considered.

The present work also has application to enhanced ver-
sions of SEA, which are directed at the prediction of mid-
frequency vibrations; the need for such enhancements arises
from the fact that the conditions required for the successful
application of SEA tend to limit the method to the prediction
of high frequency vibrations. One recently developed ap-
proach for the analysis of mid-frequency vibrations �referred
to as the hybrid method� couples the finite element method to
SEA within a single vibration model of the structure �see, for
example, Shorter and Langley �2005b� and Cotoni et al.
�2007��. Parts of the structure �for example, stiff frames and
joints� are modeled by using the finite element method,
whereas components that have a high modal density �for
example, thin panels� are modeled as SEA subsystems. To
include a component as a SEA subsystem, it is necessary to
compute the direct field dynamic stiffness at the boundaries
of the component, and �as in the case of SEA� the present

work extends the capability of the method by allowing two-
dimensional periodic subsystems to be considered.

The boundary impedance for a semi-infinite two-
dimensional periodic structure �corresponding to the direct
field impedance� is derived in Sec. II. A number of bench-
mark studies and example applications are then described in
Sec. III, including the application of the method to an SEA
model, in which an orthogonally stiffened panel is treated as
a single subsystem.

II. CALCULATION OF THE BOUNDARY IMPEDANCE

A. General remarks

A schematic of a semi-infinite two-dimensional periodic
structure is shown in Fig. 1. The structure is composed of a
basic cell, which is repeated in both the x- and y- directions
to fill the half-plane y�0, so that the line y=0 represents the
system boundary. One of the basic periodic cells is high-
lighted in Fig. 1; there is no restriction on the detailed ge-
ometry or complexity of this cell, which would typically be
an edge stiffened panel for a marine or aeronautical structure,
an extruded panel for a train floor structure, or a repeating
tile for either a honeycomb sandwich panel or a panel with
an isogrid of stiffening elements. Furthermore, the structure
may have curvature in either the x- or the y- direction, in
which case the concept of a semi-infinite system remains a
useful paradigm, although the system would technically be
infinitely “wrapped” around the axis of curvature. The aim of
the present work is to derive the frequency dependent imped-
ance matrix associated with the degrees of freedom of a finite
region of the boundary, labeled A-A in Fig. 1. In order to do
this, it is necessary to impose conditions on the remaining
part of the boundary, which could, for example, be consid-
ered to be either restrained or free, and the present analysis
allows any set of conditions to be applied. The analysis pro-
ceeds below by: �i� deriving the impedance matrix for the
special case in which any two cells, which are adjacent in the
x-direction, have a response which is identical apart from a
specified phase shift; �ii� extending this result to the case in
which the motion of the boundary section A-A is repeated
periodically along the boundary; �iii� considering the case in
which general boundary conditions are applied outside of the
region A-A.

FIG. 1. A two-dimensional semi-infinite periodic system, with the partition
of the degrees of freedom of a single periodic cell. The edge of the structure
is along the x axis, and the structure extends over the plane y�0.
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B. The impedance matrix under a specified boundary-
wise phase shift

The following analysis is concerned with harmonic vi-
bration of the system at a specified frequency �, so that a
typical response variable q�t� can be written in the form
q�t�=Re�q���exp�i�t��, where q��� is referred to as the
complex amplitude of the response. The terminology “com-
plex amplitude of the response” is abbreviated simply to “re-
sponse” in what follows, so that all response quantities are
considered to be complex functions of frequency. The first
stage in deriving the impedance matrix of the boundary re-
gion A-A shown in Fig. 1 is to consider the dynamics of the
system under a specified cell-wise phase shift �x in the
x-direction. Thus, the response of any particular cell is taken
to be exp�−i�x� times that of the left hand neighboring cell. It
can be noted that this is the periodic structure equivalent of
assuming a wavenumber dependency k in the x-direction, as
would be done in a Fourier transform analysis of the re-
sponse of a homogeneous system.

The degrees of freedom associated with a single periodic
cell are shown in Fig. 1, and these are taken to consist of the
displacements q associated with the left �subscript L� and
right �subscript R� hand edges, the top and bottom edges
�subscripts T and B�, the four corners �subscripts LB, RB,
RT, and LT�, and the interior �subscript I� of the cell. Typi-
cally, the cell could be modeled by using the finite element
method, in which case each nodal degree of freedom can
readily be assigned to one of the various displacement
groups shown in Fig. 1 �it can be noted that the cell must be
meshed so that the nodes on opposite edges mirror each
other�. If a cell-wise phase shift exp�−i�x� is taken to apply
in the x-direction, then it follows that

�
qI

qB

qT

qL

qR

qLB

qRB

qLT

qRT

� =�
0 0 0 0 I 0

0 I 0 0 0 0

0 0 0 I 0 0

0 0 0 0 0 I

0 0 0 0 0 Ie−i�x

I 0 0 0 0 0

Ie−i�x 0 0 0 0 0

0 0 I 0 0 0

0 0 Ie−i�x 0 0 0

��qLB

qB

qLT

qT

qI

qL

� ,

�1�

qfull = Rqred. �2�

Equation �2� represents an abbreviated form of Eq. �1�, so
that R is the matrix that appears in Eq. �1�, qfull is the full set
of degrees of freedom of the cell, and qred is the reduced set
required to describe the cell response given the constraints
imposed by the specified phase shift. The partitions that ap-
pear in qred in Eq. �1� are used to highlight the fact that the
reduced degrees of freedom fall into three groups: those on
the bottom edge of the cell, those on the top edge, and those
elsewhere in the cell. In the absence of damping, the equa-
tions of motion of the cell can be written in the form

�− �2M + K�qfull = Ffull, �3�

where M is the mass matrix, K is the stiffness matrix, and
Ffull is the set of forces acting on the cell. It follows from Eq.
�2� that Eq. �3� can be rewritten in terms of the reduced set of
degrees of freedom to give

R�T�− �2M + K�Rqred = R�TFfull. �4�

The right hand side of this equation can be developed by
noting that: �i� no external loads are applied to the interior of
the cell or to the left and right hand edges, �ii� the equilib-
rium condition at the right hand edge of the cell involves the
force FR, together with the force FL exp�−i�x�, which corre-
sponds to the force at the left hand edge of the neighboring
cell. It thus follows that

FR + FLe−i�x = 0 , �5�

R�TFfull =�
FLB + FRBei�x

FB

FLT + FRTei�x

FT

0

0

� . �6�

It is now convenient to label the partitions of qred with the
notation

qb = �qLB

qB
� , �7�

qt = �qLT

qT
� , �8�

qo = �qI

qL
� , �9�

so that Eq. �4� can be written as

�Cbb Cbt Cbo

Ctb Ctt Cto

Cob Cot Coo
��qb

qt

qo
� = �Fb

Ft

0
� , �10�

where the matrix C is the matrix product that appears on the
left hand side of Eq. �4�, and Fb and Ft represent the first two
force partitions in Eq. �6�. It follows from Eq. �10� that

qo = − Coo
−1Cobqb − Coo

−1Cotqt, �11�

�Cbb − CboCoo
−1Cob Cbt − CboCoo

−1Cot

Ctb − CtoCoo
−1Cob Ctt − CtoCoo

−1Cot
��qb

qt
� = �Fb

Ft
� ,

�12�

and further that

�Dbb Dbt

Dtb Dtt
��qb

qt
� = �Fb

Ft
� , �13�
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� − Dbt
−1Dbb − Dbt

−1

Dtb − DttDbt
−1Dbb − DttDbt

−1 �� qb

− Fb
� = �qt

Ft
� . �14�

Equation �13� is a restatement of Eq. �12�, using the notation
Drs �r ,s=b , t� to represent the entries of the matrix �a dy-
namic stiffness matrix�, which appears in the equation. Equa-
tion �14� is a rearrangement of Eq. �13�, in which the dis-
placement and force at the top edge of the cell are related to
those at the bottom edge, so that the matrix, which appears in
Eq. �14�, represents the transfer matrix of the cell for a trans-
lation in the y-direction.

In order to derive the impedance matrix associated with
the boundary of the periodic structure, the system response
to an arbitrary set of forces applied to the boundary must be
computed. This can be done by first deriving the set of all
possible free wave motions of the system, and then imposing
the relevant boundary conditions. To this end, Floquet’s theo-
rem �see, for example, Brillouin �1953�� can be applied,
which states that �for wave motion� any two cells, which are
adjacent in the y-direction must have a motion, which is
identical apart from a multiplying factor exp�−i�y�. Whereas
the phase shift �x is specified in the present analysis, the
admissible values of the phase shift �y are initially unknown,
and must be found from the equations of motion of the sys-
tem. For any particular cell, it follows from Floquet’s theo-
rem that

�qt

Ft
� = e−i�y� qb

− Fb
� , �15�

so that Eq. �14� yields

	� − Dbt
−1Dbb − Dbt

−1

Dtb − DttDbt
−1Dbb − DttDbt

−1 � − Ie−i�y
� qb

− Fb
� = 0 .

�16�

It follows that the admissible values of �y can be found from
the eigenvalues of the cell transfer matrix. In practice, Eq.
�16� can be ill-conditioned if the term Dbt

−1 is near-singular,
and the equation can be rearranged to yield

��Dbb I

Dtb 0
� − e−i�y�− Dbt 0

− Dtt I
��� qb

− Fb
� = �0

0
� , �17�

which avoids the use of the inverse of the matrix partition
Dbt. If the vector qb contains N degrees of freedom, then Eq.
�17� will yield 2N eigenvalues and eigenvectors representing
various types of wave motion within the system. The wave
motion may either be propagating, in which case �y is real,
or evanescent, in which case �y has an imaginary component
leading to a change in the wave amplitude from cell to cell in
the y-direction. Furthermore, propagating waves may propa-
gate energy either toward or away from the boundary, and
evanescent waves may either grow or decay with increasing
distance from the boundary. Only those waves, which propa-
gate energy away from the boundary, or which decay with
increasing distance from the boundary, are valid solutions for
the case of boundary excitation, and symmetry implies that N
of the 2N waves will meet these conditions. Valid evanescent
waves can be identified from the condition

Im��y� � 0, �18�

and valid propagating waves can be identified from the con-
dition

Im��y� = 0 and P = �i�/4���T� 0 I

− I 0
�� � 0, �19�

where P is the power propagated away from the boundary
and � is the mode shape yielded by Eq. �17�. Having iden-
tified the relevant N waves, the boundary motions and forces
can be expanded as a linear combination of these waves in
the form

qb = 
n=1

N

anqbn = Qa , �20�

Fb = 
n=1

N

anFbn = Pa , �21�

where an is the amplitude of the nth wave, qbn and Fbn are
the boundary displacements and forces per unit amplitude,
respectively, arising from this wave �which can be identified
from the nth mode shape �n�, and the matrices Q and P are
defined accordingly. The wave amplitudes an can be elimi-
nated from Eqs. �20� and �21� to yield

PQ−1qb = Dqb = Fb, �22�

Z = − �i/��D , �23�

where D is the dynamic stiffness matrix of the boundary
under the imposed x-wise phase shift exp�−i�x�, and Z is the
associated impedance matrix. This result is extended to more
general boundary motions in the following sections.

C. The impedance matrix of a periodically repeating
boundary

The case is now considered in which the boundary re-
gion A-A is composed of M cells. The motion of the whole
boundary is specified as a periodic repetition of the motion
of A-A, so that an identical motion is obtained in any two
cells that are separated by M −1 intermediate cells. Under
this condition, the x-wise phase parameter �x must be re-
stricted to the set �xr, where

�xr =
2��r − 1�

M
, r = 1,2, . . . ,M , �24�

so that the resulting motion is repeated every M cells. The
response of the boundary region A-A can be expressed as a
linear combination of the motion associated with each of
these phase parameters, so that

qbs = 
r

qb
�r�e−i�xrs, �25�

where qbs is the boundary motion of cell s of the region A-A
�s=1,2 , . . . ,M�, and qb

�r� is the motion component associated
with the phase parameter �xr. Equation �25� can be expressed
in the form
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qAA =�
qb1

qb2

..

qbM

�
=�

Ie−i�x1 Ie−i�x2 .. Ie−i�xM

Ie−i2�x1 Ie−i2�x2 .. Ie−i2�xM

.. .. .. ..

Ie−iM�x1 Ie−iM�x2 Ie−iM�xM

��
qb

�1�

qb
�2�

..

qb
�M�
�

= S�
qb

�1�

qb
�2�

..

qb
�M�
� , �26�

where qAA represents the motion of the region A-A, and the
matrix S is defined accordingly. Similarly, the forces on the
boundary region A-A can be written in the form

FAA = S�
Fb

�1�

Fb
�2�

..

Fb
�M�
� = S�

D�1� 0 .. 0

0 D�2� .. 0

.. .. .. ..

0 0 D�M�
��

qb
�1�

qb
�2�

..

qb
�M�
� ,

�27�

where Fb
�r� is the force associated with the phase parameter

�xr, and D�r� represents the dynamic stiffness matrix associ-
ated with this phase parameter, as calculated from Eq. �22�
with �x=�xr. It follows from Eqs. �26� and �27� that

FAA = S�
D�1� 0 .. 0

0 D�2� .. 0

.. .. .. ..

0 0 D�M�
�S−1qAA = DAAqAA,

�28�

where DAA is the dynamic stiffness matrix of the boundary
region A-A under the stated conditions. The impedance ma-
trix then follows as ZAA=−�i /��DAA. This result is extended
to a wider class of boundary motion in Sec. II D.

D. The impedance matrix for more general boundary
motions

This section is concerned with the impedance matrix
associated with a region A-A of the boundary when general
boundary conditions are applied outside of this region. Tak-
ing the region A-A to consist of M cells, the first step in the
analysis is to consider an extended region of M +M� cells,
which is repeated periodically. The dynamic stiffness matrix
of this extended region can be derived by using the analysis
of Sec. II C, and general boundary conditions can then be
applied over the additional M� cells. To this end, the dy-
namic stiffness relation for the periodically repeating ex-
tended region can be written in the form

�D11 D12

D21 D22
��qAA

qBB
� = �FAA

FBB
� , �29�

where the boundary region containing the additional M� cells
is labeled B-B, and the matrix in Eq. �29� is obtained by
applying Eq. �28� to the extended region �A-A�� �B-B�. If
the boundary B-B is clamped, so that qBB=0, then Eq. �29�
yields

D11qAA = FAA. �30�

Conversely, if the boundary B-B is free, so that FBB=0, then
Eq. �29� yields

�D11 − D12D22
−1D21�qAA = FAA. �31�

Other boundary conditions over the region B-B can also be
considered, and the resulting dynamic stiffness matrix over
the region A-A can be deduced from Eq. �29�. If the region
B-B is sufficiently large, then waves emanating from each
periodic repetition of the boundary A-A will have very little
interaction, meaning that the results yielded by the present
approach will closely approximate the dynamic stiffness ma-
trix of a single region A-A embedded in an infinite boundary
with specified boundary conditions. The impedance matrix
then follows by dividing the dynamic stiffness matrix by i�.

E. The dynamic stiffness matrix in wavenumber
space

In certain applications, there may be a requirement to
couple the boundary of a periodic system to the boundary of
a homogenous system. The dynamic stiffness matrix of the
boundary of a semi-infinite homogeneous system can nor-
mally be expressed in analytical form in wavenumber space
�see, for example, Langley and Heron �1990�, for the case of
a plate�, and it is therefore convenient to also consider the
dynamic stiffness matrix of the periodic system in wavenum-
ber space. To consider the specific example of a periodically
stiffened plate, which is to be coupled to an unstiffened ho-
mogeneous plate, the coupling lies along a line �the x-axis�,
which forms the edge of each plate. For a given wavenumber
k in the x-direction, the displacements of this line can be
expressed in the form

�ux�x�,uy�x�,uz�x�,��x��T

= �Ux�k�,Uy�k�,Uz�k�,��k��Te−ikx

= U�k�e−ikx, �32�

where ux�x�, uy�x�, and uz�x� are the displacements at posi-
tion x, and ��x� is the edgewise rotation �i.e., �yy in standard
notation�. The degrees of freedom at the edge of the periodi-
cally stiffened plate, qAA, will include plate nodes that lie on
the coupling line, but may also include nodes associated with
stiffeners that do not lie on this line. The nodes, which do not
lie on the boundary line, are taken to be “free” �i.e., un-
coupled�, and under these conditions, the dynamic stiffness
matrix DAA �computed with �x=kL, where L is the cell
width� can be reduced to a matrix which involves only the
coupling line freedoms, following a process analogous to
that employed in the derivation of Eq. �31�. Denoting the
reduced degrees of freedom by qr and the reduced dynamic
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stiffness matrix by Dr, the 4�4 dynamic stiffness matrix
associated with wavenumber k can be then derived as

qr = A�k�U�k� , �33�

D�k� = A�k�TDrA�k� , �34�

where the matrix A�k� is a compatibility matrix relating the
nodal degrees of freedom qr to the boundary line degrees of
freedom represented by Eq. �32�. As required, Eq. �34� can
be used to couple the periodic system to a homogeneous
system whose stiffness properties are described in wavenum-
ber space.

III. NUMERICAL EXAMPLES

A. Benchmark studies for a homogeneous plate

As an initial validation of the foregoing analysis the
method is applied to a homogeneous plate, since various
benchmark analytical results are available for this case. The
considered plate is 2 mm thick and constructed from steel,
with Young’s modulus E=1.98�1011 N /m2, Poisson’s ratio
	=0.3, and density 
=7700 kg /m3. The first problem inves-
tigated is the computation of the wavenumber dynamic stiff-
ness along the edge of a semi-infinite plate, for which ana-
lytical results have been given by Langley and Heron �1990�.
To this end, a finite element model consisting of a 2�2 grid
of CQUAD four-noded plate elements has been taken as the
basic periodic unit; in principle, a single element could have
been considered, but this would not exercise the internal
freedoms qI and the edge freedoms �such as qL� employed in
the theory. The aim is to compute the wavenumber dynamic

stiffness matrix at 1 kHz for projected wavenumbers kx be-
tween 0.1 and 100 m−1 �the wavenumbers for shear, longi-
tudinal, and bending waves at this frequency are 2.01, 1.19,
and 45.42 m−1, respectively�. The periodic unit is taken to
have dimension 5�5 mm2 �so that �x=0.005kx�, and the
boundary is modeled as a single cell �M =1�, with periodic
repetitions, as described in Secs. II C and II E. Results for
the in-plane dynamic stiffness matrix and out-of-plane
�bending� dynamic stiffness matrix are shown in Figs. 2 and
3, respectively. As would be expected, the results are real
�representing a reactive stiffness� when kx exceeds the rel-
evant free wavenumber, in which case, a propagating wave
cannot be generated by the boundary motion. The numerical
results show very good agreement with the analytical results
due to Langley and Heron �1990�, although at low values of
kx, there are some slight discrepancies in the real part of the
bending coupling term Duz,�yy

shown in Fig. 3. A conver-
gence study for this case is shown in Fig. 4, where results are
presented for periodic units with successive dimensions of
20 mm, 10 mm, 5 mm, 2.5 mm, 1.25 mm, and 0.0625 mm.
Letting � represent the finite element side length, the Helm-
holtz number kx� at the largest wavenumber kx=100 m−1

ranges from 1 for the coarsest model, to 0.0313 for the finest
model. Normally, in the finite element analysis of vibration,
it is recommended that k� is in the region of 1 or less to
yield accurate results, where k is the wavenumber of vibra-
tion. In the present case however, at kx=100 m−1 the pro-
jected wavenumber along the x-axis is accompanied by ex-
ponential decay in the y-direction, and for the coarsest
model, this produces an exponential decay in vibration level

FIG. 2. Absolute value of real part �cross� and imaginary part �dot� of the wave dynamic stiffness for the in-plane degrees of freedom �ux and uy� along the
edge of a semi-infinite thin plate, as a function of trace wavenumber. Solid lines: reference results from Langley and Heron �1990�; dots and crosses: Eq. �34�
of the present theory.
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of 67% across a single element, which is not well modeled
by the element shape functions. This accounts for the rela-
tively poor result yielded by the coarsest model at kx

=100 m−1 in Fig. 4. At the lowest projected wavenumber,
kx=1 m−1, the predicted real part of the dynamic stiffness
exceeds the theoretical prediction even for the finest model,
but the value is less than 0.2% of the imaginary part of the

stiffness, and is therefore negligible. Waki et al. �2009� have
recently presented a comprehensive study of the numerics of
combining the finite element method with periodic structure
theory, and the findings of that work are consistent with the
foregoing results and can be used to guide the choice of
mesh size in the present application area.

The second example considered concerns a problem
where it is known in advance that the numerical method will
not be able to produce the exact analytical solution: the out-
of-plane point mobility at the edge of a semi-infinite plate.
The analytical solution for this problem contains infinities,
and it is of interest to see how the numerical method might
perform for this case. The same plate as in the previous
example is considered, and the same periodic unit consisting
of a 5�5 mm2 patch of four CQUAD elements is adopted.
The boundary is taken to consist of M =1 cells, augmented
by a boundary extension having M�=500 cells, as described
in Sec. II D. The extended boundary is considered to be free,
and by employing Eq. �31�, the dynamic stiffness of a single
node can be derived under this condition. By inverting the
resulting dynamic stiffness matrix for the three out-of-plane
degrees of freedom �uz�xx�yy�, the receptance matrix, and
hence, the mobility matrix, can be derived. The results ob-
tained are shown as a function of frequency in Fig. 5, where
a comparison is made with analytical results due to Su and
Moorhouse �2004�. Considering the diagonals of the matrix,
the present method yields a good approximation for the real
part of the mobility, but not for the imaginary part: For
Y�xx,�xx

and Y�yy,�yy
, the analytical result for the imaginary

part is infinite, while for Yuz,uz
it is zero. In the first two

FIG. 3. Absolute value of real �cross� and imaginary �dot� parts of the wave dynamic stiffness for the bending degrees of freedom �uz and �yy� along the edge
of a semi-infinite thin plate, as a function of trace wavenumber. Solid lines: reference results from Langley and Heron �1990�; dots and crosses: Eq. �34� of
the present theory.

FIG. 4. Absolute value of real �cross� and imaginary �dot� parts of the
force-rotation wave dynamic stiffness along the edge of a semi-infinite thin
plate, as a function of trace wavenumber. Dots and crosses: reference results
from Langley and Heron �1990�; solid lines: prediction from the present
theory with models of different mesh density �the arrows indicate the evo-
lution of the curves with increasing mesh density�.
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cases, the numerical method yields values which are an order
of magnitude greater than the real parts, while in the latter
case, the computed value is relatively small and numerically
erratic. It has been found that as the mesh size is reduced, the
predicted real parts are relatively unchanged, while the
imaginary part becomes larger in the first two cases and
smaller in the second. The present approach therefore cap-
tures the essential features of the analytical results, but is of
course unable to fully resolve the singularities resulting from
the continuum equations. In contrast to the diagonal entries
of the mobility, the off-diagonal entries contain no singulari-
ties and are well predicted by the numerical method. The two
off-diagonal components, which are theoretically zero due to
symmetries, were computed to have values between 10−10

and 10−8; this is clearly numerical noise and well below the
order of magnitude of the nonzero terms in the matrix.

B. Wave transmission between a periodic plate and a
homogeneous plate

Tso and Hansen �1998� have considered elastic wave
transmission between a periodically stiffened plate and a
bare plate, which are coupled at a right angle. The stiffeners
on the stiffened plate run parallel to the junction line, with
the first being 100 mm from the junction, and subsequent
stiffeners having a 100 mm spacing. Each plate is 2 mm
thick and made out of steel, and the stiffeners are 6 mm thick
steel plates, which are 14 mm in height and symmetrically
centered on the plate neutral axis. In the present work, the
stiffened plate has been analyzed by using the periodic unit

shown as an inset in Fig. 6. The method described in Sec.
II E has been used to calculate the dynamic stiffness matrix
of the stiffened plate at the junction, and these results have
been augmented with the corresponding analytical results for
the bare plate. The wave transmission coefficient of the junc-
tion for bending waves has been calculated as follows: �i� An

FIG. 5. Real �cross� and imaginary �dot� parts of the point mobility on the free edge of a semi-infinite thin plate, as a function of frequency. Solid lines:
reference results from Su and Moorhouse �2004�; dots and crosses: Eq. �31� of the present theory. The vertical scale of the graphs for the cross mobilities is
set in accordance with the scales of the corresponding graphs for the self mobilities.

FIG. 6. �Color online� Transmission efficiency as a function of angle of
incidence for the flexural waves of a bare plate connected at right angle to a
simply stiffened plate. Dotted line: reference results by Tso and Hansen
�1998�; solid line: Eq. �34� of the present theory, using the finite element
mesh of the cell shown in the top-left corner.
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incident bending wave of projected wavenumber k and fre-
quency � is considered in the bare plate; �ii� the forces aris-
ing from this wave when the boundary is held fixed are cal-
culated, i.e., when the wave is reflected from a blocked
boundary; �iii� these forces are applied to the junction of the
coupled plates �the stiffness matrix of the complete junction
is the sum of the stiffness matrices of the two plates� and the
junction response is calculated; �iv� given the junction re-
sponse and the dynamic stiffness matrix of the stiffened
plate, the power transmitted to the stiffened plate can be
calculated; �v� the power transmission coefficient � is then
the ratio of the transmitted power to the incident power. Re-
sults obtained in this way are shown in Fig. 6, where a com-
parison is made with the results scanned from the paper by
Tso and Hansen �1998�. The results relate to a frequency of 1
kHz and are presented in terms of the angle of incidence of
the bending wave, sin �=k /kb, where kb is the bending
wavenumber. Very good agreement between the two sets of
results is obtained, with the transmission coefficient drop-
ping to zero in the stop bands of the stiffened plate �between
26° and 30°, and above 36°�, and rising to almost unity in a
pass band. There is some disagreement between the two sets
of results at low angles of incidence, arising from the fact
that the present results include in-plane motions of the plates,
while those of Tso and Hansen �1998� do not. Below 1.5°,
the incident bending wave can produce a propagating longi-
tudinal wave, and below 2.54°, a propagating shear wave can
be generated.

C. Forced response of a plate assembly

As a demonstration of the potential use of the foregoing
analysis for predicting the high frequency response of com-
plex systems, a structure, which consists of an orthogonally
stiffened panel attached at right angles to a homogeneous
panel, is now considered. A detailed finite element model of

the structure is shown in Fig. 7: the vertical panel is repre-
sentative of an aircraft fuselage section �although the panel is
kept flat for simplicity�, with z-section frames and “omega”
stringers connected to a thin skin. The horizontal panel is a
flat thin plate. Interest lies in using the foregoing theory to
efficiently develop a SEA model of the system, in which the
vertical and horizontal panels are each considered to be SEA
subsystems. The frequency range of interest is 50 Hz to 1
kHz

The panels are made of aluminum with material proper-
ties E=71�109 N /m2, 
=2700 kg /m3, and =0.33, and a
loss factor of 1% is adopted. Each panel is rectangular, and
the dimensions of the ribbed panel are 2.5�2.4 m2 with a
skin thickness of 1 mm; the stringers are 2 mm thick and the
frames are 3 mm thick. The thickness of the elements em-
ployed in the finite element model is increased in the vicinity
of the connections between the ribs and skin, to allow for
overlapping structural components. The bare panel is of di-
mension 2.5�1.5 m2 with a 1.5 mm skin thickness. The
junction between the two panels is 2.5 m long and for the
purposes of example only, the skins are connected, i.e., the
frames are not connected to the horizontal panel.

A two subsystem SEA model of the structure has been
developed by using the foregoing theory in conjunction with
earlier work. The SEA equations have the form �Lyon and
DeJong, 1995�

���1n1 + ��12n1 − ��12n1

− ��21n2 ��2n2 + ��21n2
��E1/n1

E2/n2
� = �P1

P2
� ,

�35�

where Ej is the vibrational energy of subsystem j and � j is
the loss factor. The SEA model requires: �i� the modal den-
sity nj of each subsystem; �ii� the CLF �12 between the two
subsystems; �iii� the power input Pj to each subsystem from
external excitation. The modal density of the bare panel is
available from standard texts �for example, Lyon and DeJong
�1995��, while the modal density of the stiffened panel can
be found by employing two-dimensional periodic structure
theory, as described by Cotoni et al. �2008�. To this end, the
periodic cell used to analyze the stiffened panel is shown as
an inset in Fig. 8; the finite element model of this cell con-
sists of 346 elements. The coupling loss factor between the
two panels can be expressed in terms of the junction dy-
namic stiffness matrices as follows �Shorter and Langley,
2005b�:

��12n1 = �2/��
r,s

H�Drs
�1���Dtot

−1H�D�2��Dtot
−1�T�rs. �36�

Here, D�j� is the dynamic stiffness matrix of subsystem j, Dtot

is the sum of the two subsystem dynamic stiffness matrices,
and n1 is the modal density of subsystem 1. The notation
H�D� represents the Hermitian part of the matrix D, i.e.,
�D−D�T� /2, which reduces to the imaginary part when D is
symmetric. The matrices D�j� can be expressed in either
wavenumber coordinates or physical coordinates; in the
present work, physical coordinates have been used, and the
method described in Sec. II has been employed for the stiff-
ened plate, with analytical results used for the bare plate. The

FIG. 7. �Color online� Finite element model of two panels connected at right
angle along an edge �the model with 25 000 nodes is valid up to 1000 Hz�.
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excitation applied to the system is taken to be rain-on-the-
roof loading of the bare panel, and standard results are avail-
able for the power input arising from this loading �Lyon and
DeJong, 1995�.

Reference results for the forced response of the system
have been obtained by using the detailed finite element
model shown in Fig. 7, which comprises approximately
25 000 nodes. The model has been solved using modal syn-
thesis, and around 2600 modes were computed below 1350
Hz for use in the analysis. The energy flow post-processing
technique described by Mace and Shorter �2000� and imple-
mented in the software package VA One �The ESI Group,
2008� has been used to derive benchmark SEA quantities
from the detailed finite element model. With this approach,
each panel is defined as a single subsystem, and the post-
processing yields: �i� the number of modes in each sub-
system in 1/3 octave frequency bands; �ii� the CLF between
the subsystems; �iii� the power input from rain-on-the-roof
excitation for each subsystem; �iv� the energy response of
each subsystem under rain-on-the-roof excitation. These re-
sults have been obtained for two different sets of boundary
conditions applied to the outer edges of the panels: all nodes
were either constrained to zero motion �clamped� or zero
forces �free�.

The number of modes of the stiffened panel in the third
octave frequency bands between 50 and 1000 Hz is shown in
Fig. 8. Good agreement is seen between the prediction using
periodic structure theory �black solid line� and the energy
flow post-processing results obtained under the two different
sets of boundary conditions �gray solid lines�. It can be noted
that there are very few modes in the bands below 100 Hz.
The straight line shows the analytical value of modes in band
for the same panel without the stringers and frames: it can be
seen that these members significantly stiffen the structure
and reduce the modal density. This is particularly true at low
frequencies; for higher frequencies, the modal density of the
stiffened panel approaches that of an unstiffened panel, and
periodic structure effects are less important.

The coupling loss factor from the bare panel to the stiff-
ened panel, as computed by the post-processing energy flow
model and by the present theory, is shown in Fig. 9. Two
results are shown for the benchmark post-processing model,
corresponding to the two sets of boundary conditions applied
to the structure. Three sets of results are shown for the
present theory, which correspond to different ways in which
the physical junction can be imposed on the theoretically
infinite boundary of a semi-infinite system. In the first case,
the physical junction has been taken to be repeated periodi-
cally �Sec. II C�; in the second case, the boundary has been
clamped beyond the physical junction �Sec. II D�; in the third
case, the boundary has been taken to be free beyond the
physical junction �again, Sec. II D�. All the predictions are in
reasonably good agreement above 100 Hz; below this fre-
quency, the structure has a very low mode count �see Fig. 8�,
and furthermore, the vibrational wavelength is long com-
pared to dimensions of the junction, meaning that the SEA
results are sensitive to the way in which the physical junction
is extended along the infinite boundary. As a reference, the
coupling loss factor between two bare plates is also shown in
the figure—it can be seen that effect of the stiffening on
vibration transmission is very significant, and it is correctly
predicted by the present theory.

Finally, Fig. 10 shows the energy response of both pan-
els when rain-on-the-roof excitation is applied to the bare
panel. For the SEA prediction obtained using the present
method, the average value of the three coupling loss factors
shown in Fig. 9 was used. In line with the preceding results,
the SEA predictions agree well with the energy flow model
above 100 Hz. In particular, the SEA model is able to capture
the oscillations of the energy response of the ribbed plate
above 200 Hz, which arise mainly due to the coupling prop-
erties, which are predicted using the present theory. It is em-
phasized that this SEA model has been constructed using the
unit shown as an inset in Fig. 8, and all the required param-
eters have been extracted using periodic structure theory. It

FIG. 8. �Color online� Number of modes of the cross-wise stiffened panel in
the third octave frequency bands from 50 to 1000 Hz. Solid gray lines:
reference energy flow results for two sets of boundary conditions; solid
black line: prediction from the periodic theory as implemented by Cotoni et
al. �2008� using the finite element mesh of a cell shown in the bottom-right
corner; dotted gray line: analytical formula for the same unribbed panel.

FIG. 9. Coupling loss factor from the flat bare panel to the cross-wise
stiffened panel connected at right angle along an edge. Solid gray lines:
reference energy flow results for two sets of boundary conditions; solid
black lines: predictions from the periodic theory with three sets of boundary
condition outside the junction region A-A; free, periodic, and clamped cor-
respond, respectively, to the lower, middle, and higher curves at low fre-
quency; dotted gray line: analytical formula for the same unribbed panel.
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should be noted that SEA is a statistical theory, and the re-
sults obtained represent an average taken over an ensemble
of randomly perturbed structures. For this reason the theory
will not agree perfectly with response results for any one
realization of the structure, unless the ensemble variance is
zero, and this is clearly not the case for the present structure.
A method of predicting the response variance within the con-
text of SEA has been presented by Langley and Cotoni
�2004�.

IV. CONCLUSIONS

A method has been presented for computing the direct
field impedance �or dynamic stiffness matrix� of the bound-
ary of a two-dimensional periodic structure, which is based
on a model of a single periodic cell. It has been shown that
the method can be used to develop structural coupling loss
factors for use in SEA and related methods, and potential
applications include the medium and high frequency vibra-
tion analysis of aerospace and marine structures. The method
enables “periodic” subsystems to be considered so that, for
example, an aircraft fuselage could be considered to be an
assembly of relatively few subsystems. Coupling between
such subsystems and an acoustic space has been considered
by Cotoni et al. �2008�, while structural coupling between
the subsystems is covered by the present analysis. The appli-
cation of the method to a system involving an orthogonally
stiffed panel has shown good agreement with benchmark fi-

nite element results, and the further application of the
method to more complex systems is warranted.
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A penumbra caustic is an interrupted fold caustic. It looks like a fold caustic but with a finite size.
This kind of caustic results from the focusing of a semi-infinite concave wavefront. The pressure
around the extremity of the penumbra caustic can be expressed analytically in terms of incomplete
Airy function for linear monochromatic waves. Using asymptotic expansions in the vicinity of the
extremity, that classical result is rederived. It can be matched with the classical Fresnel diffraction
before the extremity and with the classical diffraction catastrophe theory after the extremity.
Nevertheless the linear modeling is not valid for incoming shock waves. A theoretical description of
the phenomenon of focusing of shock waves at a penumbra caustic is given. It relies on the
Zabolotskaya–Khokhlov equation. Numerical simulations are used to compute the behavior of this
phenomenon. In particular, the numerical simulations show the presence of a triple point inside the
pressure field. Finally, the theory and the numerical simulations are applied to explain the apparent
paradox of non-causality around fold caustic.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3298432�
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I. INTRODUCTION

A caustic is a surface �in three dimensional medium� or
a line �in two-dimensional medium �2D�� of amplification of
a wavefield corresponding to the zone where rays are tangent
in the framework of the geometrical approximation. There
exist various kinds of caustics depending on their shapes.
The theory of catastrophes1,2 classifies caustics. The simplest
ones are the fold and cusp caustics, which can be described
in a two-dimensional space. Caustics are generic features of
any wavefield �optics, acoustics, etc.� and correspond to
stable focuses.3 They are singularities of amplitude in the
framework of a geometrical ray approximation. To avoid this
singularity, one has to introduce the diffraction around the
caustics. This is the basis of the theory of catastrophes ap-
plied to a wavefield also known as diffraction catastrophe
theory. This theory predicts the field around the caustics
thanks to special integral functions.4 For instance, the field in
the vicinity of the fold caustics can be expressed in terms of
Airy function,5 and the field in the vicinity of the cusp caus-
tic can be expressed in terms of Pearcey function.4,6

Nevertheless, the theory of catastrophes is restricted to
ideal caustics with infinite size. In the real world, caustics
have a finite size. A penumbra caustic is an interrupted fold
caustic �see Fig. 1 for a geometrical illustration of the differ-
ences between a fold caustic, a penumbra caustic, and a cusp
caustic�. It can be engendered either by a concave wavefront
with a finite size or by an infinite wavefront diffracted by a
screen. Consequently, one can say that all fold caustics are,
in fact, penumbra caustics as they have to be of finite size

and so possess an extremity. Nevertheless, it is generally
assumed that the size of fold caustics is large enough, and the
effects of their finite size are neglected.

Even if such a caustic does not enter the classification of
the theory of catastrophes, it can be viewed as a degenerated
fold caustic. In particular, it is possible to express the field
near the penumbra caustic in terms of the incomplete Airy
function, which is related to the Airy function. These results
have been derived for linear electromagnetic waves,4,7–9 but
are also valid for linear monochromatic acoustic waves. For
transient linear or nonlinear waves, no models have been
derived to our knowledge. Although nonlinear regime could
provide special behavior.

In several cases the classical diffraction laws have to be
modified in nonlinear acoustics. Thus, the simple case of
diffraction of a plane wave by a semi-infinite rigid screen is
different in linear acoustics from nonlinear acoustics. In lin-
ear regime, after the screen, the illuminated zone and the
shadow zone are matched by the Fresnel function.10,11 The
thickness of the region of matching, called the penumbra
zone, grows proportionally to the square root of the propa-
gation distance. In the nonlinear regime, the penumbra zone
grows differently depending on the temporal shape of the
incoming signal: a step shock or an “N” wave does not dif-
fract with the same laws as a saw-tooth shock wave.12 Fo-
cusing of shock waves on caustics is another example where
diffraction laws have to be modified. If the incoming waves
are shock waves, the field around the caustic cannot be de-
scribed in terms of the special integral function any longer.
Indeed, this formulation predicts infinite pressure on caus-
tics. As proposed by Guiraud13 for the fold caustic, another
physical limiting mechanism, namely, the local nonlinear ef-
fects, is required to describe the acoustical field. This result
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has been numerically14,15 and experimentally checked16 and
extended to the cusp caustic17–20 for which it has also been
validated.21

The focusing of shock waves on a penumbra caustic
exhibits the main characteristic for these two situations �non-
linear Fresnel diffraction and nonlinear diffraction around
caustics�. Indeed, before the extremity of the caustic, the
main phenomenon is the diffraction of an unfolded wave-
front as for the nonlinear Fresnel diffraction. After the ex-
tremity of the caustic, the main phenomenon is the focusing
of shock waves on a caustic. From a theoretical point of view
this problem is very appealing as it seems to be at the bound-
ary between various kinds of diffraction problems.

The study of the focusing of waves �linear or not� on a
penumbra caustic is interesting to know the behavior in the
neighborhood of the extremity of the caustic. Another inter-
est is to study the wavefield near classical fold caustics with
an alternative point of view. That complementary approach
can be used to revisit some open questions as the apparent
non-causality around fold caustics.22

The first part presents an alternative derivation of the
modeling for monochromatic waves in terms of the incom-
plete Airy function. Special attention is paid to the matching
of the incomplete Airy function with the Fresnel integral for
the unfolded wavefront and to the Airy integral around the
caustic. That matching is an original result consistent with
the different regimes of diffraction. The characteristic
lengths of diffraction are deduced from this first part. The
second part is devoted to the detailed derivation of the mod-
eling for transient linear and nonlinear waves. Again, special
attention is paid to the study of the theoretical consistency of
this new model with the description of the nonlinear Fresnel
diffraction and the focusing of shock waves on a fold caustic.
To our knowledge, that theoretical model has never been
derived previously for penumbra caustics. The third part
deals with the numerical investigation of this phenomenon.
Examples of pressure fields along the penumbra caustic for
incoming shock waves are presented. Finally, the model is
used to give numerical evidence to a new explanation of the
paradox of causality around the fold caustics.

II. LINEAR THEORY: FOCUSING OF SMOOTH WAVES
ON PENUMBRA CAUSTICS

In this section, the modeling of the focusing of smooth
monochromatic waves on a penumbra caustic is derived.
First of all, a study of the geometry of the caustic in the
neighborhood of its extremity is presented. That is an alter-
native derivation of previous works.4,7 Knowing the local
equation of the caustic, it is possible to obtain an asymptotic
solution valid around the extremity of the caustic by using
classical diffraction theory. Along the composite shadow
boundary, this solution is then compared to Fresnel diffrac-
tion and the Airy function. This study about the matching
between the various regimes of diffraction is original and
permits to have a unified description between the Fresnel
diffraction and the diffraction around caustics.

A. Geometry of the penumbra caustic

Let us consider a wave traveling in a two-dimensional,
homogeneous, and inviscid medium. That wave comes from
an initial semi-infinite wavefront, as depicted in Fig. 2. The
coordinate system is denoted as �Oxz�; it is orthonormal. The
origin O is attached to the extremity of the initial wavefront.
The x-axis is tangent to the initial wavefront at point O �it is
oriented toward the wavefront�, and the z-axis is normal to
the initial wavefront at point O. It is oriented toward the
concavity of the wavefront. In that coordinate system, the
equation of the semi-infinite wavefront is written as

zw = f�x� . �1�

The choice of that coordinate system implies several proper-
ties for the function describing the wavefront. First of all, the
choice of the origin implies that f�0�=0. Then, the position
of the two axes �x-axis tangent and z-axis normal to the
wavefront� implies that f��0�=0. The radius of curvature of
the wavefront is denoted as R�x�. At the origin, the sense of
the z-axis toward the concavity implies that it has a positive
value: R0=R�x=0�=1 / f��0��0. Consequently, the coordi-
nates of the extremity of the caustic, labeled as C, are �x
=0, z=R0�. Finally, we assume that the third derivative with
respect to x is nonzero: f��0��0.

The distance r between a point of the wavefront M,
whose coordinates are �� , f����, and the current listening
point P, whose coordinates are �x ,z�, is

FIG. 1. Three different caustics: the fold, the penumbra, and the cusp caus-
tic.

FIG. 2. Geometry of a penumbra caustic.
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r = ��x − ��2 + �z − f����2. �2�

With the medium of propagation being assumed homoge-
neous and the traveling waves having a small amplitude, the
traveling time between the point of the wavefront M and the
current listening point P is r /c0, with c0 the linear speed of
sound. That function is also referred to the phase function.
That result is due to Fermat’s principle, which states that the
travel time between points M and P has to be extremal.
Consequently, acoustical rays are the lines satisfying �r /��
=0. A caustic is the locus of points, where the first and sec-
ond derivatives of r are simultaneously zero:

�r

��
= 0,

�2r

��2 = 0. �3�

These equations mean that a caustic is formed of rays �the
first derivative is zero�, which are intersecting each other
�second derivative is also zero�. As outlined, the first condi-
tion is a consequence Fermat’s principle and leads to the ray
equation

x + f����z − � − f���f���� = 0. �4�

Note that equation identifies each acoustical ray passing
through the point �x ,z� by parameter �. As the medium is
homogeneous, the acoustical rays are straight lines.

The second condition is due to the fact that the adjacent
rays intersect at the caustic �injecting Eq. �2� in Eq. �3��:

f����z − 1 − f���f���� − f�2��� = 0. �5�

We seek to describe the geometry of the caustic in the
vicinity of its extremity located at �x=0, z=R0�. Such a
caustic is created by a set of rays emanating from a region
close to the origin. With the rays being indexed by parameter
�, only the acoustical rays corresponding to a small param-
eter � are considered. Let us introduce parameter �=z−R0,
which measures the longitudinal distance to the extremity of
the caustic. Starting from Eqs. �4� and �5� and using expan-
sions in power series of � for function f and its first, second,
and third derivatives, the parametric equations of the caus-
tic’s geometry are obtained as

� = − �R0
2f��0� + O��2� with � � 0,

x =
�2

2
R0f��0� + O��3� with � � 0. �6�

Those two equations show that the local shape of the caustic,
in the neighborhood of its extremity, is a semiparabola whose
radius of curvature is a /2:

x = −
�2

a
with � � 0. �7�

The parameter a=−2R0
3f��0� takes into account the geom-

etry of the initial wavefront.

B. Characteristic scales of diffraction

According to Huygens’ principle, the pressure field can
be decomposed into a sum of cylindrical diverging waves
emanating from the wavefront. Far away from the initial
wavefront, the Hankel function describing the acoustical
field can be approximated by its asymptotic expansion

p�x,z,t� = e−i�0t�
0

+�

r−1/2A���eik0rd� , �8�

with k0=�0 /c0 the characteristic wave number of the wave,
�0 the characteristic angular frequency of the wave, and
A��� a regular function, slowly varying, describing the am-
plitude of the field.

To express the field around the extremity of the caustic,
only the field emanating from the initial wavefront close to
the origin has to be taken into account. An asymptotic ex-
pression of the equation describing the field around the ex-
tremity of the caustic can be derived by substituting the Tay-
lor expansion of Eq. �2� into Eq. �8�. The Taylor expansion is
truncated at the fourth order in the phase term and at the
third order in the amplitude term. According to the scales
found in Sec. II A, the expansion in a power series of � at
the fourth order of function r is

r = z − x� �

R0
� −

�

2
� �

R0
�2

+
a

12
� �

R0
�3

+ O��4� . �9�

So, around the extremity of the caustic, the integral describ-
ing the acoustical field �Eq. �8�� can be approximated by

p�x,z,t� = A0e−i�0�t−z/c0��
0

+�

exp	i�− xk0� �

R0
�

−
�k0

2
� �

R0
�2

+
ak0

12
� �

R0
�3�
d� , �10�

with A0=A�0� /R0
1/2.

That formulation leads to introduce the following di-
mensionless variables:

• the dimensionless delayed time:

t̄ = �0�t − z/c0� , �11�

• the dimensionless variable indexing the acoustical ray:

�̄ = � 12

k0a
�−1/3 �

R0
, �12�

• the dimensionless transverse variable:

x̄ = �12k0
2

a
�1/3

x , �13�

• the dimensionless longitudinal variable:

z̄ =
1

2
�122k0

a2 �1/3

� . �14�

Introducing the dimensionless parameter of diffraction �:
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� = � 12

k0a
�1/3

� 1, �15�

it is obvious that the diffraction mechanism acts on layers
with different widths in the longitudinal and transverse direc-
tions. Indeed, the transverse dimensionless variable is vary-
ing with the power of 	2 of �:

x̄ =
12x

a�2 , �16�

while the longitudinal dimensionless variable is varying with
the power of 	1:

z̄ =
6�

a�
. �17�

Combining Eqs. �16� and �17�, we obtain the local dimen-
sionless equation of the caustic around its extremity:

x̄ = −
z̄2

3
. �18�

Expressed with the dimensionless variables, the pressure
field around the extremity of the caustic is

p�x̄, z̄, t̄� = A0eit̄�
0

+�

exp�i�− x̄�̄ − z̄�̄2 + �̄3��d�̄ . �19�

The formulation of this expression differs from those ob-
tained previously in the literature;4,7–9 nevertheless, as it is
demonstrated in Sec. II C, the former results can be rederived
from Eq. �19�. Moreover, it is possible to derive also the
classical Fresnel diffraction before the wavefront reaches the
caustic. Far away from the extremity but still around the
caustic, the expression derived below is consistent with the
classical theory for the fold caustic.

C. From the Fresnel diffraction to the theory of
catastrophes

1. Matching with the classical Fresnel diffraction

Far away from the caustic, and in the vicinity of the
extremity of the wavefront, the wavefront can be considered
locally as a plane wave �Fig. 3�. Consequently, it has to

diffract into the shadow region, as predicted by the Fresnel
diffraction law.11 Indeed, far enough from the caustic in the
side of the negative z̄ and near the axis of propagation �z̄
→−��, the term of order �̄3 in Eq. �19� becomes negligible
in comparison with the term of order z̄�̄2 and Eq. �19� be-
comes

p�x̄, z̄, t̄� = Ã0eit̄�
0

+�

exp�i�− x̄�̄ − z̄�̄2��d�̄ . �20�

It is possible to introduce a new variable

u = �− z̄��̄ +
x̄

2z̄
� . �21�

Note that this formulation is correct since the quantity z̄ is
strictly negative. Introducing that new variable into Eq. �20�,
it becomes

p�x̄, z̄, t̄� =
Ã0

�− z̄
exp	− i� x̄2

4z̄
− t̄�
�

x̄/2�−z̄

+�

exp�iu2�du .

�22�

That last equation can be recast in terms of Fresnel in-
tegral

p�x̄, z̄, t̄� =
Ã0

�− z̄
exp	− i� x̄2

4z̄
− t̄�
	F� − x̄

2�− z̄
�

+ �1 + i

2
�
 , �23�

with F the Fresnel integral23

F�
� = �
0




exp�iu2�du . �24�

So, the classical diffraction law is recovered in the area
where the wavefront is not yet folded �z̄�0� �Fig. 3�. The
field in the sounded zone �x̄�0� is matched to the field in the
shadow zone with a continuous transition thanks to the
Fresnel function. The width of the diffraction layer changes
as x̄ /�−z̄. Moreover, the amplitude of the field increases as
1 /�−z̄. That effect is due to the focusing induced by the
presence of the penumbra caustic. Because of that amplitude
term, it is obvious that this description fails in the vicinity of
the caustic extremity located in z̄=0.

2. The incomplete Airy function

In the neighborhood of the extremity of the caustic �Fig.
3�, the pressure field has to be described by Eq. �19�. Nev-
ertheless, this equation can be recast in a more usual form,
namely, the incomplete Airy function. Therefore, it is neces-
sary to use a new scaling in the equation by introducing the
following parameter:

�̃ = 31/3�̄ −
z̄

32/3 . �25�

The pressure field becomes

FIG. 3. Matching between the various areas of diffraction.
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p�x̄, z̄, t̄� = Ã0 exp	− i� t̄ +
z̄

3
�x̄ +

2z̄2

9
��
I�� − 1

31/3�	x̄

+
z̄2

3

,

− z̄

32/3� , �26�

with the new amplitude factor Ã0=A0 /31/3 and where I�� ,��
is the incomplete Airy function:23

I��,�� = �
�

+�

exp�i�
� + 
3/3��d
 . �27�

That formula is in agreement with previous works.4,7–9 It
describes the pressure field at the extremity of the penumbra
caustic without any singularities. Note that the argument of
the incomplete Airy function is given by the equation of the
caustic.

3. Matching with the catastrophe theory

Looking at the pressure field far from point C�z̄→+��,
but near the caustic �x̄+ z̄2=O�1�� �Fig. 3�, Eq. �19� can be
approximated by

p�x̄, z̄, t̄� = Ã0 exp	− i� t̄ +
z̄

3
�x̄ +

2z̄2

9
��


Ai� − 1

31/3�x̄ +
z̄2

3
�� , �28�

with Ai the Airy function:23

Ai��� = �
−�

+�

exp	i�
3

3
+ 
��
d
 . �29�

The Airy function is the canonical function in the classifica-
tion of the theory of catastrophes describing the field in the
neighborhood of a fold caustic. This result is physically con-
sistent since far from the extremity of the caustic, the field is
not influenced by the finite size of the wavefront and has the
same behavior as prescribed by the theory of catastrophes for
an infinite fold caustic. This situation is depicted in Fig. 3.
The extremity of the wavefront does not interact with the
fold made by the wavefront. Consequently, it is possible to
describe the acoustical pressure along the composite shadow
boundary by those three classical diffraction integrals �Fig.
3�, starting from the classical Fresnel diffraction to the theory
of catastrophes. Nevertheless, these theories are linear and
break if the incoming signal carries shocks as it has already
been demonstrated for fold13 and cusp caustics.17 In that last
case, nonlinear effects cannot be neglected and play an im-
portant role by acting as a physical limiting mechanism.

III. NONLINEAR THEORY: FOCUSING OF SHOCK
WAVES AT A PENUMBRA CAUSTIC

In this section, the problem of focusing of shock waves
at a penumbra caustic is studied. Using the results issued
from the linear study, a nonlinear equation governing the
pressure is derived. Then, the associated boundary conditions
are derived thanks to a matching with the geometrical acous-
tics.

A. The KZ equation

Propagation of acoustical finite amplitude waves
through a homogeneous medium is described by the Kuz-
netsov equation24

�2�

�t2 − c0
2� �2�

�x2 +
�2�

�z2 � =
�

�t
	 1

c0
2

B

2A
� ��

�t
�2

+ ����2
 ,

�30�

where � is the acoustic velocity potential, and B /2A is the
nonlinear parameter of the medium. This equation is exact up
to the second order and takes into account diffraction and
nonlinear effects. Considering the geometry of the problem,
it is possible to reduce the Kuznetsov equation to Khokhlov–
Zabolotskaya �KZ� equation.25 Let us introduce the dimen-
sionless acoustical potential �̄ defined from the physical po-
tential by the following relation:

�̄�x̄, z̄, t̄� =
�0

U0c0
��x,z,t� , �31�

where U0 is the characteristic amplitude of the velocity of the
fluid particles. Introducing the dimensionless potential and
the dimensionless variables defined above �Eqs. �11�, �13�,
and �14��, the dimensionless formulation of the Kuznetsov
equation is

�2�̄

� z̄ � t̄
−

�2�̄

� x̄2 − �
�

� t̄
� ��̄

� t̄
�2

=
�2

4

�2�̄

� z̄2 + �
�

� t̄
	� ��̄

� x̄
�2

+
�2

4
� ��̄

� z̄
�2

−
a�3

12

��̄

� z̄

��̄

� t̄

 , �32�

where the coefficient �=� /�2�1+ �B /2A�� compares the
nonlinear and diffraction effects, and �=U0 /c0 is the acous-
tical Mach number.

The terms on the right hand side of that equation can be
neglected if the Mach number and the diffraction parameter
are small in comparison to unity. Under these assumptions,
��1 and ��1, Eq. �32� is reduced to the KZ equation for
potential

�2�̄

� z̄ � t̄
−

�2�̄

� x̄2 − �
�

� t̄
� ��̄

� t̄
�2

= 0. �33�

The classical formulation of the KZ equation25 is obtained by
introducing the dimensionless pressure �p̄=��̄ /�t̄�:

�2p̄

� z̄ � t̄
−

�2p̄

� x̄2 − �
�2p̄2

� t̄2
= 0. �34�

To close the mathematical formulation of the problem,
boundary conditions have to be derived; this is the purpose
of Sec. III B.

Far from the extremity of the caustic, the field can be
described by the geometrical acoustics but that approxima-
tion fails near the extremity where the field has to be de-
scribed by the KZ equation. Nevertheless, far enough from
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the extremity of the caustic, it is possible to match the two
descriptions. The inner solution given by the KZ equation is
matched asymptotically to the solution coming from the geo-
metrical acoustics by applying the stationary phase method.
By using Eqs. �4� and �9� under their dimensionless form
�see Eqs. �12�–�14��, it yields the dimensionless equation for
the acoustical rays:

− 3�̄2 + 2�̄z̄ + x̄ = 0. �35�

An acoustical ray corresponds to a positive real root of
that equation; for a given position �x̄ , z̄�, the number of real
positive roots indicates the number of rays passing through
that position �see Fig. 4�. The study of Eq. �35� shows that
there exist three different zones in the domain �x̄ , z̄�.

• In zone I �x̄�0, ∀ z̄�, there is only one positive real root:

�̄+ =
z̄ + �z̄2 + 3x̄

3
if x̄ � 0, ∀ z̄ . �36�

Only one ray passes through each point in this area.
• In zone II �x̄� �0,−z̄2 /3� , z̄�0�, there are two real positive

roots:

�̄� =
z̄ + �z̄2 + 3x̄

3
if x̄ � 	0,−

z̄2

3

, z̄ � 0. �37�

There are two different rays which pass through each point
of zone II. They correspond to one ray which has already
tangented the caustic, and another one which has not tan-
gented it yet. Consequently, the boundary conditions cannot
involve this zone.
• In zone III �x̄�−z̄2 /3, z̄�0�, there is no real positive root.

That zone is the shadow zone where no acoustical ray
passes.

The amplitude of the field is recovered by applying the
stationary phase method to geometrical acoustics. Thus, the
amplitude near the extremity is approximated by the inverse
of the square root of the second derivative of function r̄ in
relation to �̄. The boundary conditions, which close the for-
mulation of the problem, are as follows.

• In zone I, the pressure near the extremity of the caustic is

p̄�x̄, z̄, t̄� →
�x̄2+z̄2→�

1

��2z̄ − 6�̄+�

F�t̄ + �̄+x̄ + z̄�̄+
2 − �̄+

3� with x̄ � 0,

�38�

where F is the temporal shape of the incoming signal and �̄+

is the only real positive root associated with the incoming
ray.
• In zone III, there is no signal and consequently no pres-

sure:

p̄�x̄, z̄, t̄� →
�x̄2+z̄2→�

0 with x̄ � 0. �39�

The derivation of the boundary conditions achieves the
formulation of the problem. It is now possible to look for
solutions either analytically, such as similarity laws, or nu-
merically.

From a numerical point of view, the KZ equation is
solved in a box around the extremity of the penumbra caustic
�see Fig. 4�. The coordinates of the corners of the box are
labeled by X−, X+, Z−, and Z+. Three boundaries of that box
are imposed. The first one is p̄�x̄ , z̄=Z− , t̄� �see BC1 in Fig.
4�. According to the derived boundary conditions, p̄�x̄ , z̄
=Z− , t̄�=0 is applied from x̄=X− to x̄=0, and Eq. �38� is
applied from x̄=0 to x̄=X+. The second imposed boundary
condition is p̄�x̄=X− , z̄ , t̄�=0 �see BC2 in Fig. 4�. The last
imposed condition is given by Eq. �38� used for p̄�x̄
=X+ , z̄ , t̄� with z̄� �Z− ,Z+� �see BC3 in Fig. 4�.

B. Solution for transient signals in linear regime

The previous analysis shows that the pressure has to
satisfy the KZ equation �Eq. �34�� associated with the bound-
ary conditions derived above �Eqs. �38� and �39��. If nonlin-
earities are negligible in comparison with diffraction effects,
then parameter � tends toward zero. Thus, we obtain the
linear KZ equation

�2p̄

� z̄ � t̄
−

�2p̄

� x̄2 = 0. �40�

That equation only takes into account the diffraction effects.
The boundary conditions �Eqs. �38� and �39�� are unchanged.
So, the problem to solve is linear and admits an analytical
solution based on the incomplete Airy function:

p̄�x̄, z̄, t̄� =
1

�4�
TF−1���̄�1/2F̂��̄��1 − i sgn��̄��

�
0

+�

exp�i�̄�− �̄x̄ − �̄2z̄ + �̄3��d�̄ , �41�

where TF−1 is the inverse Fourier operator, �̄=� /�0 is the

dimensionless angular frequency, and F̂ is the Fourier trans-
form of the incoming waveform.

That solution is valid for any incoming smooth wave.
But if the incoming signal is carrying shock waves, that so-
lution is no more valid because it leads to a singularity as-

FIG. 4. Penumbra caustic and acoustical rays.
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sociated with the incoming shocks. For an incoming N wave,
the calculations �not reproduced here� show the existence of
two singularities of type �1− t̄�−1/6 associated with each in-
coming shock. Note that this is the same law as for the fold
caustic.26 With infinite pressure being physically meaning-
less, the conclusion is that the linear theory is inconsistent in
this case. Then, following Guiraud13 for the fold caustic or
Coulouvrat17 for the cusp caustic, it is necessary to introduce
the nonlinear effects as a new limiting physical phenomenon
to recover a physical solution. Nevertheless, in this case, the
problem is nonlinear and only a numerical resolution is pos-
sible.

C. Similarity law

As outlined in Sec. III B, the focusing of shock waves
on a penumbra caustic is an intrinsically nonlinear phenom-
enon. Consequently, this phenomenon cannot be described
by a linear modeling, and Eq. �34� and its associated bound-
ary conditions �Eqs. �38� and �39�� have to be solved. For the
fold caustic, It has been shown that there exists a nonlinear
similarity rule characteristic of this intrinsically nonlinear
behavior.13,27 In this section, it is shown that such a law
exists also for this problem. By introducing the following
new scaling:

p̄ = �−1/5p̃ , �42�

t̄ = �6/5t̃ , �43�

x̄ = �4/5x̃ , �44�

z̄ = �2/5z̃ , �45�

�̄ = �2/5�̃ , �46�

the KZ equation becomes

�2p̃

� z̃ � t̃
=

�2p̃

� x̃2 +
�

� t̃
� � p̃

� t̃
�2

, �47�

and the associated boundary conditions.

• In zone I,

p̃�x̃, z̃, t̃� →
�x̃2+z̃2→�

1

��2z̃ − 6�̃+�

F��6/5�t̃ + �̃+x̃ + z̃�̃+
2 − �̃+

3��

with x̃ � 0, �48�

where �̃+= �z̃+�z̃2+3x̃� /3.
• In zone III,

p̃�x̃, z̃, t̃� →
�x̃2+z̃2→�

0 with x̃ � 0. �49�

Parameter � does not appear anymore in the KZ equation.
Nevertheless, it appears now in the phase of boundary con-
ditions in zone I. Consequently, for an incoming signal that
would be unchanged by a temporal dilatation like a step
shock �F�t�=0 if t�0 and F�t�=1 if t�0�, the problem does

not depend on the nonlinear parameter �. Then, the variables
denoted with a tilde have to be constant. In particular, at the
extremity of the penumbra caustic �x̄=0 and z̄=0�, the am-
plitude of the incoming wave scales as the power of 	1/5 of
� and the time has to dilate with the power of 6/5 of �.
These similarity laws are exactly the same as those of the
problem of the fold caustic.

That result is not obvious. Indeed, the fold caustic model
of Guiraud13 is based on the nonlinear Tricomi equation,
which is of mixed type: hyperbolic in the zone of rays and
elliptic in the shadow zone. Moreover, the fold caustic model
is unidimensional, and the boundary conditions deal with
both an incoming and an outgoing ray. This is very different
from the present theory based on the KZ equation, which is a
hyperbolic equation, and the boundary conditions deal only
with incoming rays. Our results show that there is a deep
matching between the focusing on a penumbra caustic and
on a fold caustic even in nonlinear regime.

IV. NUMERICAL INVESTIGATIONS OF THE FOCUSING
OF SHOCK WAVES ON A PENUMBRA CAUSTIC

Numerical investigations are made with the numerical
solver of the KZ equation previously described.21 The code
solves the problem for the potential and then the pressure
field is computed. It is based on a fractional step procedure.
On each step, diffraction and nonlinear effects are solved
separately. The diffraction is solved in the time domain fol-
lowing the TEXAS code procedure.28 Nonlinear effects are
solved also in the time domain by the Burgers–Hayes
method.15,29 That method is based on a semi-analytical solu-
tion of the nonlinear equation. Hence, shock waves are com-
puted very quickly and accurately without any assumptions
�numerical or artificial viscosity�.

Two situations are investigated. The first one is the fo-
cusing of a transient signal in linear regime. The transient
signal is chosen to be a sinusoidal wave nested in a rectan-
gular window. The second situation studied is the focusing of
a shock wave in nonlinear regime. The shock wave is a step
shock.

A. Numerical investigation of the focusing of smooth
transient signals in linear regime

To simulate the focusing of smooth transient signals in
linear regime, we choose to simulate the propagation of a
sinusoidal wave nested in a rectangular window. Conse-
quently, the function F of Eq. �38� is F�u�=W�u�sin��u�,
where W�u� is the rectangular window �in this example, the
size of the window is equal to four periods of the sinusoid�.
The coefficient of nonlinearity � is zero; only the linear ef-
fects of propagation and diffraction are taken into account.

Figure 5 shows the pressure field at five different dis-
tances along the z̄-axis from the extremity of the penumbra
caustic: �a� z̄=−1, �b� z̄=−0.5, �c� z̄=0, �d� z̄=1, and �e� z̄
=2 �the extremity of the caustic is located in z̄=0�. Far from
the extremity of the caustic �Fig. 5�a�� the wavefront is con-
cave but not folded yet, no diffraction waves are visible any-
more. It is the incoming wavefront. Before the extremity of
the caustic �Fig. 5�b��, a cylindrical wave due to diffraction is
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visible. This is in agreement with the behavior described in
Fig. 3. At the extremity of the penumbra caustic �Fig. 5�c��,
there is a diffraction wave emanating from the end of the
wavefront, which penetrates into the shadow zone and into
the sounded zone. Theoretically, the wavefront is not yet

folded but it is the location of the extremity of the penumbra
caustic. In z̄=+1 �Fig. 5�d��, the wavefront is now theoreti-
cally folded, and the diffraction effect due to the finite size
also induces diffraction. The main result is the presence of a
pattern of interferences. This pattern looks like the patterns
already observed for the fold caustic.15,16 Indeed, the differ-
ent lobes �oscillations of the amplitude between x̄=0 and x̄
=4� correspond to the lobes of the Airy function. In this case,
they correspond to the lobes of the incomplete Airy function.
In z̄=+2 �Fig. 5�e��, the same physical phenomena are vis-
ible. The rotation of the pattern of interference is due to the
relative position of this pattern in comparison with the posi-
tion of the caustic �the pattern has to be perpendicular to the
caustic�. The weak amplitude of the incoming signal is due
to the decreasing behavior of the boundary conditions as
function of z̄ �Eq. �48��.

B. Numerical investigation of the focusing of shock
waves in nonlinear regime

To investigate the focusing of shock waves in nonlinear
regime, we choose to simulate the propagation of a step
shock. Indeed, this kind of shock wave is very convenient to
visualize the deformation of the wavefield during the propa-
gation. Function F is a step shock �0 or 1 depending on the
argument of the function�. The coefficient of nonlinearity �
is chosen equal to 1.

Figure 6 presents the pressure field at five different lo-
cations from the extremity of the penumbra caustic: �a� z̄=
−1, �b� z̄=−0.5, �c� z̄=0, �d� z̄=1, and �e� z̄=2. At the initial
position �z̄=−1, Fig. 6�a��, the wavefront �which corresponds
to the sharp transition between white and black� is not yet
folded. Before the extremity of the caustic �Fig. 6�b��, a cy-
lindrical wave due to diffraction is visible. This is in agree-
ment with the behavior described in Fig. 3. At the extremity
of the caustic z̄=0, the diffraction wave is visible again: there
is a cylindrical wave emanating from the end of the wave-
front. This wave is different in Figs. 6�d� and 6�e� because its
shape is not a perfect cylinder. This is due to the competitive
effect between the diffraction at the end of the wavefront and
the fold of the wavefront, as illustrated in Fig. 3. Note that
this effect is not due to nonlinear effects. It exists also for the
focusing of smooth waves in linear regime. But it is difficult
to visualize �see Fig. 5�. A nonlinear effect is the presence of
a triple point inside the pressure at z̄=2 �Fig. 6�e��. A triple
point is a point where three shocks are merging: the incom-
ing and the outgoing shocks are merging into a third shock.

Figure 7 provides a zoom of the area with the triple
point and a simulation of the pressure in linear regime. From
these two visualizations we can see that the third shock re-
sulting from the merging of the incoming and outgoing
shocks is due to an intrinsically nonlinear effect. This pattern
is not visible if the simulation is only linear: there is no
shock after the merging point of the incoming and outgoing
shocks. This conclusion is similar to the conclusion made for
the von Neumann reflection.32 That result is in agreement
with the experimental observation of a triple shock made by
Sturtevant and Kulkarny.30 This is analogous to the situation

FIG. 5. Spatio-temporal pressure fields in z̄=−1, 	0.5, 0, 1, and 2 for an
incoming burst in linear regime ��=0�.
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observed for the von Neumann reflection in acoustics31–33 or
to the Mach reflection in aerodynamics.34–36 Note that the
presence of a triple point near a fold caustic is theoretically
impossible as triple points are incompatible with the nonlin-
ear Tricomi equation.37

V. AN EXPLANATION OF THE APPARENT PARADOX
OF NON-CAUSALITY AROUND FOLD CAUSTICS

Penumbra caustics are related to fold caustics. Even
though around the extremity of the penumbra caustic the
acoustical field is different from the one around a fold caus-
tic, far enough from the extremity of the caustic, the fields
have to be the same for both caustics. This assumption is
supported by the matching between the diffraction integrals
in linear regime but also by the same similarity laws in non-
linear regime. In a sense, penumbra caustics provide an al-
ternative and a good way to study fold caustics. In this para-
graph, it is proposed to use that property to revisit the
problem of apparent non-causality around fold caustics.

The description of the focusing of transient linear waves
on a fold caustic within the diffraction catastrophe theory is
well-established. The pressure field is computed in terms of
the Airy function �with an expression analogous to Eq. �41��.
But with this formulation, precursors exist on the temporal
signals �see, for instance, Fig. 1 in Ref. 22�. The presence of
these precursors seems to be in contradiction with the cau-
sality principle. The same phenomenon occurs for the focus-
ing of shock waves. Using the nonlinear Tricomi equation, it
is possible to compute the signal on the caustic. For an in-
coming N wave, the signal on the caustic is a U wave. The
amplitude of the U wave tends toward zero asymptotically
toward the decreasing values of time. This behavior also
seems to break the principle of causality. Brown and
Tappert22 proposed an explanation for the linear transient
waves. Their explanation is based on the fact that such caus-
tics are a part of certain higher dimensional caustics.

The aim of this section is to provide an alternative ex-
planation, which seems easier to understand even if this is

FIG. 6. Spatio-temporal pressure fields in z̄=−1, 	0.5, 0, 1, and 2 for an
incoming step function in nonlinear regime ��=1�.

FIG. 7. Pressure fields for an incoming step function in z̄=2 simulated with
�a� the nonlinear model ��=1� and �b� the linear model.
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not necessarily in contradiction with the pioneering works of
Brown and Tappert. The focusing of an N wave on a penum-
bra caustic is computed numerically with the code described
in Sec. III. Then, the pressure field is analyzed along the
caustic farther and farther from the extremity to study the
shape of the pressure signals. The simulation is made in non-
linear regime to avoid any singularities. Figure 8 shows the
temporal profile of the waves in five different locations of the
computed domain �see Fig. 8�a��. One location is situated
before the caustic at the extremity of the wavefront in z̄=
−0.5, x̄=0 �Fig. 8�b��, and the other four ones are situated
along the caustic at z̄=0, z̄=1, z̄=2, and z̄=3 �respectively,
Figs. 8�c�–8�f��. At the initial position �Fig. 8�b��, the signal
is a perfect N wave. It is obvious that the signal begins in
T=−1, and there are no precursors before that time. At the
extremity of the caustic �Fig. 8�c��, the signal is still an N
wave even if diffraction effects slightly affect the shape of
the signal. Again, no precursors are visible. As we move
away from the extremity of the caustic, the transition be-
tween no signal/signal becomes smoother. In particular, in
z̄=3, the pressure tends smoothly to zero before the first
shock at decreasing times. This behavior is in agreement
with the assumption that far away from the extremity, the
field is similar to the field of a fold caustic. Figure 9 shows a
zoom on the first shock of the N wave for the different loca-
tions. All the signals are time shifted to have their maximum
located at t=0. It is clear from this figure that the farther the
signal is located, the longer the return to a zero pressure is.
Again, this behavior is expected as it is characteristic of the
fold caustic. As mentioned above, the causality seems not to
be respected: there is a signal before the main signal �shock
front�.

Nevertheless, the modeling used to compute the above
results is different from the classical diffraction catastrophe
theory. In the classical theory of catastrophes, the modeling
is based on the linear or nonlinear Tricomi equations. The
linear and nonlinear Tricomi equations are mixed type equa-
tions �hyperbolic/elliptic�. The hyperbolic part corresponds
to zones where rays propagate while the elliptic part corre-
sponds to the shadow zone. This equation results from a very
elegant modeling involving only one spatial dimension to
take into account propagation and diffraction along the fold
caustic. The elliptic nature of the linear and nonlinear Tri-
comi equations allows non-causal behavior. With the model-
ing proposed in that paper, the equation is fully hyperbolic.
Hence, illuminated and shadow zones are not distinguished
and the behavior has to be causal. Consequently, the inter-
pretation of the form of the signals, as those presented in
Figs. 8 and 9, cannot involve non-causality.

The proposition made in the present paper is that the
apparent non-causality of the signal is due to the arrival of
diffracted waves propagating through the shadow zone. This
situation is depicted in Fig. 10. Diffracted waves are pro-
duced by the interrupted wavefront. These waves propagate
through the shadow zone �which is a hyperbolic zone in this
description� and contribute to a nonzero pressure before the
arrival of the main signal on the caustic. This interpretation

is supported by the numerical simulations made in Sec. III,
where diffracted waves are clearly visible. Note that this ex-
planation is not necessarily in contradiction with the theory
of Brown and Tappert.22 Indeed, their explanation is an in-
terpretation of the caustic as a projection of another caustic
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FIG. 8. �Color online� Pressure signals before, at the extremity, and along
the penumbra caustic. The top figure shows the positions from which pres-
sure signals are extracted.
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of higher dimension. Our explanation is based on a two-
dimensional visualization of a phenomenon usually de-
scribed by a one-dimensional analysis.

VI. CONCLUSIONS

For linear waves, the pressure field is described by the
incomplete Airy function. This result already derived in the
literature is consistent with the Fresnel diffraction before the
extremity of the penumbra caustic and the theory of catas-
trophes far enough from the extremity. For incoming shock
waves, local nonlinearities have to be taken into account.
Thus, it is possible to describe the focusing of shock waves
on a penumbra caustic with the KZ equation. Numerical
simulations show that after the extremity of the caustic, triple
points may occur. Far enough from the extremity, results
match those of the fold caustic. Using this property, an origi-
nal explanation of the apparent non-causality has been pro-
posed. This apparent paradox could be explained in terms of
diffracted waves propagating through the shadow zone. This
phenomenon is not an intrinsically acoustical phenomenon.
Therefore, this explanation is still valid for other branches of
wave physics for which the non-causality paradox arises.
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This paper investigates the characteristics of the second harmonic generation of Lamb waves in a
plate with quadratic nonlinearity. Analytical asymptotic solutions to Lamb waves are first obtained
through the use of a perturbation method. Then, based on a careful analysis of these asymptotic
solutions, it is shown that the cross-modal generation of a symmetric second harmonic mode by an
antisymmetric primary mode is possible. These solutions also demonstrate that modes showing
internal resonance—nonzero power flux to the second harmonic mode, plus phase velocity
matching—are most useful for measurements. In addition, when using finite wave packets, which is
the case in most experimental measurements, group velocity matching is required for a cumulative
increase in the second harmonic amplitude with propagation distance. Finally, five mode types
�which are independent of material properties� that satisfy all three requirements for this cumulative
increase in second harmonic amplitude—nonzero power flux, plus phase and group velocity
matching—are identified. These results are important for the development of an experimental
procedure to measure material nonlinearity with Lamb waves.
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I. INTRODUCTION

Recent research has demonstrated that nonlinear ultra-
sonic waves can be used to detect fatigue damage in its early
stages.1–4 This second harmonic generation describes a non-
linear acoustic effect where components are generated at
twice the frequency of the excitation wave. These second
harmonic acoustic components can be directly attributed to
the nonlinear elastic properties of a material. As opposed to
its linear elastic properties, these nonlinear elastic properties
are much more sensitive to changes in the microstructure,
such as those caused by fatigue damage. Experimental mea-
surements of these second harmonic components1–4 poten-
tially enable the direct characterization of the nonlinear elas-
tic properties and the associated damage state of a material.

The objective of this research is to determine the condi-
tions for the second harmonic generation of Lamb waves in a
plate with quadratic nonlinearity. Following the solution to
this problem derived by de Lima and Hamilton,5 analytical
asymptotic solutions to Lamb waves are first obtained
through the use of a perturbation method. Then, based on a
careful analysis of these asymptotic solutions, it is shown

that the cross-modal generation of a symmetric second har-
monic mode by an antisymmetric primary mode is possible.
This clarifies contradictory statements between de Lima and
Hamilton,5 Deng,6 and Srivastava and di Scalea.7 These so-
lutions also demonstrate that modes showing internal
resonance—nonzero power flux to the second harmonic
mode, plus phase velocity matching—are most useful for
measurements. In addition, when using finite wave packets,
which is the case in most experimental measurements, group
velocity matching is required for a cumulative increase in the
second harmonic amplitude with propagation distance. Note
that phase velocity matching requires that the phase veloci-
ties for the excitation mode at frequency � and for the sec-
ond harmonic mode at the double frequency, 2�, be the
same. Group velocity matching requires the same, but for the
group velocity.

Finally, this paper identifies five mode types �which are
independent of material properties� that satisfy all three re-
quirements for this cumulative increase in second harmonic
amplitude—nonzero power flux, plus phase and group veloc-
ity matching. The identification of these mode combinations
is critical for the development of an experimental procedure
to measure material nonlinearity with Lamb waves, which is
important for material characterization and nondestructive
evaluation �NDE� applications.

a�Author to whom correspondence should be addressed. Electronic mail:
laurence.jacobs@coe.gatech.edu
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II. SECOND HARMONIC GENERATION

Consider an elastic, homogeneous, isotropic, infinite
plate with quadratic nonlinearity. Guided Lamb waves propa-
gate in the positive z-direction of this 2h thick plate, while
the upper and lower surfaces at y= �h are assumed to be
stress free, as seen in Fig. 1.

Following the solution derived by de Lima and
Hamilton,5 consider a perturbation approach that expresses
the overall solution of the displacement field as the sum of a
primary wave u�1�, which is associated with the wave
launched into the plate at frequency �, and a secondary wave
u�2�, which arises at twice the primary frequency, 2�, and is
the second harmonic wave generated by the quadratic non-
linearities in the plate, or

u = u�1� + u�2�. �1�

The perturbation condition,

�u�2�� � �u�1�� , �2�

states that the nonlinear effect of second harmonic generation
is very small compared to the primary wave. This method
reduces the nonlinear boundary value problem to two linear
boundary value problems: a homogeneous one for the pri-
mary wave and an inhomogeneous one for the secondary
wave, which is forced by the primary wave.

The solution for the primary wave is given by linear
Lamb mode theory.8,9 Ignoring shear horizontal �SH� modes,
the mode solution assumes the form

u�y,z,t� = ũ�y�ei��z−�t�, �3�

where the mode shape ũ�y� propagates harmonically in the
z-direction. The Lamb mode ũ�y� can be either symmetric or
antisymmetric, which is specified by the y-symmetry of the
in-plane component ũz�y�. That is, for a symmetric �antisym-
metric� Lamb mode, the in-plane component ũz�y� is a sym-
metric �antisymmetric� function in y, while the out-of-plane
component ũy�y� is an antisymmetric �symmetric� function in
y.

For symmetric Lamb modes, one obtains

ũy = i
D

h
�−

��̄2 − �̄2�sin �̄

2�̄ sin �̄
sin� �̄y

h
� + �̄ sin� �̄y

h
�� , �4a�

ũz = −
D

h
� ��̄2 − �̄2�sin �̄

2�̄ sin �̄
cos� �̄y

h
� + �̄ cos� �̄y

h
�� , �4b�

where �̄=�h is the normalized Lamb wave number and �̄
=�h. Moreover,

�̄ = ���̄/cL�2 − �̄2, �̄ = ���̄/cT�2 − �̄2, �5�

where cL is the longitudinal wave speed and cT the shear
wave speed in an unbounded medium. The complex coeffi-
cient D determines the amplitude of the mode and depends
on the actual excitation of the mode. For antisymmetric
Lamb modes, the solution is

ũy = i
C

h
�−

��̄2 − �̄2�cos �̄

2�̄ cos �̄
cos� �̄y

h
� + �̄ cos� �̄y

h
�� ,

�6a�

ũz =
C

h
� ��̄2 − �̄2�cos �̄

2�̄ cos �̄
sin� �̄y

h
� + �̄ sin� �̄y

h
�� , �6b�

with the complex amplitude C. An important feature of
Lamb modes is given by the dispersion relations between
frequency and wave number, which allows for only modes
with certain combinations of frequencies and wave numbers
to propagate.

For the secondary boundary value problem, de Lima and
Hamilton5 employed a modal expansion technique. The sec-
ondary solution is written as

u�2��y,z,t� = 	
n=1

N

An�z�ũn�y�e−2i�t, �7�

which displays the sum of the N propagating linear modes at
twice the primary frequency, 2�, weighted by the respective
amplitude coefficient An�z� for each mode n in the expan-
sion. This means that An�z� determines how strong a certain
secondary mode in the expansion is excited. Some manipu-
lations, including a reciprocity relation and the orthogonality
condition for linear modes, lead to an ordinary differential
equation for An�z�, whose solution is given by

An�z� =
fn

vol + fn
surf

4Pnn 
 i

�n
� − 2�

�e2i�z − ei�n
�z� if �n

� � 2�

ze2i�z if �n
� = 2�

� ,

�8�

where � is the Lamb wave number of the primary mode, �n

is the Lamb wave number of the nth secondary mode in the
expansion, the superscript “ �” denotes the complex conju-
gate, and

Pnn = −
1

2
Re�

−h

h

ṽn
� · �̃n · nzdy �9�

is the power carried by the nth secondary mode. nz is the unit
normal vector in z, ṽ is the particle velocity, and �̃ is the
linear stress tensor. It is seen that An�z� is proportional to the
sum of the terms

fn
vol = �

−h

h

ṽn
� · f2�dy , �10a�

2h

y
x

z

FIG. 1. Coordinate system of the infinite plate.
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fn
surf = − ny · S2� · ṽn

��−h
h , �10b�

where ny is the unit normal vector in the y-direction. fn
vol and

fn
surf are interpreted physically as the power fluxes from the

primary wave to the nth secondary mode due to material
nonlinearities via volume body forces and surface tractions,
respectively. This means that the stronger the power flux
from the primary to the nth secondary mode, the stronger the
secondary mode is excited. The power flux is caused by the
body force f2� and surface tractions due to the stress tensor
S2�. These terms represent the complex 2�-harmonic ampli-
tude of the real quantities f and S, which are given as

S̄ij = B̄
�uk

�ak

�ui

�aj
+

Ā

4

�ui

�ak

�uk

�aj
+ �� + B̄�

�uk

�ak

�uj

�ai
+ �� +

Ā

4
�

	� �uj

�ak

�ui

�ak
+

�uk

�aj

�uk

�ai
+

�uj

�ak

�uk

�ai
� + ��

2

�uk

�al

�uk

�al

+ C̄
�uk

�ak

�ul

�al
�
ij +

B̄

2
� �uk

�al

�uk

�al
+

�uk

�al

�ul

�ak
�
ij �11a�

in index notation, and

f = � · S . �11b�

The quantities in Eq. �11a� are the real primary displacement
field ui, Lamé’s constant �, the shear modulus �, the third-

order elastic material constants10 Ā, B̄, and C̄, and the coor-
dinates in the reference configuration �a1 ,a2 ,a3�= �x ,y ,z�.
Equation �11� is obtained by the perturbation of the nonlinear
boundary value problem, when keeping up to quadratic terms
of displacements in the constitutive relation.

III. SYMMETRY PROPERTIES

Based on the modal solution presented above, both de
Lima and Hamilton5 and Deng6 concluded contradictory
symmetry properties of the second harmonic wave. de Lima
and Hamilton stated that a primary mode can generate a sec-
ondary mode only of the same symmetry, e.g., an antisym-
metric primary mode can excite an antisymmetric, but not a
symmetric second harmonic mode, and vice versa. In con-
trast, Deng stated that the second harmonic wave must be
purely symmetric, thus contradicting de Lima and Hamilton.
Note that Deng did not conclude explicitly that a symmetric
secondary mode can be generated by an antisymmetric pri-
mary mode.

This section clarifies this symmetry issue by the use of
the modal solution presented in Sec. II employing generic
y-symmetric functions, similar to Srivastava and di Scalea.7

Equations �7� and �8� show that a secondary mode n can be
excited only if the power flux from the primary to the sec-
ondary mode is nonzero, i.e., if fn

vol+ fn
surf�0. In general, the

computations of fn
vol and fn

surf are very lengthy. Conclusions
on symmetries can be achieved, however, by utilizing simple
symmetry properties of functions.

In preparation for demonstrating the symmetry proper-
ties of the forcing terms f and S, the expression for S in Eq.
�11a� is expanded for the two dimensions y and z, since the

x-component of the displacement field for Lamb modes is
zero when plane strain is assumed, i.e., � /�x=0. This result
is shown in the Appendix.

Now, let the primary mode be a symmetric Lamb mode
whose displacement field is given in Eq. �4�. In order to
investigate symmetries along the y-axis, the following nota-
tion is introduced: S�y� is a generic, unspecified element of
the set of symmetric functions in y, while A�y� is a generic,
unspecified element of the set of antisymmetric functions in
y. As discussed earlier, uy =A�y� and uz=S�y� hold for a
symmetric mode. It is also seen that a derivative of ui with
respect to y changes the type of symmetry in y, while a
derivative with respect to z does not change the type of sym-
metry in y. Moreover, the following rules are known:

�1� S�y� ·S�y�=S�y� and A�y� ·A�y�=S�y�.
�2� A�y� ·S�y�=A�y� and S�y� ·A�y�=A�y�.
�3� S�y�+S�y�=S�y� and A�y�+A�y�=A�y�.

Using these results, the symmetry of the first term of Eq.
�A1� is calculated as

�uy

�y

�uy

�y
= S�y� · S�y� = S�y� .

In the same way, it is easily shown that all the terms on the
diagonal of S are S�y�, while all the off-diagonal terms are
A�y�; hence

Ssym = �S�y� A�y�

A�y� S�y� � . �12a�

Furthermore, by Eq. �11b�,

fsym = � �

�y

�

�z
� · �S�y� A�y�

A�y� S�y� � = �A�y�

S�y� � , �12b�

where the subscript stands for the type of symmetry of the
primary mode.

If the primary mode is antisymmetric, Eq. �6� shows that
uy =S�y� and uz=A�y�. Application to the same exemplary
term above

�uy

�y

�uy

�y
= A�y� · A�y� = S�y�

yields the same result for that of a symmetric primary mode.
This is explained by the fact that products of displacements
are involved—even though each single term changes its
symmetry in y, as compared to the analysis of a symmetric
primary mode, the product rules lead back to the same result.
Hence,

S = �S�y� A�y�

A�y� S�y� � , �13a�

and

f = �A�y� S�y� �T, �13b�

independent of the primary mode’s symmetry. Since f2� and
S2� are the complex harmonic amplitudes of f and S, they
show the same symmetry properties.
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Recalling Eq. �10�, the result for the power fluxes fn
vol

and fn
surf depend on the symmetry properties of the secondary

mode n. From ṽ= i�ũ, one concludes

ṽsym = �A�y� S�y� �T �14a�

for a symmetric mode, and

ṽasym = �S�y� A�y� �T �14b�

for an antisymmetric mode. Finally, with ny = �1, 0� and the
secondary mode being symmetric, Eq. �10� becomes

fn
surf=�1, 0 � · �S�y� A�y�

A�y� S�y� � · �A�y�

S�y� �y=−h

h

= A�y��y=−h
h � 0, �15a�

fn
vol = �

y=−h

h �A�y�

S�y� �
T

· �A�y�

S�y� �dy = �
y=−h

h

S�y�dy � 0.

�15b�

It is noted that the inequality to zero holds in general, but
there might be special frequencies and pairs of primary and
secondary modes, for which at least one of these terms or
their sum can be zero. Thus, if the secondary mode is sym-
metric, An�z��0 holds generally.

For the secondary mode being antisymmetric, one ob-
tains

fn
surf = �1, 0 � · �S�y� A�y�

A�y� S�y� � · �S�y�

A�y� �y=−h

h

= S�y��y=−h
h = 0, �16a�

fn
vol = �

y=−h

h �S�y�

A�y� �
T

· �A�y�

S�y� �dy = �
y=−h

h

A�y�dy = 0,

�16b�

implying that An�z�=0 according to Eq. �8�.
Summarizing these results, it is concluded that both a

symmetric and an antisymmetric primary mode can excite a
symmetric mode at twice the primary frequency. In contrast,
neither a symmetric nor an antisymmetric primary mode can
excite an antisymmetric mode at twice the primary fre-
quency. Figure 2 displays this result graphically. Other
authors6,7,11 stated that the secondary wave is purely sym-
metric at the double frequency. However, they do not men-

tion explicitly that the cross-modal excitation from an anti-
symmetric primary mode to a symmetric secondary mode is
possible.

IV. INTERNAL RESONANCE

Recalling the modal solution in Sec. II, de Lima and
Hamilton5 observed that the amplitude coefficient An�z� in
Eq. �8� shows two fundamentally different behaviors depend-
ing on the relation between the wave numbers of the primary
mode and the nth secondary mode. Noting the definition of
the phase velocity

cph =
�

k
, �17�

the second case in Eq. �8� is referred to as phase velocity
matching, since ��2��=2� and ��2��=2� imply that

cph
�2�� =

��2��

��2�� =
�

�
= cph, �18�

where the superscript �2�� denotes the terms associated with
the second harmonic mode. Also note from Eq. �5� that for

the case of phase velocity matching, �̄�2��=2�̄ and �̄�2��

=2�̄.
If in addition to phase velocity matching, nonzero power

flux from the primary to the secondary wave is assumed, the
secondary mode shows internal resonance. In this case, the
solution for the nth mode in the expansion takes the form

un
�2� =

fn
vol + fn

surf

4Pnn
z ũn

�2��y� e2i��z−�t�. �19�

The term internal resonance5 is motivated by the linearly
growing amplitude with propagation distance, z. This propor-
tionality between the amplitude and the propagation distance
suggests that the secondary mode can grow without any
bounds. However, this behavior is prohibited by the pertur-
bation condition of Eq. �2�, which means that the perturba-
tion solution is valid only up to a certain propagation dis-
tance.

de Lima and Hamilton5 also mentioned that the nonreso-
nant solution in Eq. �8�, where ��2���2�, results in the sinu-
soidal behavior

un
�2� =

fn
vol + fn

surf

2Pnn�d
sin�1

2
�dz� ũn

�2��y� ei��1/2��2�+��2���z−2�t�,

�20�

where �d=��2��−2� is interpreted as the deviance from exact
phase velocity matching. In general, this nonresonant solu-
tion is not desirable, since displacements are bounded, and
there are distances z where the amplitude is identically zero.
However, a special case not mentioned in de Lima and
Hamilton5 is practically relevant; if �d is very small, the
nonresonant solution approaches the resonant solution. In
this case of approximate phase velocity matching, the second
harmonic solution grows at an almost linear rate with propa-
gation distance. Figure 3 shows the qualitative behavior of
the amplitude depending on phase velocity matching.

symmetricsymmetric

antisymmetric

P

M

RIMARY

ODE
Seco
S

M

ECONDARY

ODE

not possible

possible

LEGEND

antisymmetric

FIG. 2. Symmetry scheme of the second harmonic Lamb wave generation.
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For material’s characterization applications in NDE, ex-
act or approximate internal resonance has several advan-
tages. First, the growing amplitude results in large displace-
ments after some propagation distance, improving the signal-
to-noise ratio for measurements. In addition, other modes
that are not in internal resonance may be disregarded as
small when compared to the mode in resonance, after some
distance, so that they do not interfere with the resonant mode
under consideration.

V. GROUP VELOCITY MATCHING

Knowing that exact or approximate internal resonance is
a desirable feature, finally, consider the additional impor-
tance of group velocity matching for practical measurements.
In practice, the group velocity

cg =
d�

d�
=

d�̄

d�̄
�21�

plays an important role, since the group velocity—and not
the phase velocity—is the propagation velocity of the energy
of finite “wave packets” with similar frequencies. It follows
that signals of different group velocities will shift relative to
each other with propagation distance. Thus, if the primary
and the secondary modes have different group velocities, the
initial secondary mode generated at the beginning will sepa-
rate locally from the primary mode, making the power flux
from the primary to the initial secondary mode zero. This
results in a bounded secondary wave whose amplitude does
not show a linear increase with propagation distance. There-
fore, for practical applications which employ finite wave
packets, group velocity matching is required. Group velocity
matching is defined as cg

�2��=cg.
While it is commonly agreed that phase velocity match-

ing is a necessary condition, the concept of group velocity
matching is more controversial. Deng et al.,12 for instance,
did not believe that group velocity matching is a necessary
condition, while Lee et al.13 supported the argument given
above. The analytical complexity to describe the influence of
the group velocity on time-domain signals makes analytical
arguments difficult to prove. The physical interpretation
given above suggests group velocity matching at least as an
adjuvant condition, if not necessary.

Two expressions of the group velocity in terms of the
variables �̄, �̄, and cph will be stated for future reference.

Note that according to Eq. �17�, only two of these variables
are independent. First, the frequency equations from the lin-
ear elastic theory8 for symmetric and for antisymmetric
modes, respectively, are

�sym��̄,�̄� = cos �̄ sin �̄ ��̄2 − �̄2�2

+ sin �̄ cos �̄ 4�̄�̄�̄2 = 0 �22�

and

�asym��̄,�̄� = sin �̄ cos �̄ ��̄2 − �̄2�2

+ cos �̄ sin �̄ 4�̄�̄�̄2 = 0, �23�

representing implicit functions of �̄ and �̄. Following Pilar-
ski et al.,14 if �̄ is regarded as �̄= �̄��̄�, the group velocity is
written as

cg,sym = −
��sym/��̄

��sym/��̄
=

Nsym

Dsym
�24�

and

cg,asym = −
��asym/��̄

��asym/��̄
=

Nasym

Dasym
, �25�

according to Eq. �21� and the rules of derivatives of implicit
functions. By carrying out these derivatives, one obtains

Nsym = cos �̄ cos �̄ ��̄�̄��̄2 − �̄2�2 + 4�̄�̄2�̄3�

− sin �̄ sin �̄ ��̄�̄��̄2 − �̄2�2 + 4�̄2�̄�̄3�

+ sin �̄ cos �̄ �4�̄2�̄3 + 4�̄2�̄3 − 8�̄2�̄2�̄�

− cos �̄ sin �̄ 8�̄�̄�̄��̄2 − �̄2� , �26a�

Dsym = cos �̄ cos �̄ ��̄
�̄

cT
2 ��̄2 − �̄2�2 + 4�̄�̄2�̄2 �̄

cL
2�

− sin �̄ sin �̄ ��̄
�̄

cL
2 ��̄2 − �̄2�2 + 4�̄2�̄�̄2 �̄

cT
2�

+ sin �̄ cos �̄ �4�̄2�̄2 �̄

cL
2 + 4�̄2�̄2 �̄

cT
2�

− cos �̄ sin �̄ 4�̄�̄
�̄

cT
2 ��̄2 − �̄2� �26b�

for symmetric modes, and

Nasym = cos �̄ cos �̄ ��̄�̄��̄2 − �̄2�2 + 4�̄2�̄�̄3�

− sin �̄ sin �̄ ��̄�̄��̄2 − �̄2�2 + 4�̄�̄2�̄3�

− sin �̄ cos �̄ 8�̄�̄�̄��̄2 − �̄2�

+ cos �̄ sin �̄ �4�̄2�̄3 + 4�̄2�̄3 − 8�̄2�̄2�̄� , �27a�
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FIG. 3. Qualitative behavior of the second harmonic amplitude depending
on phase velocity matching.
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Dasym = cos �̄ cos �̄ ��̄
�̄

cL
2 ��̄2 − �̄2�2 + 4�̄2�̄�̄2 �̄

cT
2�

− sin �̄ sin �̄ ��̄
�̄

cT
2 ��̄2 − �̄2�2 + 4�̄�̄2�̄2 �̄

cL
2�

− sin �̄ cos �̄ 4�̄�̄
�̄

cT
2 ��̄2 − �̄2�

+ cos �̄ sin �̄ �4�̄2�̄2 �̄

cL
2 + 4�̄2�̄2 �̄

cT
2� �27b�

for antisymmetric modes. It should be noted that both �̄ and

�̄ are functions of �̄ and �̄. Rose15 presented a description of
the group velocity in terms of �̄ and cph.

cg = cph
2 �cph − �̄

dcph

d�̄
�−1

. �28�

VI. CHARACTERISTICS OF MATCHING MODE
PAIRS

Finally, five mode types �which are independent of ma-
terial properties� that satisfy all three requirements for a cu-
mulative increase in second harmonic amplitude with propa-
gation distance—nonzero power flux, plus phase and group
velocity matching—are identified. Figure 4 shows an ex-
ample for each type in the dispersion curves for an aluminum
plate �cL=6320 m /ms, cT=3130 m /ms�, featuring cross-
ing points �C�, symmetric modes at the longitudinal phase
velocity �L�, nonzero order modes near cutoff frequencies
�O�, nonzero order modes with a high wave number �T�, and
the fundamental modes A0 and S0 with a high wave number
�quasi-Rayleigh wave� �R�. Each matching pair is considered
in detail to determine their usefulness for practical measure-
ments, with an emphasis on conditions for specific frequen-
cies and wave numbers, plus the amplitudes of surface dis-
placements, particularly out-of-plane motion, which tends to
be easier to experimentally measure.

A. Crossing points

A crossing point is defined as a ��̄ , �̄�-pair for which a
symmetric and an antisymmetric mode cross in the disper-
sion curves. It turns out that this is possible in the region

cph�cL, where both �̄ and �̄ are real and positive. Thus, at a
crossing point, both Eqs. �22� and �23� need to be satisfied
simultaneously. By subtraction of Eq. �22� from Eq. �23�,
one obtains

�sin �̄ cos �̄ − cos �̄ sin �̄����̄2 − �̄2�2 − 4�̄�̄�̄2� = 0.

�29�

Solving for the term ��̄2− �̄2�2−4�̄�̄�̄2=0 reduces to the
Rayleigh wave speed cR, which is not the solution sought,
since cRcL. Hence, from Eq. �29�,

sin �̄ cos �̄ − cos �̄ sin �̄ = sin��̄ − �̄� = 0 �30�

or

�̄ − �̄ = n�, n � N �31�

is inferred. Substituting this condition into Eq. �22� yields

cos �̄ sin �̄ ��̄2 − �̄2�2 + sin �̄ cos �̄ 4�̄�̄�̄2 = 0; �32�

hence one concludes

�̄ = n�/2, n � N+. �33�

Recalling Eq. �31�, it is proved that at a crossing point, either
case I

�̄ = n��, �̄ = n��, n�,n� � N+, �34�

or case II

�̄ =
�2n� − 1��

2
, �̄ =

�2n� − 1��
2

, n�,n� � N+ �35�

must hold. Note that n��n� by the definition of �̄ and �̄.
Using Eq. �5�, these conditions allow for the computation of
the corresponding frequencies as

�̄ =� n

cL
2 − cT

2 cLcT� , �36�

where n=n�
2 −n�

2 for case I and n=n��n�−1�−n��n�−1� for
case II.

Assuming phase velocity matching, it is concluded for
both cases that

�̄�2�� = n̄��, �̄�2�� = n̄��, n̄�, n̄� � N+, �37�

at frequency 2�̄. For case I, both n̄� and n̄� are even, and odd
for case II. This fulfills Eq. �34� and it follows that
��̄�2�� , �̄�2��� is a crossing point of case I, which matches
phase velocity with the point ��̄ , �̄�. By the definition of a
crossing point, it is obvious that there is phase velocity
matching from the symmetric as well as from the antisym-
metric mode to both the symmetric and antisymmetric modes
at the double frequency.

For the group velocities, the results from Eqs. �24�, �25�,
�26a�, �26b�, �27a�, and �27b� are recalled. For case I, using
Eq. �34�, the group velocities are

cg,sym
I =

�̄��̄2 − �̄2�2 + 4�̄2�̄3

��̄/cT
2���̄2 − �̄2�2 + 4�̄2�̄2��̄/cL

2�
, �38�
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FIG. 4. Dispersion curves for an aluminum plate with matching mode pairs:
C—crossing, L—symmetric modes at longitudinal phase velocity,
O—cutoff frequency, T—nonzero order modes with a high wave number,
and R—quasi-Rayleigh wave.
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cg,asym
I =

�̄��̄2 − �̄2�2 + 4�̄2�̄3

��̄/cL
2���̄2 − �̄2�2 + 4�̄2�̄2��̄/cT

2�
, �39�

while for case II, using Eq. �35�, one arrives at

cg,sym
II =

�̄��̄2 − �̄2�2 + 4�̄2�̄3

��̄/cL
2���̄2 − �̄2�2 + 4�̄2�̄2��̄/cT

2�
, �40�

cg,asym
II =

�̄��̄2 − �̄2�2 + 4�̄2�̄3

��̄/cT
2���̄2 − �̄2�2 + 4�̄2�̄2��̄/cL

2�
. �41�

Note that cg,sym
I =cg,asym

II and cg,sym
II =cg,asym

I .
Regarding the crossing point at the double frequency, it

was stated already that it can be only of case I. Since phase
velocity matching is shown, the group velocities of the cross-
ing point at frequency 2�̄ are obtained with Eqs. �38� and
�39� for case I. Then, the factors of 2 cancel and it is shown
that

cg,sym
I = cg,sym

I,�2��, �42�

cg,asym
I = cg,asym

I,�2�� . �43�

Thus, the following conclusions are made.

• If the crossing point ��̄ , �̄� is case I, then there is group
velocity matching from the symmetric mode at ��̄ , �̄� to
the symmetric mode at �2�̄ ,2�̄�, i.e., cg,sym

I =cg,sym
I,�2��, as well

as from the antisymmetric mode at ��̄ , �̄� to the antisym-
metric mode at �2�̄ ,2�̄�, i.e., cg,asym

I =cg,asym
I,�2�� .

• If the crossing point ��̄ , �̄� is case II, then there is group
velocity matching from the symmetric mode at ��̄ , �̄� to
the antisymmetric mode at �2�̄ ,2�̄�, i.e., cg,sym

II =cg,asym
I,�2�� , as

well as from the antisymmetric mode at ��̄ , �̄� to the sym-
metric mode at �2�̄ ,2�̄�, i.e., cg,asym

II =cg,sym
I,�2��.

Table I itemizes each possible combination along with
the results about the displacements at the surface, which are
explored in the following.

Regarding case I crossing points, the displacements at
the surface follow by substitution of Eq. �34� into Eqs. �4�
and �6�, setting y=h. For symmetric modes, one obtains

ũy
I �h� = 0, �44a�

ũz
I�h� = Dh�̄

�̄2 + �̄2

�̄2 − �̄2
cos �̄ , �44b�

where the frequency equation, Eq. �22�, is applied to sim-
plify the expression. The displacements at the surface for the
antisymmetric modes take the form

ũy
I �h� = iCh

�̄2 + �̄2

2�̄
cos �̄ , �45a�

ũz
I�h� = 0, �45b�

where the frequency equation Eq. �23� is used.
Similarly, using Eq. �35� for case II crossing points

yields

ũy
II�h� = iDh

�̄2 + �̄2

2�̄
sin �̄ , �46a�

ũz
II�h� = 0 �46b�

for symmetric modes, and

ũy
II�h� = 0, �47a�

ũz
II�h� = − Ch�̄

�̄2 + �̄2

�̄2 − �̄2
sin �̄ �47b�

for antisymmetric modes.
Summarizing these results with reference to Table I, ei-

ther the symmetric or the antisymmetric mode at a crossing
point matches phase and group velocity with the symmetric
mode of the crossing point at the double frequency. Two
observations deserve special mention. First, only the first two
entries in Table I satisfy all the conditions required above.
The other entries have either an antisymmetric secondary
mode making the power flux from the primary wave zero or
do not match group velocity. Second, for all the relevant
pairs, the normal displacements at the surface are identically
zero.

B. Symmetric modes at the longitudinal velocity

An investigation of symmetric Lamb modes at the lon-
gitudinal phase velocity cL with regard to the out-of-plane
displacement at the free surface and group velocity was pre-

TABLE I. Phase velocity matching mode pairs at crossing points.

From mode at �̄ To mode at 2�̄

Group match.Sym. Case ũy�h� ũz�h� Sym. Case ũy�h� ũz�h�

Sym I 0 �0 Sym I 0 �0 Yes
Asym II 0 �0 Sym I 0 �0 Yes
Sym II �0 0 Sym I 0 �0 No
Asym I �0 0 Sym I 0 �0 No
Asym I �0 0 Asym I �0 0 Yes
Sym II �0 0 Asym I �0 0 Yes
Asym II 0 �0 Asym I �0 0 No
Sym I 0 �0 Asym I �0 0 No
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sented by Pilarski et al.14 They provide frequency-thickness
products, where phase velocity equals longitudinal velocity.
Then, they prove that the normal displacement at the surface
vanishes and that all modes at these points have the same
group velocity, which depends on the linear material proper-
ties only. This section considers these results in terms of
phase and group velocity matching.

Using the condition cph=cL, one obtains

�̄ = 0, �̄ = n�, n � N+ �48�

to satisfy the frequency relation. The corresponding frequen-
cies

�̄ =
n�cT

�1 − �cT/cL�2
, n � N+ �49�

are obtained from Eqs. �5� and �48�. Assuming phase veloc-
ity matching yields

�̄�2�� = 0, �̄�2�� = 2n�, n � N+, �50�

which satisfies Eq. �48�. Thus, there is phase velocity match-
ing from each symmetric mode at the frequencies described
in Eq. �49� to another symmetric mode at the double fre-
quency both having the longitudinal phase velocity.

Substitution of Eq. �48� into the relation for the group
velocity Eq. �24� results in

cg =
�̄��̄2 − �̄2�2 + 8�̄2�̄3

��̄/cT
2���̄2 − �̄2�2 + 8�̄2�̄2��̄/cL

2�
, �51�

where the limit sin��̄�� �̄ is used, since �̄ is very small. This
is simplified as

cg =
cLcT

2�cL
4 + 4cL

2cT
2 − 4cT

4�
12cL

2cT
4 − 4cL

4cT
2 + cL

6 − 8cT
6 �52�

and thus depends only on the material’s properties. Conse-
quently, the group velocity is constant for all symmetric
modes at the longitudinal phase velocity. This means, for
each phase velocity matching pair, group velocity matching
is fulfilled as well. Note that Pilarski et al.14 obtained another
value for the group velocity. Confidence in the value pre-
sented here is gained by comparison to numerical results
from the software DISPERSE.16

The displacement field in Eq. �4� yields

ũy�h� = 0, �53�

if the conditions of Eq. �48� are satisfied, i.e., the normal
displacement at the surface is zero. Using the frequency Eq.
�22�, the in-plane displacement at the surface becomes

ũz�h� = Dh�̄
�̄2 + �̄2

�̄2 − �̄2
cos �̄ , �54�

which is nonzero.
In summary, each symmetric mode at the longitudinal

phase velocity shows phase and group velocity matching to
another symmetric mode at the double frequency. The re-
spective frequencies and the common group velocity are

given above. As is the case for crossing points, the out-of-
plane displacement at the surface is zero, while the in-plane
displacement at the surface is nonzero.

C. Nonzero order modes near cutoff frequencies

Graff8 provided a concise introduction to cutoff frequen-
cies, which are obtained for the low wave number limit �̄
→0. This section relates Graff’s results to phase and group
velocity matching.

In the low wave number limit �̄→0,

�̄ →
�̄

cL
, �̄ →

�̄

cT
, �55�

hold, which leads to the conditions

case SI: �̄ →
�2n − 1��

2
, n � N+ �56a�

or

case SII: �̄ → n�, n � N+, �56b�

for symmetric modes, and

case AI: �̄ → n�, n � N+ �56c�

or

case AII: �̄ →
�2n − 1��

2
, n � N+, �56d�

for antisymmetric modes. From Eqs. �55� and �56�, the re-
spective cutoff frequencies are obtained as

case SI: �̄ →
�2n − 1��

2
cL, n � N+, �57a�

case SII: �̄ → n�cT, n � N+, �57b�

case AI: �̄ → n�cL, n � N+, �57c�

case AII: �̄ →
�2n − 1��

2
cT, n � N+. �57d�

To show phase velocity matching for a case SI mode in
the limit �̄→0, the phase velocity matching conditions are
applied to Eq. �56a� to obtain

�̄SI
�2�� = �2n − 1�� � case AI, �58a�

where the subindex indicates the type of the mode at fre-
quency �̄. This means that there is phase velocity matching
from every case SI mode to the case AI mode at the double
frequency. Similarly, the phase velocity matching conditions
for the other cases

�̄SII
�2�� = 2n� � case SII, �58b�

�̄AI
�2�� = 2n� � case AI, �58c�

�̄AII
�2�� = �2n − 1�� � case SII �58d�

are obtained. In other words, in the limit �̄→0 there is phase
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velocity matching:

• from every case SI symmetric mode to a case AI antisym-
metric mode,

• from every case SII symmetric mode to a case SII sym-
metric mode,

• from every case AI antisymmetric mode to a case AI anti-
symmetric mode, and

• from every case AII antisymmetric mode to a case SII
symmetric mode.

Note that cph→� as �̄→0, and thus, phase velocity
matching in this limiting case means that both phase veloci-
ties of the mode pair approach infinity.

The group velocities for all the modes described above
converge to zero, i.e.,

cg
i → 0, i = SI,SII,AI,AII �59�

as �̄→0, which is observed by Eqs. �24� and �25�. Using the
relations for the cutoff frequencies above, all the terms in the
nominator tend to zero, while there is always a term in the
denominator that does not vanish. Hence, each phase veloc-
ity matching pair shows group velocity matching with the
group velocity tending to zero.

Graff’s8 results are presented for the surface displace-
ments. The displacements of symmetric modes become

ũy�y� → −
A

h
�̄ sin �̄

y

h
, �60a�

ũz�y� → −
D

h
�̄ cos �̄

y

h
, �60b�

as �̄→0, where A is another arbitrary complex constant. For
case I, the boundary conditions require D=0, thus

ũy
SI�h� → −

A

h
�̄ sin �̄, ũz

SI�h� → 0 �61�

with �̄→ �2n−1�� /2. For case SII, on the other hand, A=0
is required, resulting in

ũy
SII�h� → 0, ũz

SII�h� → −
D

h
�̄ cos �̄ �62�

with �̄→n�.
Regarding antisymmetric modes, the displacement field

reduces to

ũy�y� →
B

h
�̄ cos �̄

y

h
, �63a�

ũz�y� →
C

h
�̄ sin �̄

y

h
�63b�

with the complex constant B. For case AI, the boundary con-
ditions yield C=0, or

ũy
AI�h� →

B

h
�̄ cos �̄, ũz

AI�h� → 0 �64�

with �̄→n�, while case AII requires B=0, and thus

ũy
AII�h� → 0, ũz

AII�h� →
C

h
�̄ sin �̄ , �65�

where �̄→ �2n−1�� /2.
Table II shows all the possible combinations with their

displacements at the surface. Again, only symmetric modes
at double frequencies are useful for second harmonic genera-
tion, i.e., the first two entries in the table. One observes—as
in Secs. VI A and VI B—that the out-of-plane displacement
at the surface for these modes is zero, while the in-plane
component is nonzero. For �̄=0, the group velocity is zero,
meaning that no energy is carried and the wave does not
propagate. For this reason, these modes are practically rel-
evant only in the approximation where �̄ is small, but non-
zero. Then, phase velocity matching holds approximately,
and the group velocity and the normal displacement at the
surface is small, but nonzero.

D. Nonzero order modes with high wave number

For high wave numbers, i.e., �̄→�, nonzero order
modes show a nondispersive behavior. It will be shown that
both the phase and the group velocity converge to the shear
wave speed cT for all nonzero order modes, and thus satisfy
approximately the matching conditions.

In this section, the region cTcphcL is considered. It
follows that �̄= �̄�i, where

�̄� =��̄2 − � �̄

cL
�2

, �66�

and thus, the frequency equations are

TABLE II. Phase velocity matching mode pairs at cutoff frequencies.

From mode at �̄ To mode at 2�̄

Case �̄ , �̄ ũy�h� ũz�h� Case �̄ , �̄ ũy�h� ũz�h�

SII �̄=n� 0 �0 SII �̄=2n� 0 �0

AII
�̄ =

�2n − 1��
2 0 �0 SII �̄= �2n−1�� 0 �0

SI
�̄ =

�2n − 1��
2 �0 0 AI �̄= �2n+1�� �0 0

AI �̄=n� �0 0 AI �̄=2n� �0 0
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�sym��̄,�̄� = sin �̄ �1 − � �̄

�̄
�2�2

− 4 tanh �̄� cos �̄
�̄��̄

�̄2 = 0 �67�

and

�asym��̄,�̄� = cos �̄ �1 − � �̄

�̄
�2�2

+ 4 coth �̄� sin �̄
�̄��̄

�̄2 = 0. �68�

In the high wave number limit �̄→�, requiring

�̄ → n�, n � N+ �69�

satisfies Eq. �67� for symmetric modes. Similarly, Eq. �68�
for antisymmetric modes holds for

�̄ →
�2n − 1��

2
, n � N+. �70�

In these cases, since

�̄

�̄
=�� cph

cT
�2

− 1 → 0, �71�

one concludes cph→cT, and

�̄� = �̄�1 − � cph

cL
�2

→ �̄� → � , �72�

where �=�1− �cT /cL�2. That is, the phase velocity of all the
nonzero order modes converges to the shear velocity for �̄
→�. Furthermore, since �̄→cT�̄→�, the frequency in-
creases with wave number.

Since all the nonzero order modes converge to the same
phase velocity, there is phase velocity matching from each of
these modes to every nonzero order mode in the high wave
number limit �̄→�. This also implies that the modes show a
nondispersive behavior, meaning that �cph /��̄=0. From Eq.
�28�,

cg → cph → cT �73�

follows, i.e., the group velocities of all the nonzero order
modes converge to the shear velocity. Thus, group velocity
matching from each to every nonzero order mode is con-
cluded for the limit �̄→�.

For the subsequent investigation of the displacements,
the limits

��̄2 − �̄2�
�̄

= �̄�1 − � �̄

�̄
�2�→ �̄ �74�

and

��̄2 − �̄2�
�̄

=
1

�
�̄�1 − � �̄

�̄
�2�→

�̄

�
�75�

will be helpful. Another limit for symmetric modes is ob-
tained using the frequency relation, Eq. �67�,

�̄ sin �̄ → 4 tanh �̄� cos �̄
�̄��̄

�̄
→ 4��̄ cos �̄  � ,

�76�

which is used to calculate the displacements at the surface
from Eq. �4�,

ũy
sym�h� → 2iDh��̄ cos �̄  � , �77a�

ũz
sym�h� → Dh�̄ cos �̄  � . �77b�

Equation �77� suggests that the displacements at the surface
are nonzero. Yet, if the depth yn=h / �2n� is considered, for
example, one term in the normal displacement of Eq. �4�
tends to infinity, since

�̄ sin��̄yn/h� → �̄ sin��/2� = �̄ → � . �78�

Thus, D has to approach zero in order to obtain a physically
reasonable, finite displacement field, and the out-of-plane
displacement at the surface uy�h� becomes infinitesimally
small compared to the displacement uy�h / �2n��, i.e.,

ũy
sym�h� → 0. �79�

For the in-plane displacement uz�y�, there is no depth y to
make any term unbounded, so that

ũz
sym�y� → 0 for all y �80�

follows, i.e., the wave tends to become a pure shear wave as
�̄→�, propagating at the shear wave speed.

Regarding antisymmetric modes, Eqs. �68� and �70�
yield the limit

�̄ cos �̄ → − 4 coth �̄� sin �̄
�̄��̄

�̄
→ − 4��̄ sin �̄  � ,

�81�

which is used to calculate the displacements of Eq. �6� at the
surface,

ũy
asym�h� → − 2iCh��̄ sin �̄  � , �82a�

ũz
asym�h� → − Ch�̄ sin �̄  � . �82b�

If the middle layer yn=0 is considered in Eq. �6�, the normal
displacement tends to infinity because

�̄ cos��̄yn/h� → �̄ cos�0� = �̄ → � , �83�

while there is no y that makes the in-plane displacement
unbounded. Hence, with the same argument as above,

ũy
asym�h� → 0 �84�

and

ũz
asym�y� → 0 for all y . �85�

Thus, as �̄→�, both symmetric and antisymmetric modes
tend to become pure shear waves at the shear velocity with
zero displacements at the surface.

In summary, as �̄→� in the region cTcphcL, it is
shown that all nonzero order modes approach the shear ve-
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locity cT in both the phase and the group velocity. Hence,
phase and group velocity matching is concluded from each to
every mode in the high wave number limit. Furthermore, the
out-of-plane displacement at the surface and the in-plane dis-
placement over the whole cross section converge to zero, so
that the motion becomes pure shear. From a practical per-
spective, the results may be applied approximately, i.e., as �̄
becomes large but not infinity. Then, depending on the wave
number and the approximation tolerance applied, the results
hold for a certain number of modes.

E. Fundamental modes with high wave number
„quasi-Rayleigh surface wave…

In the region cphcTcL for �̄→�, the fundamental
modes take the form of a Rayleigh surface wave, called a
quasi-Rayleigh wave for plates. The additional term quasi
indicates that this is not the original Rayleigh wave—as de-
fined for a semi-infinite half-space—but the Lamb modes
that behave like a Rayleigh wave in the high frequency do-
main. As �̄ increases, the wavelength becomes much smaller
than the plate’s thickness, so that the plate appears approxi-
mately as a semi-infinite half-space.

The condition cphcT implies that �̄ and �̄ are complex

and written as �̄= i�̄� and �̄= i�̄�, where �̄� as in Eq. �66�
and

�̄� =��̄2 − � �̄

cT
�2

. �86�

The frequency equations �22� and �23� reduce to the Ray-
leigh wave equation

��̄2 + �̄�2�2 − 4�̄��̄��̄2 = 0, �87�

whose solution is the Rayleigh wave speed cR with the prop-
erty cRcT. Hence, the limits

�̄� = �̄�1 − � cR

cL
�2

→ �̄�� → � , �88�

�̄� = �̄�1 − � cR

cT
�2

→ �̄�� → � �89�

are concluded, where ��=�1− �cR /cL�2 and ��

=�1− �cR /cT�2.
Since both fundamental modes A0 and S0 converge to

the Rayleigh wave speed in the high wave number limit �̄
→�, there is phase velocity matching from each fundamen-
tal mode to itself and to the other one. As in Sec. VI D, group
velocity equals phase velocity, i.e.,

cg → cph → cR �90�

due to the nondispersive behavior and Eq. �28�. Hence,
group velocity matching for the fundamental modes is con-
cluded.

Substituting the limits obtained above in the displace-
ment fields, Eqs. �4� and �6� result in

ũy
S0�y� =

D�̄

h
� �1 + ��

2�sinh �̄�

2 sinh �̄�
sinh ��̄�

y

h
�

− sinh ��̄�
y

h
�� , �91a�

ũz
S0�y� =

iD�̄

h
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2�sinh �̄�

2�� sinh �̄�
cosh ��̄�

y

h
�

− �� cosh ��̄�
y

h
�� �91b�

for the symmetric fundamental mode S0, and

ũy
A0�y� =

iC�̄

h
�−

�1 + ��
2�cosh �̄�

2 cosh �̄�
cosh ��̄�

y

h
�

+ cosh ��̄�
y

h
�� , �92a�

ũz
A0�y� =

C�̄

h
� �1 + ��

2�cosh �̄�

2�� cosh �̄�
sinh ��̄�

y

h
�

− �� sinh ��̄�
y

h
�� �92b�

for the antisymmetric fundamental mode A0. These equa-
tions show—according to the theory of Rayleigh waves—
that the energy is concentrated at the surface and that dis-

placements vanish exponentially with depth. As �̄� and �̄�
become large, the sinh� · � and cosh� · � terms grow with a
faster exponential rate as y approaches h. In the very limit

�̄�, �̄�→�, the displacement is concentrated entirely in an
infinitesimally small layer beneath the surface. Therefore,
large out-of-plane and in-plane displacements are observed
at the plate’s surface.

In summary, for large wave numbers and frequencies,
both the phase and the group velocity of the fundamental
modes S0 and A0 converge to the Rayleigh surface wave
speed cRcT. Due to its nondispersive behavior, both phase
and group velocity matching are concluded. The displace-
ments at the surface are large as compared to the inner part
of the plate, since energy is concentrated in a thin layer be-
neath the surface.

VII. CONCLUSION

This research considers the conditions for the second
harmonic generation of Lamb waves using these results to
determine five different types of matching pairs of Lamb
modes with internal resonance. These matching mode pairs
all satisfy the conditions of nonzero power flux to the second
harmonic wave, phase velocity matching, and group velocity
matching. The first condition is shown to be satisfied if sym-
metric second harmonic modes are considered. For the ve-
locity matching conditions, two mode types match phase and
group velocity exactly �crossing points and symmetric modes
at the longitudinal velocity�, while three mode types match
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approximately �modes near cutoff frequencies, nonzero order
modes for high wave numbers, and quasi-Rayleigh wave�.
The analysis of these matching mode pairs provides critical
information for their experimental generation and detection
such as excitation frequencies, and related quantities such as
phase and group velocity. In addition, it is shown that all
these mode pairs �except for the quasi-Rayleigh pair� that
satisfy internally resonant second harmonic generation also
display zero out-of-plane displacements at the surface.

These results provide a suite of potential mode combi-
nations that can be used to experimentally measure a second
harmonic amplitude that is linearly increasing with propaga-
tion distance, potentially with a higher signal-to-noise ratio.
These measured second harmonic amplitudes enable the di-
rect characterization of a material’s nonlinear elastic compo-
nents and the associated damage state.
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APPENDIX: EXPANSION OF FORCING TERM
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+ 3� + Ā + 3B̄ + C̄� �uz

�z

�uz

�z
+ ��

2
+ � +

Ā
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Ā

2
+ B̄� �uy

�z

�uz

�y
,

�A2�

S̄yz = �� + 2� +
Ā
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Limiting factors in acoustic separation of carbon particles in air
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Particles suspended in a fluid that is exposed to an acoustic standing wave experience a
time-averaged force that drives them to either the pressure nodes or anti-nodes of the wave.
Several filter designs have been successfully implemented using this force to filter small particles in
liquids with low flow rates and small cross-sectional areas. It has been suggested that the
filtration of small solid particles out of a gas, such as carbon in air �smoke�, would be a possible
application of acoustic standing wave based particle separation. This study shows the limiting
factors, in both power requirements and design factors, of an acoustic filter designed for
filtering smoke particles across large cross-sectional areas. It is shown that while filtration is
possible, the power needed is impractical. It is also shown that operating the filter within certain
settling time parameters optimizes the energy usage of the filter.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3311883�
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I. INTRODUCTION

Kundt and Lehmann1 were the first to describe the
acoustic force exerted on small particles �relative to the ap-
plied wavelength� suspended in a fluid �e.g., spirulina cells in
water2 or carbon in air �smoke�3�, by an acoustic standing
wave. This time-averaged force was first used to visualize
the wavelength of sound by making acoustic fields visible,
such as in the well-known Kundt’s tube apparatus �which
traditionally uses lycopodium powder in air�. The effective
result of this force is to drive the particle to either the pres-
sure node or anti-node of the standing wave. The sign of the
acoustic contrast factor �ACF� indicates whether the force
will be in the direction of the nearest pressure node, or the
nearest pressure anti-node.4,5 The ACF is a parameter calcu-
lated using the densities of sound and speed of sound in the
fluid and the particle material, respectively. For example, a
water particle in air would be driven to the nearest pressure
node, whereas an air bubble in water would be driven to the
nearest pressure anti-node.

In more recent years, this force has been used in filtering
small particles in flowing fluids. While using this acoustic
force for filtration may prove to be useful in many applica-
tions across diverse media, there is not as yet a significant
amount of research being done into practical applications of
the technology.2,6 The black carbon released from the burn-
ing of fossil fuels and biomasses in industrial processes has
been identified as possibly being the second largest cause of
global warming.7 It has been suggested that using acoustic
force fields to filter the carbon particles from air would be a
possible application.2,3,6 A practical example of a useful situ-
ation for such a design would be to remove the smoke and
fly ash being released into the atmosphere by industrial
smoke stacks. This study reveals the limiting factors, in both

power requirements and design factors, of a single half-
wavelength acoustic filter designed for filtering smoke par-
ticles across large cross-sectional areas for practical indus-
trial applications.

II. CURRENT WORK

The backgrounds to several different successfully imple-
mented filter designs are discussed below, the most concep-
tually straightforward being a single half-wavelength filter
�Fig. 1�. The design applies a single half-wavelength stand-
ing wave across a cavity through which a suspension flows.
As the particles flow through the tube, they are drawn to the
center and flow inline. They can then be filtered out by sepa-
rating them from the clearer fluid toward the perimeter of the
cross-section.5,8

The most popular filter design is the h-shape separator.2,9

Named after the shape of the flow channels, the conceptual
operation of the h-shape separator is straightforward �Fig. 2�.

a�Author to whom correspondence should be addressed. Electronic address:
david@karpul.com

FIG. 1. Diagram demonstrating how a single half-wavelength acoustic filter
uses a standing wave to force particles to flow inline so they can be filtered
off separately. O1 is the clear fluid outlet; O2 is the particle enriched fluid
outlet; S1 and S2 are acoustically reflecting surfaces; P is the acoustic pres-
sure amplitude envelope; I is an impurity particle; N is the nodal plane of
acoustic pressure; and LS is a planar wave generating line source, normally
achieved through the use of a piezoceramic plate transducer.
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A fluid containing suspended particles is allowed to flow
through a small pipeline. The pipeline then opens into a
larger cavity across which an acoustic force field is exerted.
Higher order harmonics of the fundamental resonant mode
are applied across the cavity to create multiple pressure
nodes running parallel to the flow of the fluid. The particles
tend to be “captured” by the multiple nodes close to the inlet,
therefore remaining in the lower portion of the cavity, while
the fluid is free to fill the whole cavity. The particles can then
be filtered out using a separate outlet for the clearer fluid.

Much work has been done to optimize the energy den-
sity within the cavities of h-filters and to adjust the relative
size of the output pipelines for optimization of maximum
removal of particles or maximum concentration of
particles.9,10

A typical h-filter operates at frequencies in the order of
MHz and has a cavity diameter of 10 mm, operating with
fluid flow rates in the order of 100 l /day.6

A drifting resonance field separation device controls the
position of the particles rather than simply allowing them to
follow a constant trajectory or to move toward a static
location.11 Instead of applying the acoustic field directly to
the flowing fluid, it is applied through an inactive layer of
fluid �Fig. 3�. This allows the position of the nodes to be
controlled by using varying higher order harmonics of the
fundamental resonant frequency. By stepping through these
modes, a drifting resonant field is created and the particles
are swept to one side of the active volume.

III. BACKGROUND TO SMOKE STACKS

A. Introduction

Smoke stacks are industrial chimneys and take the form
of a tall vertical pipe or channel, often made from steel or
reinforced concrete. They were originally designed to en-
hance the combustion process by creating a draft of air into
the combustion zone, but now serve mainly to spread the
pollution created by the process over a larger area to comply
with government standards.

B. Volume flow rate of smoke stacks

Smoke stacks vary dramatically from application to ap-
plication. They can have internal diameters larger than 2 m,
and vary in height from tens of meters high to over three
hundred.

Many smoke stacks today employ a fan-assisted forced
draft to ensure the correct flow of air into the combustion
zone. Designs without such a fan make use of the “stack
effect,” which is a phenomenon in gases that creates a flow
proportional to the square root of the height of the stack and
the temperature difference between the exhaust gas and the
outside air. Calculating the flow created by the stack effect
for a small smoke stack, operating at a relatively low tem-
perature, would result in a conservative value for the flow
rates in smoke stacks.

Equation �1� provides an approximation of the volume
flow rate of a smoke stack using this thermal draft.12 The
equation neglects frictional resistance and heat losses. It also
assumes that the molar mass of the gas inside the stack and
the outside air are the same.

� = CA�2gl
Ti − To

Ti
, �1�

where � is the volume flow rate in m3 s−1, C is the discharge
coefficient, usually between 0.65 and 0.7, A is the cross-
sectional area in m2, g is the acceleration due to gravity, l is
the length of the smoke stack, Ti is the average absolute
temperature inside the smoke stack, and To is the ambient
absolute temperature outside the smoke stack.

Hence, the flow rate q in m s−1 can be given by

q =
�

A
= C�2gl

Ti − To

Ti
. �2�

In order to establish the minimum power needed for acoustic
filtration in smoke stacks, a typical value of a low flow rate is
needed. It is shown below that higher flow rates result in
higher power requirements. For a small smoke stack, 30 m
long, operating at 373 K �100°C, i.e., steam�, with any in-
ternal diameter, Eq. �2� produces an approximation of

FIG. 2. Diagram demonstrating how the multiple nodes created in an
h-shaped separator trap the particles and prevent them from exiting through
the low particle concentration output. O1 is the clear fluid outlet; O2 is the
particle enriched fluid outlet; S1 and S2 are acoustically reflecting surfaces;
P is the acoustic pressure amplitude envelope; I is an impurity particle; N is
a nodal plane of acoustic pressure; and LS is a planar wave generating line
source.

FIG. 3. Diagram of the basic operating principle of a drifting resonance field
separation device, demonstrating how progressive harmonics of the funda-
mental resonant frequency drift a particle from one side of the active volume
to the other. S1 and S2 are acoustically reflecting surfaces; P is the acoustic
pressure amplitude envelope; I is the impurity particle; N is a nodal plane of
acoustic pressure; LS is a planar wave generating line source; AV is the
active volume, and IV is the inactive volume.
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7.3 m s−1. Thus, the flow rate of smoke stacks in general can
be reasonably modeled around this value.

C. Fly ash

Combustion processes produce a wide range of chemical
byproducts, both gaseous and particulate matter. The com-
bustion of coal to create electricity produces fly ash, which
contains inter alia carbon in various forms, diverse organic
compounds, and sulfur compounds.

The effects of this particulate matter on people have
been widely studied and include asthma, lung cancer, cardio-
vascular issues, and premature death.13 The release of carbon
and carbon compounds into the atmosphere is strongly asso-
ciated with global warming, and industry is facing serious
regulation concerning emission control.

While fly ash takes the form of many compounds with a
range of sizes, from microns to nanometers, it may reason-
ably be modeled as spherical carbon particles with an aver-
age radius of 1 �m.

IV. CALCULATING ACOUSTIC RADIATION FORCE ON
A SINGLE PARTICLE

Yisioka et al.,14–16 and later, Gor’kov,17 presented the
first analysis of the acoustic force exerted on a single small
compressible sphere �relative to the wavelength�. Previous
analysis had considered a simpler situation of non-
compressible spheres.18 Gor’kov gives the time-averaged
force on a single, small, compressible sphere in an arbitrary
sound field as

F = − ��2

3
�R3� P2

� fcf
2 −

P2

�pcp
2 −

3� f��p − � f�
2�p − � f

v2�	 , �3�

where P2 is the temporal mean square of the acoustic pres-
sure, v2 is the temporal mean square of the fluid displace-
ment velocity, R is the particle radius, � f and �p are the
densities of the fluid medium and the particle, respectively,
and cf and cp are the velocities of sound through the fluid
medium and the particle, respectively.

Since only the pressure and the acoustic displacement
velocity are spatially dependant, Eq. �3� can be rewritten for
a one-dimensional longitudinal wave in the x-direction as

F = −
2

3
�R3 � �� 1

� fcf
2 −

1

�pcp
2� �P2

�x

− �3� f��p − � f�
2�p − � f

� �v2

�x
	 . �4�

Using the equation for adiabatic gases that states

P = − � fcf
2��

�x
, �5�

where P denotes the pressure fluctuations and � is the dis-
placement of a fluid particle from its equilibrium position,
and given a standing wave of the form

P�x,t� = A cos��t − kx� + A cos��t + kx� , �6�

where P�x , t� denotes the pressure at any given point in space
and time along a single dimension x, � is the angular fre-

quency of the wave, the amplitude of the standing wave is
given by 2�A �A denotes pressure amplitude and not area as
in Eq. �1� and Eq. �2�� and k is the wave number, which is
equal to � /cf, it can be shown that

v�x,t� =
A

� fcf
cos��t − kx� −

A

� fcf
cos��t + kx� , �7�

where v�x , t� denotes the acoustic displacement velocity at
any given point in space and time along a single dimension
x. Herewith, we obtain for the spatial gradient of the tempo-
ral average of the square of acoustic pressure P

�P2

�x
= − 2A2k sin�2kx� , �8�

and similarly for the temporal average of the square of the
fluid displacement velocity

�v2

�x
=

2A2k

� f
2cf

2 sin�2kx� . �9�

By inserting Eqs. �8� and �9� into Eq. �4�, it can be shown
that for a planar standing wave in air, Eq. �3� can be reduced
to

F = A2�C sin�2kx� , �10�

where

C = −
4

3
�R3− 5�p

2cp
2 + 2�pcp

2� f + 2� fcf
2�p + � f

2cf
2

cf
3� fcp

2�p�2�p + � f�
. �11�

V. MODELING OF SMOKE STACK FILTRATION

A. Theoretical configuration

There are many possible applications of smoke filtration.
This study focuses on addressing the pollution caused by
smoke stacks, and thus, the theoretical scenario is largely
based on typical operating parameters of an industrial smoke
stack.

For this study, a simplified model of smoke stack filtra-
tion is put forward. The smoke stack is assumed to have a
rectangular cross-section of 1�0.5 m2 as depicted in Fig. 4.
A rectangular cross-section is used for simplicity. A single

FIG. 4. Diagram of modeling parameters for acoustic filtration over a large
cross-section. The side view on the right shows how the acoustic field is
applied over a fixed length. P is the acoustic pressure amplitude envelope; N
is the nodal plane of acoustic pressure; LS is the planar wave generating line
source; TZ is the target zone; FZ is the filtration zone; and l is the length of
the filter.
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half-wavelength standing wave is excited along the longer
dimension, with the goal of driving particles to the center.
This creates a layer of agglomerated impurities in the center
that can be filtered out separately to the clearer gas toward
the outside, as in Fig. 1.

The region in the center of the longer dimension where
particles could be filtered out separately will be referred to as
the filtration zone. The region where particles are to be
moved out of the flow, and toward the filtration zone, will be
referred to as the target zone. The particles in the target zone
must be moved into the filtration zone before exiting the
filter for effective filtration to occur. The amount of time
taken for a particle on the outside of the target zone to move
into the filtration zone will be referred to as �max. Arbitrarily,
the goal will be to move approximately 90% particles into
10% of the cross-section. The 10% dead band is created
because the low magnitudes of acoustic force at the outside
of the smoke stack �Fig. 5� would cause very large �max

values and distort the measure of the effectiveness of the
filter. The target zone thus extends from 0.05 m from the
edges to 0.05 m from the center, and the filtration zone ex-
tends 0.05 m in both directions, outwards from the center.

A smoke particle is modeled as carbon �graphite� with a
particle radius of 1 �m. A model of polystyrene foam would
more readily be verified by experiment, thus, particles of
polystyrene foam, 2 mm in diameter, are also considered.

The model assumes two sound sources creating the op-
posing sound waves described in Eq. �6�. Each source con-
tributes half of the required power. This is done as the reso-
nant characteristics of a chimney or filter design are variable.
This model can only be applied directly if the acoustic qual-
ity factor �Q� of the chimney is 1. In order to take into
account the acoustic quality factor Q of the system, the
power required should be divided by the Q-value to obtain
the total power needed.

B. Modeling of particle motion

The parameters of Eq. �11� are shown in Table I for
graphite in air and polystyrene foam in air.

Figure 5 shows the one-dimensional force exerted on
graphite for an intensity of 1 W m−2 or 120 dB referred to as
1�10−12 W m−2, which latter is the threshold of acoustic
pain in humans. For a half wavelength of 1 m in air,
�=1077.6 rad s−1. Acoustic intensity can be calculated from
acoustic pressure using the equation: I= �Prms�2 /� fcf, where I
is acoustic intensity in W m−2. The graph clearly shows that
particles to the left of the center experience a positive force
pushing them toward the center, and particles to the right of
the center experience a negative force, also toward the cen-
ter.

Several other forces act on the particles, such as Konig
and Bjerknes forces.19 These forces will not be taken into
account in this analysis. The Stokes drag force affects �max

significantly and must be taken into account. The Stokes drag
force is given as11

Fd = − 6�RV , �12�

where � is the dynamic viscosity of the fluid medium and V
is the velocity of the particle that must not be confused with
the acoustic displacement velocity v of the medium, as in Eq.
�3�.

Combining Eqs. �10� and �12�, the acceleration a of the
particle is

a =
F�x� + Fd�V�

m
, �13�

where m is the mass of the particle and is calculated for a
spherical particle from its density and radius.

This can be expressed as a set of first order differential
equations in terms of position �x� and velocity �V�, where

ẋ = V ,

V̇ =
F�x� + Fd�V�

m
. �14�

Using this set of first order differential equations, a fourth
order Runge–Kutta approximation can accurately simulate
the position of the particle over time. Figure 6 shows the
particle trajectories for both graphite �R=1 �m� and poly-
styrene foam �R=1 mm� calculated using this Runge–Kutta
approximation. It demonstrates the relative intensities re-
quired for a �max of 4 s for both materials.

C. Modeling of power requirements

It is easiest to consider a section of the smoke stack with
length l as part of the filter with the assumption that any
sound that escapes this section, be it down the length of the

FIG. 5. Graph of the one-dimensional force exerted on a small particle of
graphite across a single half-wavelength acoustic standing wave, showing
that particles to the left of the center experience a positive force pushing
them toward the center, and particles to the right of the center experience a
negative force, also toward the center.

TABLE I. Table of properties of air, graphite, and polystyrene foam used to
calculate the acoustic force on a particle.

Substance
Density �
�kg m−3�

Speed of sound c
�m s−1�

Particle
radius R

�m�
C

�m3 s3 kg−1�

Air 1.21 343 N/A N/A
Graphite 2200 3800 1�10−6 2�10−25

Polystyrene foam 17 760 1�10−3 2�10−16
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smoke stack or in another form of dissipation, does not con-
tribute to the forcing function. For effective filtration to oc-
cur, the maximum settling time is given as

�max =
l

q
, �15�

where q is the flow rate of the fluid in m s−1.
It was observed in simulation that �max and acoustic in-

tensity have an inverse relationship for �max values above a
threshold �Fig. 7�. For very low values of �max, or very high
values of intensity, this relationship is no longer true, and a
higher intensity would be required for the same value of �max

than that given by the inverse relationship.
Above this threshold value, the required intensity for a

given �max is given by

I

Ir
=

�

�max
, �16�

where I is acoustic intensity in W m−2, and � is the settling
time corresponding to a reference intensity Ir=1 W m−2

�i.e., the y-axis intercept of Fig. 7�.
It was shown in simulation that the relationship holds

true for polystyrene foam on the same interval with a differ-
ent value of �. The values of � for graphite and polystyrene
foams are 4.1�109 s and 4.4�103 s, respectively.

The acoustic power required with a Q of 1 is

P = I � A = I � 0.5 � l , �17�

where A is the area perpendicular to the wave direction.
By combining Eqs. �15�–�17�, it can be shown that the

minimum power for effective filtering is given by

P =
�

l

q

� 0.5 � l = q
�

2
. �18�

This gives the minimum acoustic power needed for effective
filtering in a smoke stack with a conservative flow rate of
7.3 m s−1 as approximately 15 GW and 16 KW for graphite
and polystyrene foam, respectively.

VI. DISCUSSION OF RESULTS

A. Total power required for effective filtration

The minimum power required for effective filtration of
carbon particles at a conservative flow rate of 7.3 m s−1 in
this arrangement is given as 15 GW. It can be seen through
the relationships developed above that mildly changing some
of the basic parameters of the arrangement will not reduce
this number sufficiently for it to enter the realm of feasibility.

For comparison, the required power for a �max of 2 s for
polystyrene foam was calculated for a longitudinal standing
wave in a tube with diameter of 5 cm. This is a common
arrangement and is known as the Kundt’s tube experiment.
The tube inherently has a Q of approximately 2 because of
the near perfect reflection off one of its ends, and the mini-
mal losses through the sides of the tube. The required acous-
tic power was computed using Eq. �18� as 2.2 W, which is in
the correct order of magnitude for this type of apparatus.
This suggests that the model is reasonably grounded in real-
ity.

While it is true that raising the Q of the system will
reduce the required power proportionally, a large Q is not
expected due to the losses incurred due to the cavity having
open ends. Furthermore, the efficiencies of high power
acoustic transducers in this range are very low, and serve to
increase dramatically the amount of electrical power required
by the system.

B. Optimizing the length of the filter

Figure 7, coupled with Eq. �18� above, represent a very
significant result. It demonstrates that the amount of power
needed for a given flow rate as a function of l is constant
until reaching a particular threshold. Reducing l further
forces �max into the non-linear region of Fig. 7.

If one were to ignore the Stokes drag force, this result
would be expected. Applying a smaller acoustic force over a

FIG. 6. Particle position against time for a single particle starting from
rest on the outside of the target zone for both graphite �R=1 �m,
I=1.03�109 W m−2� and polystyrene foam �R=1 mm, I=1.15�
103 W m−2�.

FIG. 7. Graph demonstrating the inverse relationship between �max and
acoustic intensity for graphite, and the deviation from the linear-fit curve for
high acoustic field intensities and low �max values.
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longer flow distance would have the same effect on �max as a
larger acoustic force over a shorter flow distance. Hence, the
total power would remain constant.

Considering the Stokes drag force, one would expect
that increasing l would cause a reduction in the necessary
average velocity of the particle, and thus, a reduction in the
energy lost through drag. Equation �18� simply shows that
for velocities below a certain threshold, the reduction in ve-
locity caused by further increasing l would be insignificant in
terms of saving energy.

An examination of Fig. 7 in the non-linear region shows
that for a given �max, a larger intensity is needed than that
given by the linear-fit curve. Hence, it is more energy effi-
cient to use a filter with a longer l in order to increase the
required �max �further into the linear region� than it would be
to operate in the non-linear region of the graph.

VII. CONCLUSIONS

It has been shown that acoustic filtering is a working
form of filtration, but the power needed in the industrial
smoke stack environment, for the configuration discussed
above, is unfeasibly large. The implication of this is if acous-
tic filtration is to be applied to environments with large vol-
ume flow rates, a new configuration of acoustic filtration is
needed.

It has also been shown that proper design of the wave-
front length of the applied standing wave in acoustic filtra-
tion affects the power required for effective filtration. This
parameter can be optimized to a particular value for a given
material simply by operating above a defined threshold of
�max for a given scenario.
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Multimode radiation from an unflanged, semi-infinite circular
duct with uniform flow
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Multimode sound radiation from an unflanged, semi-infinite, rigid-walled circular duct with uniform
subsonic mean flow everywhere is investigated theoretically. The multimode directivity depends on
the amplitude and directivity function of each individual cut-on mode. The amplitude of each mode
is expressed as a function of cut-on ratio for a uniform distribution of incoherent monopoles, a
uniform distribution of incoherent axial dipoles, and for equal power per mode. The directivity
function of each mode is obtained by applying a Lorentz transformation to the zero-flow directivity
function, which is given by a Wiener–Hopf solution. This exact numerical result is compared to an
analytic solution, valid in the high-frequency limit, for multimode directivity with uniform flow. The
high-frequency asymptotic solution is derived assuming total transmission of power at the open end
of the duct, and gives the multimode directivity function with flow in the forward arc for a general
family of mode amplitude distribution functions. At high frequencies the agreement between the
exact and asymptotic solutions is shown to be excellent.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3327814�

PACS number�s�: 43.28.Py, 43.20.Mv, 43.50.Cb �AH� Pages: 2159–2168

I. INTRODUCTION

A. Background: Duct power estimation from limited
far-field data

Various common noise sources radiate sound into finite
length ducts containing a uniform mean flow, from which the
sound escapes into the far field via radiation from an un-
baffled open end. Examples are exhaust mufflers, large ex-
haust stacks, and aircraft turbofan engines. Often one wishes
to determine the sound power radiated from the duct open-
ing, either as an index of insertion loss in order to assess
silencer performance, or as a means of quantifying and rank-
ing the total noise output for predicting community annoy-
ance. The sound power may, in principle, be determined by
integrating the normal component of sound intensity over a
surface enclosing the duct exit at a large distance from the
duct where the flow is quiescent. However, sometimes not all
measurement locations required to perform the integration
are easily accessible, as in the case of large exhaust stacks,
which may be tens of meters high. In this example, the only
measurements that are easy to make are close to the ground,
corresponding to the rear arc or backward-radiated sound
radiated at angles approaching 180° to the duct axis. It is
clear that a method of inferring the radiated power, at any
frequency, from a small number of far-field mean square
pressure measurements would be extremely useful to the
noise control engineer.

B. Scope of investigation

This paper presents a theoretical and numerical study of
the non-dimensional directivity function Q�ka ,�� for multi-
mode sound radiation from the open end of an unflanged,
semi-infinite, rigid-walled circular duct, in the presence of a
uniform subsonic mean flow. This paper extends earlier work

by Joseph and Morfey in which the effects of flow were
neglected.1 The directivity function Q�ka ,�� relates the far-
field mean square pressure, at any polar angle � to the duct
axis including the rear arc and at any flow Mach number, to
the net sound power transmitted along the duct. The non-
dimensional frequency ka equals 2�fa /c, where f is the fre-
quency, a is the duct radius, and c is the sound speed.

To calculate the modal radiation in the presence of uni-
form flow, a Lorentz transform is applied to the exact theo-
retical zero-flow modal directivity functions for sound radia-
tion from an unflanged, semi-infinite, rigid-walled circular
duct, as given by Homicz and Lordi.2 This single-mode
analysis is applied in what follows to a particular family of
mode amplitude distribution functions, which includes the
following three special cases: �a� excitation of incident
modes by incoherent monopoles uniformly distributed over a
duct cross section, �b� excitation by incoherent axial dipoles
uniformly distributed over a duct cross section, and �c� equal
in-duct power per incident mode above cut-off. In each case,
the individual modes are incoherently excited, and the con-
tribution of evanescent modes is neglected.

This paper also presents high-frequency asymptotic ex-
pressions for Q�ka ,�� for the three source models that ex-
plicitly include the effect of uniform mean flow. Since scat-
tering at the edge of the duct opening is neglected in the
high-frequency model, this analysis is limited to the forward
arc.

Simulations of Q�ka ,�� as a function of � are presented
in this article, for the three incident-mode source models, at
a number of representative Mach numbers �positive and
negative representing exhaust and inlet conditions� in both
the forward and rear arcs. Results showing Q for ka=50
calculated from the exact result and from the high-frequency
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asymptotic result are compared with generally excellent
agreement in the forward arc, not too close to the sideline
directions.

This approach is used for the first time to assess the
sensitivity of multimode radiation from ducts to the effects
of air flow. The derivation of analytic expression for multi-
mode far-field radiation, in which the effects of flow are
included, allows decisions to be made about when flow ef-
fects should be included in numerical prediction schemes
such as finite element �FE� and computational fluid dynamics
�CFD� analyses. It also provides insight into the relative sen-
sitivity of different sources �and therefore mode amplitude
distributions� to the effects of flow. In particular, the analytic
solutions presented here for the multimode directivity func-
tions permit a rapid assessment of the far-field radiation
angles that are most affected by flow.

C. Previous work

1. Multimode radiation

As outlined above, the problem of high-frequency radia-
tion from ducts in which the sound field comprises many
acoustic modes is common to a number of situations in
which noise is a serious issue, such as the broadband noise
from ducted fans and exhaust stacks. Yet almost no work has
been published dealing with the characteristics and level of
the noise field transmitted along the duct and its subsequent
radiation to the far field. Only Rice3 in the 1970s, and more
recently Joseph and Morfey,1 explicitly addressed some of
these issues for multimode sound radiation from ducts. How-
ever, both studies neglect the potentially important effect of
the uniform mean flow. Rice3 derived an expression for the
high-frequency mean square pressure directivity by �effec-
tively� replacing the expression for mean square pressure in-
volving a summation over two modal indices with a single
integral over modal cut-off ratio. This simplification is based
on the principle that the angles of the main radiation lobes
for different modes with the same cut-off ratio are identical.
Rice3 assumed a distribution of mode amplitudes that varies
as the cut-off ratio raised to some exponent. Although there
is no physical justification for such a mode distribution func-
tion, the situation in which the total sound power is shared
equally among the propagating modes is a special case. His
analysis is restricted to the forward arc, and the effects of
mean flow are neglected.

Joseph and Morfey1 presented a more general formula-
tion for the multimode mean square pressure directivity in
the absence of flow that is valid in both forward and rear
arcs. The analysis was undertaken for a general family of
mode distributions in which incoherent monopoles and axial
dipoles uniformly distributed over the duct cross section are
special cases, as is also the case of “equal energy per mode.”
Following a similar procedure to that adopted by Rice,3

closed-form expressions were derived for the mean square
pressure directivity non-dimensionalized on the total sound
power for the above source distributions that are restricted to
the high-frequency limit in the forward arc.

The present paper extends the work of Joseph and
Morfey1 to include the effects of a uniform mean flow that is

everywhere the same. Flow effects are shown to substantially
distort the directivity for some mode amplitude distributions.
The analysis shows that, despite the amplification effects on
the sound power �convective amplification� and the distor-
tion of the directivity function by the mean flow, the mean
square pressure normalized on sound power in the high-
frequency limit can be still expressed in closed form.

2. Single-mode radiation

There is far more published work associated with single-
mode radiation from ducts �compared to work reported on
multimode radiation�. In the absence of mean flow, Homicz
and Lordi2 gave the exact modal directivity functions for
sound radiation from an unflanged, semi-infinite, rigid-
walled circular duct. These are derived using the Wiener–
Hopf technique. Homicz and Lordi2 outlined how the corre-
sponding directivity functions with a uniform flow
everywhere can be determined from the no flow solutions.
Their approach is utilized in this current work �see Sec.
II A�.

We note here that other Wiener–Hopf solutions of sound
radiation from flow ducts have been reported since the work
by Homicz and Lordi.2 In Ref. 4 the far-field sound radiation
from a semi-infinite duct is derived for the case when the
�uniform� flow velocities inside and outside the duct are dif-
ferent. Munt4 modeled the separation between the two fluids
by a vortex sheet. In Ref. 4 a comparison between experi-
mental measurements and predictions of the far-field pres-
sure showed excellent agreement. He later extended his re-
sult to give the near-field solution.5 Rienstra6 examined
sound radiation from a semi-infinite annular duct immersed
in a uniform flow, where the centerbody extends downstream
from the open end of the duct. More recently these solutions
have been extended by Gabard and Astley,7 who derived the
sound radiated from a semi-infinite annular duct for the case
when the �uniform� flow velocities inside and outside the
duct are different. In addition to providing the exact solution
for the single-mode directivity, Gabard and Astley7 also gave
an example of multimode directivity for equal power per
mode. However, they did not derive any simple analytical
expressions for the far-field multimode directivity with flow,
which is the objective of the work reported in this paper.

D. Summary of simplifying assumptions used in the
modeling of the multimode radiation from
ducts with uniform flow

In this work, a number of important simplifications are
made in the analysis of the multimode sound radiation from
ducts with uniform flow. The main simplifying assumptions
are listed as follows.

�1� The duct is assumed to be straight, circular, and of semi-
infinite length.

�2� The duct walls are rigid and have zero thickness.
�3� The duct is assumed to be free of absorbing liners and

other forms of dissipation.
�4� The mean flow is assumed to be steady, inviscid, and

isentropic. The mean flow is assumed to be uniform ev-
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erywhere so that no shear layers exist downstream of the
duct, and there are no boundary layers at the duct walls.

A sketch of the semi-infinite, circular duct of radius a
immersed in a uniform mean flow of Mach number M is
shown in Fig. 1. As a consequence of �1�, axial standing
waves can be neglected. Assumption �2� allows the effects of
diffraction and scattering to be neglected in the high-ka ana-
lytic radiation models developed in this paper. We empha-
size, however, that the full effects of diffraction at the duct
lip are included in the general model formulation to allow
the prediction of rear arc radiation. As a consequence of �3�
and �4� energy is conserved, so that in-duct sound power
equals the sound power radiated to the far field. In the ab-
sence of any jet shear layers �since the flow is everywhere
uniform�, energy dissipation mechanisms identified by, for
example, Bechert,8 in which acoustic energy is dissipated by
the vorticity in the jet shear layers, are not included. Also as
a consequence of �4�, complications in the prediction of far-
field radiation arising from shear layer refraction, and scat-
tering owing to unsteady, turbulent flow in jet shear layers,
therefore, do not arise. Thus, in this work, the consequences
of including the mean flow are limited to convection effects.

II. FAR-FIELD PRESSURE DIRECTIVITY WITH
FLOW

Consider an unflanged, semi-infinite, rigid-walled circu-
lar duct of radius a, immersed in a uniform flow of Mach
number M, which is assumed to be identical inside and out-
side the duct. Inside the duct, the position is specified in
terms of cylindrical polar coordinates �r ,� ,z�, as sketched in
Fig. 2. Outside the duct, the position is specified in terms of

spherical polar coordinates �R ,� ,��, as sketched in Fig. 3.
At a single frequency �, the acoustic pressure field

propagating toward the open end of a semi-infinite duct con-
taining a uniform mean flow may be expressed in the form

p�r,�,z,t� = �
�m,n��O

Amn�mn�r,��ej��t−kz,mnz�, �1�

where the mode order �m ,n� is restricted to the set of cut-on
modes, denoted by O. In Eq. �1� Amn is the modal pressure
amplitude at the source plane �say, z=0�, �mn is the ortho-
normal mode shape function of the duct defined such that

1

S
�

0

2� �
0

a

�mn�r,���m�n�
� �r,��rdrd�

= �0 �m,n� � �m�,n��
1 �m,n� = �m�,n�� � , �2�

where S=�a2 is the cross-sectional area of the duct, and kz,mn

denotes the axial wavenumber of mode �m ,n� given by

kz,mn =
��mn − M�k

�2 where �mn =	1 − 
�mn

k
�2

�2.

�3�

In Eq. �3�, k=� /c denotes the free field acoustic wave-
number, �=	1−M2, �mn is the modal cut-on ratio, and
�mn= jmn /a is the mode transverse wavenumber where jmn

equals the value of the nth turning point of the Bessel func-
tion of the first kind of order m. The modal cut-on ratio �mn

is in the range 0	�mn	1 for propagating modes, where
�mn=0 is the cut-on/cut-off transition point.9 For evanescent
modes, �mn is purely imaginary, and the modes transport no
sound power to the far field. Therefore, in this paper, evanes-
cent modes are neglected, and in Eq. �1� the sum is restricted
to the set of cut-on modes.

Also at a single frequency �, we define an in-duct to
far-field non-dimensional transfer function Hmn�ka ,��, such
that the far-field pressure may be written as

pf�R,�,�,t� =
a

R
�

�m,n��O
AmnHmn�ka,��ej��t−m�−kR�. �4�

We now assume that the excitation is broadband in origin
such that the modal amplitudes are random variables with
respect to time t. This is a realistic assumption in the case of,
for example, excitation by the incoherent sources distributed
over the rotor blades and stator vanes in a turbofan engine

M

M

M

z

x

y

a

FIG. 1. Circular duct of radius a immersed in a uniform flow of Mach
number M.
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�
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FIG. 2. Cylindrical polar coordinate system �r ,� ,z�.
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FIG. 3. Spherical polar coordinate system �R ,� ,��.
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arising from interaction with turbulent flow. In practice, a
single realization of the modal amplitudes Amn may be ob-
tained by taking the Fourier transform of the pressure at the
source plane over a short time interval. For broadband exci-
tation, the modes are assumed to be incoherent; i.e.,

E�AmnAm�n�
�  = 0 if �m,n� � �m�,n�� , �5�

in which case the mean square pressure becomes

pf
2�R,�� =

1

2

 a

R
�2

�
�m,n��O

�Hmn�ka,���2E��Amn�2 , �6�

where for broadband noise pf
2 is the far-field mean square

pressure in a small specified frequency bandwidth, and simi-
larly E��Amn�2 is the expectation of the modulus squared of
the modal amplitudes in the same frequency bandwidth. As-
suming incoherent modes Eq. �5� simplifies the expression
for the far-field mean square pressure pf

2, and ensures that the
radiated field is axisymmetric; i.e., there is no dependence on
azimuthal angle �.

A. Transfer function for modal radiation from ducts
with flow

In this section, the modal radiation transfer function Hmn

for ducts immersed in a uniform flow is related to that for
modal radiation in the absence of flow, denoted by Hmn

0 .
Homicz and Lordi2 gave the far-field expression for Hmn

0 ,
which is derived using the Wiener–Hopf technique. We note
that an approximate zero-flow transfer function may also be
obtained using the Rayleigh integral, whose validity is re-
stricted to the forward arc, which has been formulated pre-
viously, for example, by Tyler and Sofrin.10

Following the procedure in Ref. 2, Hmn is obtained by
Lorentz transformation of the zero-flow transfer function
Hmn

0 . This type of approach, previously used by Homicz and
Lordi,2 has been recently examined in more detail by
Chapman.11 In essence, M 
0 represents an exhaust prob-
lem, where sound is radiated in the direction of the flow,
whereas M �0 represents an inlet problem, where sound is
radiated against the oncoming flow.

In the case of M 
0, following the procedure outlined in
Ref. 2, in our notation we obtain

Hmn�ka,�� =
�

	1 − M2 sin2 �
Hmn

0 �ka/�, tan−1�� tan ��� ,

�7�

where Hmn
0 is the far-field transfer function of mode �m ,n� in

the absence of flow �M =0�.
In the case of M �0, the singularity in pressure on the

leading edge of the open end of the duct requires that the
Lorentz transformation is applied instead to the zero-flow
velocity potential solution. The pressure solution is then ob-
tained from the velocity potential via the acoustic momen-
tum equation. Again following the procedure in Ref. 2, in our
notation we obtain

Hmn�ka,�� =
�

1 − M�mn

	1 − M2 sin2 � − M cos �

1 − M2 sin2 �

�Hmn
0 �ka/�, tan−1�� tan ��� , �8�

where it is noted that this equation differs slightly from the
equation given by Homicz and Lordi, most likely due to a
typographical error in Ref. 2. Our result is recovered by re-

placing cos  in the expression in Ref. 2 with cos ̃.

B. Modal amplitude distributions

In this paper the behavior of the far-field mean square
pressure pf

2 is investigated for a particular family of mode
distribution functions E��Amn�2. The mode amplitude distri-
bution function may be obtained by generalizing the ap-
proach taken by Joseph et al.12 The result is

E��Amn�2 = P���
2 
M − �mn

1 − M2 �2�
1 − �mnM

1 − M2 �2� 1

�mn
� , �9�

where P��� is a measure of source strength, and �� ,� ,��
denotes a trio of indices that define the source model. Written
in full, E��Amn�2 is listed below in Eq. �10� for the following
special cases: �a� a uniform distribution of incoherent mono-
poles �� ,� ,��= �0,1 ,2�, �b� a uniform distribution of inco-
herent axial dipoles �� ,� ,��= �1,0 ,2�, and �c� equal power
per mode �� ,� ,��= �0,1 ,1�.

�a� E��Amn�2 = P012
2 
1 − �mnM

1 − M2 �2 1

�mn
2 , �10a�

�b� E��Amn�2 = P102
2 
M − �mn

1 − M2 �2 1

�mn
2 , �10b�

�c� E��Amn�2 = P011
2 
1 − �mnM

1 − M2 �2 1

�mn
. �10c�

The source strength term and indices �� ,� ,�� for each mode
amplitude distribution are summarized in Table I.

Equation �9� is more general than the source models
derived previously by Joseph et al.,12 but at the expense of
having to include an additional exponent, �, which allows for
the equal power per mode model to be included in the gen-
eral family of mode amplitude distribution functions.

TABLE I. Details of source models in a circular duct with uniform flow.
Note that P���

2 has dimensions of pressure squared in a small specified
frequency bandwidth. In this small frequency bandwidth, Qs

2 is the mean
square volume velocity per unit area due to the monopole distribution, Fs

2 is
the mean square force per unit area due to the dipole distribution, and in the
case of equal power per mode, W0 is the power transmitted by each mode.

Monopole Dipole Equal power per mode

�� ,� ,�� �0,1,2� �1,0,2� �0,1,1�
P���

2 ��0c0�2Qs
2 /2 Fs

2 /2 2�0c0W0 /S

2162 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Sinayoko et al.: Multimode radiation from ducts with flow



III. MULTIMODE DIRECTIVITY FACTOR Q„ka ,�… WITH
FLOW

As in Ref. 1 the non-dimensional multimode directivity
function is defined by

Q�ka,�� =
4�R2

�0c0E�Wf
pf

2�R,�� , �11�

where E�Wf denotes the expected value of the radiated
acoustic power. Following the definition of generalized
acoustic intensity given by, for example, Morfey,13 it can be
shown that the radiated power is given by

E�Wf =
4�R2

�0c0
�

0

�

pf
2�R,��F���sin �d� , �12�

where, after considerable algebra, F��� is given by

F��� =
�4	1 − M2 sin2 �

2�	1 − M2 sin2 � − M cos ��2
. �13�

Note that for zero-flow, F���=1 /2, and Eq. �12� reduces to
the classical result for radiated sound power in a medium at
rest. The function F incorporates two effects on the intensity
by the mean flow. One is that it resolves the intensity in the
radial direction, since in the presence of flow the intensity
vector is no longer radially orientated. The second is that it
includes the effects of convective amplification in which the
sound intensity is modified by the presence of flow.

Combining Eqs. �11� and �12� shows that Q satisfies the
normalization condition

�
0

�

Q�ka,��F���sin � d� = 1. �14�

Evaluation of Eq. �11� using Eqs. �6�–�8� and �10� is a com-
putationally intensive procedure for large ka and M. For ex-
ample, at ka=50, there are approximately 650 cut-on modes
at M =0. This number increases as �1−M2�−1/2 as M in-
creases. Thus, there is a need for a simple analytic formula
that provides a good approximation to Q�ka ,�� in the high-
frequency limit, for the family of sound sources described in
Sec. II B.

IV. ANALYTIC EXPRESSION FOR Q„ka ,�… IN THE
HIGH-ka LIMIT

In this section, analytic expressions are derived for the
non-dimensional multimode directivity function Q �11� in
the presence of flow for the general family of source distri-
butions given in Sec. II B.

In order to determine the radiated sound power E�Wf
for use in the evaluation of Q, we make the assumption that
the incident transmitted sound power in the duct and that
radiated from the open end are equal. Thus, we first consider
the sound power E�Wmn transmitted by a single-mode wave
traveling along the duct with flow. Following Morfey,13

E�Wmn =
S

2�0c0

�4�mn

�1 − �mnM�2E��Amn��mn��2 , �15�

where E��Amn�2 is a function of �mn given by Eq. �9� and is
defined by the indices �� ,� ,��.

A. In-duct sound power transmission between � and
�+��

Rice et al.14 examined how duct modes’ propagation
angles are related to sound radiation. They derived the angle
of propagation with respect to the duct axis of the wavefronts
connected to modes in a circular duct with uniform mean
flow. In this paper the modal propagation angle � is equiva-
lent to what Rice et al.14 referred to as the “resultant axial
propagation angle in the duct.” This angle is not normal to
the wavefronts owing to the convective effect of the mean
flow.

The in-duct sound power transmitted along the duct by
modes between propagation angles � and �+�� is the sum of
the modal powers transmitted by each mode whose propaga-
tion angle �mn lies between � and �+��; i.e.,

�W��� = �
�m,n��O�

Wmn, �16�

where

O� = ��m,n� � O�� 	 �mn 	 � + �� . �17�

Combining Eqs. �15� and �16� gives

E��W��� =
S

2�0c0
�

�m,n��O�

�4�mn

�1 − �mnM�2E��Amn��mn��2 .

�18�

The propagation angle �mn can be related to �mn �and M�
using the following result from Ref. 14:

cos �mn =
�mn�

	1 − M2�mn
2

. �19�

For each mode �m ,n��O�, since ���1, we have �mn��,
and Eq. �19� may be rearranged giving

���� �
cos �

	1 − M2 sin2 �
. �20�

Substituting Eq. �20� into Eq. �18� gives

E��W��� =
S

2�0c0

�4����
�1 − ����M�2E��Amn�������2�N��� ,

�21�

where �N��� denotes the number of modes with propagation
angle between � and �+��, such that �N /N is small, where
N is the total number of propagating modes.

We now take the limit as ka→� to obtain an asymptotic
expression for �N to enable Eq. �21� to be evaluated analyti-
cally. The derivation of �N��� is presented in the Appendix.
It is shown that as ka→�,

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Sinayoko et al.: Multimode radiation from ducts with flow 2163



�N��� = 
1

2
ka�2 sin 2�

�1 − M2 sin2 ��2�� . �22�

Substituting this asymptotic expression for �N��� in Eq. �21�
leads to the following analytic expression for the in-duct
sound power transmitted between the range of angles � and
�+��:

E��W��� =
S

2�0c0

1

2
ka�2 sin 2�

�1 − M2 sin2 ��2

�
�4����

�1 − ����M�2E��Amn�������2�� , �23�

which is valid in the high-ka limit. Thus the total transmitted
power, in the limit as ka→�, can be evaluated by an integral
over polar angle � instead of the modal summation in Eq.
�18�.

B. Sound power radiation between polar angles �
and �+��

Following Eq. �12�, the expected value for the far-field
sound power E��Wf��� radiated between angles � and �
+�� is given by

E��Wf��� =
4�R2

�0c0
pf

2�R,��F���sin ��� . �24�

C. Relation between far-field power and in-duct
power

For the case where the flow is uniform everywhere, and
assuming that no energy is lost at the open end of the duct or
back-reflected, the power radiated between the range of
angles � and �+�� is equal to the power transported between
this range of angles inside the duct; i.e.,

�Wf��� = �W��� . �25�

This is a good approximation for multimode sound propaga-
tion at high ka since only comparatively few modes are near
cut-off and hence are significantly reflected back into the
duct.13 These modes radiate most strongly at angles close to
90°, and therefore the analysis is expected to be least accu-
rate for radiation angles close to 90° to the duct axis.

D. Multimode far-field directivity in the high-ka limit

Equating the expression for in-duct sound power �23� to
the expression for radiated sound power �24�, and using Eqs.
�13� and �20� for F and �, give an explicit expression for the
mean square pressure as

pf
2�R,��

=
1

2

 a

R
�2
1

2
ka�2 cos2 �

�1 − M2 sin2 ��2E��Amn�������2 .

�26�

Noting Eqs. �10a�–�10c� for E��Amn�2 the mean square pres-
sures for the three source distributions are given by

�a� pf
2�R,�� =

1

2

 a

R
�2

��0c0�2Qs
2

2

1

2
ka/��2

�
�	1 − M2 sin2 � − M cos ��2

�2�1 − M2 sin2 ��2 , �27a�

�b� pf
2�R,�� =

1

2

 a

R
�2Fs

2

2

1

2
ka/��2

�
�M	1 − M2 sin2 � − cos ��2

�2�1 − M2 sin2 ��2 , �27b�

�c� pf
2�R,�� =

1

2

 a

R
�2
2�0c0W0

S
�
1

2
ka/��2

�
�	1 − M2 sin2 � − M cos ��2cos �

�2�1 − M2 sin2 ��5/2 .

�27c�

E. Multimode sound power in the high-ka limit

Now utilizing the expression for generalized directivity
given by Eq. �26�, the radiated sound power defined by Eq.
�12� is now evaluated. Equating the radiated sound power to
the in-duct transmitted power, the expected value of the
source power is obtained by integrating the elementary
sound power contributions E��W��� given by Eq. �23� be-
tween �=0 and � /2. Thus, as ka→�, contributions to the
sound power from angles between � /2 and � are neglected
�rear arc�, and the expected value of the source power is
given by

E�W =
S

2�0c0

 ka

2
�2�

0

�/2 sin 2�

�1 − M2 sin2 ��2

�
�4����

�1 − ����M�2E��Amn�������2d� . �28�

Substituting Eqs. �10a�–�10c� for E��Amn�2 the integration
over � can be determined analytically for the three source
distributions, which gives the following expressions for the
sound power in the high-ka limit:

�a� E�W =
�0c0SQs

2

2

1

2
ka/��2

, �29a�

�b� E�W =
SFs

2

2�0c0

1

2
ka/��2

�
2�2 ln�1 − M� + 2M + M2 − M3 − M4

M3 ,

�29b�

�c� E�W = W0� 1
2ka/��2

. �29c�

Noting from Rice15 that N= � 1
2ka /��2 is the high-ka

asymptotic expression for the total number of propagating
modes in the duct, the remaining factors represent the aver-
age sound power per mode.
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Equation �29� can be used to compute the convective
amplification factor E�W /E�W �M=0, which is plotted in Fig.
4 versus Mach number M for the three source models under
investigation. The figure shows that the amplification factor
is identical for the source models having a uniform distribu-
tion of incoherent monopoles and equal power per mode. In
these cases, the amplification factor is symmetrical with re-
spect to M =0, and the sound power increases identically
with Mach number irrespective of the flow direction. How-

ever, the amplification factor for the uniform distribution of
incoherent axial dipoles is not symmetric about M =0, and
reaches a minimum value of about 0.7 at M =0.4.

F. Non-dimensional directivity factor Q in the high-ka
limit

Substituting the analytical expressions of Eqs. �26� and
�28� into the definition of Q�ka ,�� given by Eq. �11� leads to

Q�ka,�� =
4E��Amn�������2cos2 � / �1 − M2 sin2 ��2

�4�0
�/2����E��Amn�������2sin 2� / ��1 − M2 cos2 ��2�1 − ����M�2�d�

. �30�

In the high-frequency limit ka→�, the expression for
Q�ka ,�� can be evaluated analytically for each of the three
source models under investigation, i.e., for the following
special cases: �a� a uniform distribution of incoherent mono-
poles, �b� a uniform distribution of incoherent axial dipoles,
and �c� equal power per mode. The results are

�a� Q = 2
�	1 − M2 sin2 � − M cos ��2

�2�1 − M2 sin2 ��2 , �31a�

�b� Q =
2

�2

M3

2M + M2 − M3 − M4 + 2�2 ln�1 − M�

�
�M	1 − M2 sin2 � − cos ��2

�1 − M2 sin2 ��2 , �31b�

�c� Q = 4
�	1 − M2 sin2 � − M cos ��2

�2�1 − M2 sin2 ��5/2 cos � . �31c�

Note that these high-ka results are valid for all subsonic
Mach numbers −1�M �1, i.e., independent of flow direc-
tion.

At low Mach numbers, to leading order in M, the ex-
pressions for Q are approximately

�a� Q � 2 – 4M cos � , �32a�

�b� Q � 6 cos2 � + 3M�3 cos2 � − 4 cos �� , �32b�

�c� Q � 4 cos � − 8M cos � . �32c�

Equations �32a�–�32c� suggest that the effect of flow on the
directivity functions is most pronounced on axis, �=0°, in
the direction of flow. Note that as M→0,

�a� Q → 2, �b� Q → 6 cos2 �, �c� Q → 4 cos � ,

�33�

which are the directivity factors derived previously by Jo-
seph and Morfey1 for zero-flow.

V. RESULTS

The directivity function Q�ka ,�� is plotted in Figs. 5–7
versus polar angle � at ka=50, for a uniform distribution of
incoherent monopoles, a uniform distribution of incoherent
axial dipoles, and equal power per mode, respectively. In
each figure are plotted the results at Mach numbers of M =
−0.9, �0.3, 0, 0.3, and 0.9. In each polar plot the solid line
shows the exact directivity function and the dashed line
shows the high-frequency asymptotic solutions given by Eqs.
�31a�–�31c�, which are valid in the forward arc. Note that for
the exact results the modal radiation transfer function Hmn

used here has been computed from the transfer function in
the absence of flow Hmn

0 , given by Homicz and Lordi,2 using
either Eq. �7� or Eq. �8� depending on the sign of M, whereas
the asymptotic solutions of Eqs. �31a�–�31c� are valid for all
M. The agreement between the exact and high-frequency
asymptotic solution is excellent up to about 80°.

For a uniform distribution of incoherent monopoles, the
directivity is omnidirectional in the forward arc for M =0
�Fig. 5�c��. For M �0, as the flow speed increases, Q in-
creases approximately uniformly over the forward arc �Figs.
5�a� and 5�b��. Different behavior is observed for M 
0. In
this case, as the flow speed increases, Q decreases at polar
angles close to the duct axis and increases at angles further
away from the duct axis �Figs. 5�d� and 5�e��.

−5

0

5

10

15

WM/W |M=0

(dB)

−0.5 0 0.5
M

FIG. 4. In-duct power with uniform flow normalized by the power in the
absence of flow versus Mach number. Results are shown for the source
models: �a� a uniform distribution of incoherent monopoles �solid line�, �b�
a uniform distribution of incoherent axial dipoles �long-dashed line�, and �c�
equal power per mode �short-dashed line�.
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For a uniform distribution of incoherent axial dipoles,
the radiation pattern exhibits small deviations from omnidi-
rectional behavior over the forward arc for M =0 �Fig. 6�c��.
However, for M �0, as the flow speed increases, the direc-
tivity pattern tends to become more uniform in the forward
arc �Figs. 6�a� and 6�b��. By contrast, for M 
0, the direc-
tivity drops to zero at certain angles, and radiates more effi-

ciently away from the duct axis as the flow speed increases
�Figs. 6�d� and 6�e��. From Eq. �31b�, the angular position of
the nulls in the directivity pattern is given by

cos �0 =
M

	1 − M2
. �34�
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FIG. 5. ��a�–�e�� Multimode directivity function Q�ka ,�� for sound radiated from a circular duct with uniform flow. The source is a uniform distribution of
incoherent monopoles. Results are shown for ka=50 and for five different values of Mach number M. The solid line represents the exact numerical solution
given by Eq. �11� �see Sec. III�. The dashed line represents the high-frequency asymptotic solution given by Eq. �31a�.

−150

−120
−90

−60

−30

0-180
θ (deg)

2020 00 -20-20

Q(ka, θ) (dB)

−150

−120
−90

−60

−30

0-180
θ (deg)

2020 00 -20-20

Q(ka, θ) (dB)

−150

−120
−90

−60

−30

0-180
θ (deg)

2020 00 -20-20

Q(ka, θ) (dB)

−150

−120
−90

−60

−30

0-180
θ (deg)

2020 00 -20-20

Q(ka, θ) (dB)

−150

−120
−90

−60

−30

0-180
θ (deg)

2020 00 -20-20

Q(ka, θ) (dB)

(b)(a)

(c) (d)

(e)
FIG. 6. ��a�–�e�� Multimode directivity function Q�ka ,�� for sound radiated from a circular duct with uniform flow. The source is a uniform distribution of
incoherent axial dipoles. Results are shown for ka=50 and for five different values of Mach number M. The solid line represents the exact numerical solution
given by Eq. �11� �see Sec. III�. The dashed line represents the high-frequency asymptotic solution given by Eq. �31b�.
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From Eq. �10b� for the mode amplitude distribution due to
axial dipoles, this angle corresponds to the modal propaga-
tion angle �0 at which E��Amn����0���2=0. This may be
shown to be at the angle at which the modal group velocity is
zero.

Finally, for equal power per mode, the behavior is simi-
lar to that for a uniform distribution of incoherent monopoles
�Fig. 7�.

VI. CONCLUSIONS

In this paper, the directivity function of multimode
sound radiation from an unflanged, semi-infinite circular
duct with uniform flow is investigated. Both inlet �M �0�
and exhaust �M 
0� cases are examined. This problem is of
importance in the understanding of, for example, the radia-
tion of fan broadband noise from aero-engine ducts. The be-
havior of the multimode radiation is considered for a general
family of mode amplitude distribution function. Special
cases are incoherent monopoles or axial dipoles uniformly
distributed over the duct cross section, and the case of equal
power per mode. A non-dimensional directivity function
Q�ka ,�� is defined, normalized with respect to the total ra-
diated acoustic power. Analytic expressions for Q are derived
for these three source models that are valid in the high-
frequency limit and in the forward arc. The dependence on
the radiation polar angle � and flow Mach number is re-
vealed explicitly. The presence of a uniform mean flow in a
duct has been demonstrated, through the mechanism of con-
vective amplification, to alter the total radiated sound power
compared with when flow is absent. The paper has shown
that the variation in sound power radiation with M is identi-
cal for the mode distributions of “equal energy per mode”

and a distribution of incoherent monopoles. Increases of less
than 3 dB are predicted for flow speeds of M �0.5 for these
two source models. However, an incoherent distribution of
axial dipole sources has been shown to radiate less sound
power for exhaust ducts for flow speed M �0.5 but radiate
more sound power at higher flow speeds compared with
when flow is absent. The effect of flow has been found to
produce significant distortions of the far-field directivity pat-
terns. Of the three mode distributions models investigated in
detail in this paper the directivity patterns due to axial dipole
sources are predicted to be most sensitive to flow. In the
exhaust duct, the presence of flow has been shown to intro-
duce an additional null in the directivity pattern correspond-
ing to the main radiation lobe of the modes of zero group
velocity. In general, however, the paper has shown that ef-
fects of flow may be neglected for flow Mach number of less
than 100 m s−1 �M �0.3�.
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APPENDIX: DERIVATION OF �N„�…

In this appendix an expression for the number of modes
in a rigid-walled circular duct with propagation angles be-
tween � and �+��, in the high-frequency limit ka→�, is
derived. The duct is assumed to contain a uniform mean flow
with Mach number M. The derivation makes use of previous
work by Rice15 on the total number of cut-on modes with
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FIG. 7. ��a�–�e�� Multimode directivity function Q�ka ,�� for sound radiated from a circular duct with uniform flow. The source is equal power per mode.
Results are shown for ka=50 and for five different values of Mach number M. The solid line represents the exact numerical solution given by Eq. �11� �see
Sec. III�. The dashed line represents the high-frequency asymptotic solution given by Eq. �31c�.
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flow. Rice’s result is expressed in terms of the cut-off ratio �,
which is related to the cut-on ratio � of Eq. �3� by

� = 	1 − �−2, �A1�

and is in the range ��1 for the propagating modes. Note that
in this appendix we follow Rice’s nomenclature, so the
analysis is in terms of cut-off ratio �. Following Rice,15 the
total number of cut-on modes N��� having a cut-off ratio
below a particular value � is given by

N��� =
� 1

2ka�2

�2 . �A2�

Note that � 1
2ka /��2 is the high-ka asymptotic expression for

the total number of propagating modes in the duct.
Differentiating Eq. �A2� yields the following equation

for the number of modes �N��� with cut-off ratio between �
and �+��, where �� is small:

�N��� =
dN���

d�
�� = − 2

� 1
2ka�2

�3 �� . �A3�

The cut-off ratio may be related to the modal propagation
angle using Eq. �19� first derived by Rice et al.,14

cos � =
��

	1 − M2�2
. �A4�

The number of modes �N��� with propagation angles be-
tween � and �+�� may therefore be obtained by substituting
Eqs. �A4� and �A1� into Eq. �A3� and noting that ��
= �d� /d���d� /d����, to give

�N��� =

1

2
ka�2

sin 2�

�1 − M2 sin2 ��2�� . �A5�
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Effects of upper ocean sound-speed structure on deep acoustic
shadow-zone arrivals at 500- and 1000-km range
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Deep acoustic shadow-zone arrivals observed in the late 1990s in the North Pacific Ocean reveal
significant acoustic energy penetrating the geometric shadow. Comparisons of acoustic data
obtained from vertical line arrays deployed in conjunction with 250-Hz acoustic sources at ranges
of 500 and 1000 km from June to November 2004 in the North Pacific, with simulations
incorporating scattering consistent with the Garrett–Munk internal-wave spectrum, are able to
describe both the energy contained in and vertical extent of deep shadow-zone arrivals. Incoherent
monthly averages of acoustic timefronts indicate that lower cusps associated with acoustic rays with
shallow upper turning points �UTPs�, where sound-speed structure is most variable and seasonally
dependent, deepen from June to October as the summer thermocline develops. Surface-reflected
rays, or those with near-surface UTPs, exhibit less scattering due to internal waves than in later
months when the UTP deepens. Data collected in November exhibit dramatically more vertical
extension than previous months. The depth to which timefronts extend is a complex combination of
deterministic changes in the depths of the lower cusps as the range-average profiles evolve with
seasonal change and of the amount of scattering, which depends on the mean vertical gradients at
the depths of the UTPs. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3292948�

PACS number�s�: 43.30.Ft, 43.30.Re �NPC� Pages: 2169–2181

I. INTRODUCTION

A long-range acoustic transmission experiment per-
formed in the North Pacific Ocean from June to November
2004 confirmed the presence of deep shadow-zone arrivals.
These stable, resolved acoustic arrivals 500–1000 m below
predicted acoustic timefronts were first observed in the North
Pacific in the 1990s �Dushaw et al., 1999� in transmissions
from a broadband 75-Hz source on Pioneer Seamount, off
the coast of central California, to bottom-mounted receivers
at megameter ranges. This penetration is much larger than
predicted by diffraction theory, and all of the shadow-zone
arrivals occurred at the times of cusps �caustics� in the pre-
dicted timefronts. The arrivals were identified on the receiv-
ers, but the horizontal orientation of the arrays did not cap-
ture the vertical structure of the extensions.

The 2004 Spice Experiment �SPICEX� incorporated two
extensive vertical line arrays �VLAs� in close proximity, de-
signed to elucidate the vertical structure of these arrivals.
Acoustic receptions from 250-Hz sources moored near the
sound channel axis �750 m� at ranges of 500 and 1000 km
display the well-studied “accordion” pattern consisting of
well-defined and identifiable early arrivals and a highly scat-
tered, near-axial finale. The early arrivals with well-defined
lower cusps are from high-angle rays that sample the full
water column, including the highly variable upper ocean.

These cusps, analogous to those observed on the horizontal
arrays in the 1990s, were shown to extend downward well
into the geometric shadow zone �Van Uffelen et al., 2009�.
These extensions were consistently observed well below the
depths of the caustics expected from simulations based upon
a range-independent sound-speed profile derived from envi-
ronmental measurements collected at the time of the experi-
mental deployment �Fig. 1�.

Since travel time is the primary observable of interest in
acoustic tomography experiments, intensities of acoustic data
have received little attention. In Van Uffelen et al. �2009�,
the acoustic data were carefully calibrated, taking account of
signal processing gains, for direct comparison in units of
absolute intensity to parabolic equation simulations incorpo-
rating details of the source spectra. Parabolic equation simu-
lations incorporating sound-speed perturbations consistent
with the Garrett–Munk �GM� internal-wave spectrum at full
strength show good agreement with measurements both in
intensity and depth of shadow-zone arrivals. The intensity
and arrival characteristics of the internal-wave simulations
also appropriately describe the intensity of the early geomet-
ric arrivals as well as the scattering of the near-axial finale.
This work focused on a single daily average of receptions
�six transmissions per source� on yearday 167, which coin-
cided with the collection of oceanic temperature and salinity
data used to determine the sound-speed environment for the
propagation simulations.

Here, incoherent monthly averages of acoustic time-
fronts from June to November 2004 provide a better statisti-
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cal characterization of the extension of the arrivals beyond
the un-scattered caustic depths as well as an indication of
how the depths of these cusps vary with time and with a
changing upper ocean environment. The time variation in the
scattering in the cusps is investigated quantitatively with re-
spect to energy content in the lower cusp arrival as a function
of depth.

The SPICEX is described in Sec. II. Section III presents
the environmental data acquired during the experiment as
well as the sound-speed and buoyancy-frequency profiles de-
rived from the collected data. The lower cusps are examined
in the absence of internal-wave scattering using ray tracing
and parabolic equation simulations in Sec. IV, and the scat-
tered shadow-zone extensions are presented in Sec. V and
discussed in Sec. VI.

II. EXPERIMENT

Each of the two source moorings deployed during
SPICEX supported two broadband acoustic sources. Hydroa-
coustics, Inc., Henrietta, NY, HLF-5 sources with a center
frequency of 250 Hz �Munk et al., 1995� were located at
about 750-m depth, approximately on the sound channel
axis. Webb Research Corporation �WRC� swept-frequency
sources with a center frequency of 275 Hz �Morozov and
Webb, 2003, 2007; Webb et al., 2002� were located at about
3000-m depth, slightly above the estimated surface conjugate
depth. Exact source depths are indicated in Fig. 2. Only re-
sults from the HLF-5 axial source transmissions are reported
here.

The source moorings were approximately 500 km �S1�
and 1000 km �S2� distant from a pair of VLA receiver moor-
ings deployed approximately 5 km apart. Each VLA was
constructed using quasi-independent subarrays of 20 hydro-

phones �High Tech, Inc., Gulfport, MS, HTI-90-U� at 35-m
spacing and an overall length of 700 m �ATOC Instrumenta-
tion Group, 1995�. One VLA receiver, referred to as the shal-
low VLA �SVLA�, spanned the sound channel axis. It con-
sisted of two subarrays, with a total of 40 hydrophones over
the depth range 375.7–1739.3 m. The second VLA receiver,
referred to as the deep VLA �DVLA�, was designed to span
the surface conjugate depth. It consisted of three subarrays.
Unfortunately, the center subarray failed, leaving an upper
subarray of 20 hydrophones over the depth range 2153.1–
2819.6 m and a lower subarray of 20 hydrophones over the
depth range 3575.3–4249.5 m. Because this work is focused
on deep arrivals, only data from the DVLA are presented
here.
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The positions of the sources and the positions and
shapes of the VLAs were measured once an hour throughout
the deployment by long-baseline acoustic navigation sys-
tems. The source and receiver positions were determined to
within a few meters using Global Positioning System �GPS�
navigation �Table I�. The acoustic paths were nearly co-
linear. The source and VLA moorings were all deployed at
approximately the same latitude in order to provide nearly
zonal acoustic paths, with relatively range-independent
sound-speed profiles. A detailed multibeam bathymetric sur-
vey was performed at each of the mooring sites prior to
deployment, and bathymetric data were collected along the
acoustic path while the ship was in transit between mooring
deployment sites.

The hydrophone signals were amplified, bandpass fil-
tered, and sampled at a 1000-Hz rate using 16-bit analog-to-
digital converters. Large time-bandwidth signals and pulse-
compression techniques were used to improve the signal-to-
noise ratio of the receptions. The two near-axial HLF-5
acoustic sources simultaneously transmitted 11 periods of a
1023-digit phase-coded m-sequence with a carrier frequency
of 250 Hz �Munk et al., 1995�. Each digit contained three
cycles of the carrier �Q=3�. Each digit was then 12.0 ms in
duration, each sequence period was 12.276 s long, and the
transmission lasted for 135.0360 s. Ten out of 11 periods,
beginning at the nominal arrival time of the middle of the
first sequence, were recorded and coherently processed. The
source level was calibrated at the U.S. Navy Seneca Lake
Sonar Test Facility to be 192 dB re 1 �Pa at 1 m.

This is an abbreviated description of the SPICEX. More
extensive experimental details are provided in Van Uffelen et
al. �2009�.

III. ENVIRONMENTAL DATA

Deep conductivity-temperature-depth �CTD� measure-
ments were made at each mooring location at the time of
deployment. During the Long Range Ocean Acoustic Propa-
gation EXperiment �LOAPEX� cruise conducted in Septem-
ber of the same year �Mercer et al., 2009�, full-ocean depth
CTD measurements were obtained at each of the source
mooring locations, and a CTD cast down to 2300-m depth
was performed at a location on the acoustic propagation path
approximately 50 km from the VLA. Upper ocean conduc-
tivity and temperature measurements were also collected be-
tween the mooring sites using an underway CTD �UCTD�
�Rudnick and Klinke, 2007�. Ninety-six UCTD casts were
obtained along the 1000-km propagation path between S2
and the VLAs in June during the SPICEX deployment, and
72 casts were obtained along approximately the same path in
September during the LOAPEX cruise, sampling the upper

approximately 400 m of the water column. In addition, Sea-
bird Micro-CAT �Conductivity And Temperature� sensors
were affixed to the SVLA mooring to collect environmental
data in the upper ocean throughout the duration of the ex-
periment.

A. June and September profiles

Range-independent temperature and salinity profiles
were constructed from the UCTD data in the upper ocean
and the deep CTD casts in the deep ocean. These range-
independent profiles are averages of range-dependent fields
constructed from the UCTD and CTD data �Van Uffelen et
al., 2009�.

Range-independent sound-speed profiles for June and
September were computed from the resulting range-
independent temperature and salinity profiles using the
sound-speed equation of Del Grosso �1974� �Fig. 3�. The
sound-speed profiles were smoothed using a cubic spline to
mitigate erratic behavior exhibited by steep-angle acoustic
rays propagated through a discontinuous sound-speed envi-
ronment. The resulting June profile exhibits virtually no
mixed layer, whereas the September profile exhibits a mixed
layer approximately 20 m thick.

Similarly, range-independent buoyancy-frequency pro-
files were computed from the range-independent temperature
and salinity profiles and subsequently smoothed using a cu-
bic spline �Fig. 3�.

B. Internal waves

Simulated internal-wave-induced sound-speed fluctua-
tions were added to the range-average sound-speed profile to
generate stochastic realizations of range-dependent sound-
speed fields that include internal waves. The simulated fields
were generated to be consistent with the empirical GM spec-
tral model �Garrett and Munk, 1979�, using the method of
Colosi and Brown �1998�.

These perturbations to the sound-speed profile, �c, are
due to vertical displacements of a fluid parcel �,

TABLE I. SPICEX mooring locations and water depths.

Mooring Latitude Longitude Depth

DVLA 33.418 92°N 222.317 53°E 5045
SVLA 33.418 40°N 222.259 07°E 5005
S1 34.267 22°N 216.982 92°E 5500
S2 34.889 12°N 211.591 97°E 5475
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where ��c /�z�pot is the potential sound-speed gradient. The
GM spectrum of internal-wave vertical displacement � as a
function of range x and depth z for a frozen vertical slice is
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In these simulations Gj is a complex Gaussian random
variable. The values of the relevant parameters are given in
Table II. The range-independent buoyancy-frequency pro-
files, N�z�, were used to construct the internal-wave fields
�Fig. 3�.

Figure 4 shows the rms sound-speed fluctuation due to
these stochastic internal-wave perturbations. Ten realizations
of the sound-speed perturbation fields were generated and
subsampled at 10-km intervals, resulting in approximately
1000 quasi-independent profiles.

The Micro-CAT sensors on the SVLA mooring mea-
sured pressure as well as temperature and salinity. Sound
speed was calculated from these data using the Del Grosso
sound-speed equation. The instruments were deployed from
June 2004 to June 2005 and collected data throughout the
deployment. The rms sound-speed fluctuations presented in
Fig. 4 are for the year-long deployment.

Internal waves are observed to occur from inertial to
buoyancy frequencies. The mean sound speed was removed,
and the sound-speed perturbation data were high-pass filtered
to suppress frequencies below the inertial frequency. The

Micro-CAT sensors were sampled once every 7 min, with a
Nyquist frequency of 4.3 samples/hour. The Nyquist fre-
quency exceeds the buoyancy frequency at depths below ap-
proximately 180 m �Fig. 3�, but data from the instrument
located at 147 m may be undersampled.

The theoretical variance of the internal-wave spectrum is
given by

��2 =
1/2B2EN0

N�z�
. �7�

The square root of ��2 is multiplied by the smoothed
potential sound-speed gradient for direct comparison to the
rms sound-speed perturbations of the stochastic internal-
wave realizations and the Micro-CAT data in Fig. 4. The
result is scaled for 1/2-GM, 1-GM, and 2-GM energy levels.
The 1-GM energy level is a good fit for the sensors below
250 m. The upper two sensors, however, display a higher
variance, which suggests a higher internal-wave strength,
closer to the 2-GM level.

The displacement spectra obtained from the Micro-CAT
temperature data also indicate an internal-wave level of be-
tween 1/2 and 2 GM. The temperature data were high-pass
filtered for frequencies above the inertial frequency prior to
calculating the power spectral density and were multiplied
by the buoyancy frequency for normalization. The displace-
ment spectra were obtained from the temperature spectra us-
ing the relation

�T = � �T

�z
�

pot
� . �8�

The potential temperature gradient, ��T /�z�pot, was smoothed
with a cubic spline.

The vertical displacement spectra of the Micro-CAT data
are compared with the theoretical GM vertical displacement
spectra �Fig. 5� defined from inertial to buoyancy frequencies
�:

TABLE II. Internal-wave parameters for June and September profiles.

Parameter Description June September

B Thermocline depth scale 1269 m 1198 m
N0 Ref. buoyancy frequency 4.06 cph 4.38 cph
E Ref. internal-wave energy 6.3�10−5 6.3�10−5

�i Inertial frequency 8.18�10−5 s−1 8.18�10−5 s−1

j� Empirical constant 3 3
jmax Number of vertical modes 100 100
�x Range step size 0.2 km 0.2 km
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The spectrum drops off below the inertial frequency due
to the high-pass filtering, but increases again at very low
frequencies, presumably due to mesoscale variability. A
strong semidiurnal tidal signal is also evident.

The shallowest two sensors again indicate an internal-
wave strength of approximately 2 GM. Deeper sensors,
which are located near the sound channel axis, are more
consistent with 1/2 GM, so an energy level of 1/2 GM may
be appropriate for looking at scattering in the axial finale.
Overall, a level of 1 GM is the best fit for the data. All
subsequent simulations in this paper that incorporate
internal-wave-induced scattering will therefore use sound-
speed perturbations consistent with an energy level of 1 GM.

IV. UNSCATTERED ARRIVALS

The lower cusps of acoustic timefront predictions propa-
gated through a sound-speed environment in the absence of
internal waves define the upper limit of acoustic shadow
zones. The deep arrivals observed in SPICEX penetrate the
acoustic shadow by 500–800 m �Van Uffelen et al., 2009�;
however, the precise extent of these extensions is dependent
upon the upper limit of the shadow zones, i.e., the lower
cusps of the unscattered arrivals, which is determined by the
structure of the sound-speed profile.

Acoustic ray predictions and broadband parabolic equa-
tion �PE� simulations utilizing the smooth, range-
independent sound-speed profile described in Sec. III were
performed to obtain unscattered timefronts. The earth-
flattening transformation was applied to the sound-speed
fields to account for the curvature of the earth along the
acoustic path.

Broadband acoustic timefront arrival patterns were cal-
culated using the split-step Padé solution to the parabolic
equation �Collins, 1993, 1989�. The PE simulations include

diffractive effects. The PE simulations employed a grid spac-
ing of 200 m in the horizontal and 0.5 m in the vertical. Six
Padé coefficients were retained. An absorbent bottom was
included with an attenuation coefficient of 5 dB /	.

The solutions were modified to include the frequency-
dependent transmission loss due to volume attenuation
�Fisher and Simmons, 1977�:


�f� = 0.79A
f2

0.82 + f2 + 36
f2

5000 + f2dB/km, �10�

where the frequency f is in kilohertz and A=0.055 for the
North Pacific Ocean �Lovett, 1980�. At 250 Hz, the volume
attenuation is 0.0043 dB/km.

The resulting timefronts were converted into units of
acoustic intensity, as described in Van Uffelen et al. �2009�.
Figure 6 presents the resulting range-independent timefronts
for the 500-km and 1000-km propagation paths utilizing the
June range-independent sound-speed profile. The three sets
of lower cusps on the 500-km propagation path and five sets
of lower cusps on the 1000-km path that were captured by
the hydrophones on the DVLA are labeled.

The structure of a caustic with respect to depth can be
described by the Airy function �Brekhovskikh and Lysanov,
2003� and is observable in the first cusp in set 1 of the
500-km propagation path �Fig. 6, inset�, where the diffrac-
tion pattern of intensity peaks culminates at the caustic be-
fore decaying with depth. The lower cusp in the ray predic-
tion, which overlies the PE prediction in Fig. 6, closely
coincides with the peak of the Airy function.

One hundred rays per degree were traced from �16° to
16° from the horizontal for both the 500-km and 1000-km
propagation paths. In the vicinity of the lower cusps, 1000
rays per degree were traced for better resolution. Rays dis-
playing erratic behavior due to interactions with bathymetry
were discarded in the ray traces.
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The depths of the ray cusps zcusp are tabulated in Table
III for both the June and September profiles. With the excep-
tion of the second cusp of set 2 �cusp 2b� on the 500-km
propagation path, all of the cusps exhibit deepening, ranging
from 21 to 267 m, for the September profile when compared
with the June profile. This deepening is a result of the shape
of the sound-speed profile and is evident in both the ray and
PE simulated timefronts.

The upper turning points �UTPs� of the rays are also
given for the deepest ray on each cusp. The upper turning
points do not change much from June to September with the
notable exceptions cusp 2a on the 500-km timefront and cusp
3b on the 1000-km timefront, which are approximately 90 m
shallower in September than they are in June.

Neither of the cusps in set 2 on the 500-km propagation
path display the classic fold caustic structure, but instead
display an interesting triplication, which is linked to zeros of
the 
 parameter �Brown, 1986a, 1986b; Brown and Tappert,
1987�. Set 3 on the 1000-km propagation path also has a
complicated arrival structure. The first cusps in set 2 of the
500-km timefront and set 3 of the 1000-km timefront are
magnified in the insets of Fig. 6. The corresponding PE pre-
dictions also do not display the neat Airy-function decay
typical of the simpler cusp structure. Due to their complexity,
set 2 on the 500-km timefront and set 3 on the 1000-km
timefront will not be considered further here.

V. DEEP SHADOW-ZONE ARRIVALS

A. Measurements

The intensities of the measured receptions were calcu-
lated using the measured hydrophone sensitivity ��168 dB
re 1 V /�Pa� and the DVLA system gain, taking account of

the signal processing gains achieved using the large time-
bandwidth signals with the assumption that the received sig-
nals are coherent over the duration of the transmission. Ide-
alized m-sequence signals were generated to emulate the
signal transmitted by the HLF-5 source and subsequently
processed using the same signal processing as used for the
acoustic data to experimentally determine the gain resulting
from the processing algorithms. This processing gain was
removed from the signal to calculate the intensity in the ab-
sence of pulse compression.

Table IV summarizes the number of receptions recorded
by the DVLA during the experiment. The disks from the
AVATOC acoustic recording package for the upper segment of
the DVLA were compromised during the mooring recovery,
so the upper segment of the DVLA contains approximately
half the number of data files as the lower DVLA. Receptions
with background noise levels greater than 60 dB were dis-
carded.

Monthly incoherent averages of intensity timefronts for
the 500-km and 1000-km propagation paths were constructed
using all receptions in a given month �Fig. 7�.

The receptions for the month of June were time-aligned
to sharpen the incoherent time-front average. The data were
time-shifted by the offset of the maximum value of the cross-
correlation of the acoustic arrival at each hydrophone with
the clean, range-independent predicted arrival at the same
depth. Similarly, the peaks in September were time-aligned
with the peaks of the range-independent September profile.

Energy calculations presented in Sec. V B are not af-
fected by this alignment due to the integrative nature of the
calculation.

The branches of the acoustic timefronts shift slightly in
travel time due to the evolving structure of the sound-speed
profile with the seasonal change. Because this change occurs
gradually, a single daily average from early July was first
time-aligned with the June monthly average, and the rest of
the July data receptions were aligned with the daily average,
effectively shifting the entire monthly timefront to align with
the June monthly timefront.

Similarly, the August, October, and November time-
fronts were aligned with the September timefront. The cusps
for June and July therefore have different arrival times than
the remaining months because they are aligned with a differ-
ent simulated timefront. The travel times shown on the axes
of the timefronts are not the absolute travel times recorded in

TABLE III. Depths of lower cusps and corresponding upper turning points
for 500- and 1000-km timefronts for rays propagated through range-
independent June and September sound-speed profiles.

Cusp

zcusp

�m�
Difference

�m�

UTP
�m�

June Sept. June Sept.

500-km timefront
1a 3423 3609 186 33 47
1b 3138 3263 125 76 76
2a 2218 2399 181 237 147
2b 2120 2115 �5 277 285
3a 1889 1948 59 347 346
3b 1807 1841 34 372 358

1000-km timefront
1a 3633 3868 235 19 41
1b 3528 3795 267 28 44
2a 3051 3103 52 94 97
2b 2997 3044 47 103 105
3a 2549 2682 133 148 144
3b 2221 2259 38 236 147
4a 2076 2097 21 296 294
4b 2047 2073 26 307 304
5a 1950 1985 35 339 351
5b 1898 1955 57 336 345

TABLE IV. Number of usable acoustic receptions recorded by the upper and
lower segments of the DVLA for the 500- and 1000-km axial source trans-
missions for June–November 2004.

Month

500-km range 1000-km range

Upper Lower Upper Lower

June 9 22 10 22
July 22 44 20 45
August 20 46 19 44
September 19 35 19 36
October 22 41 24 43
November 18 38 16 37
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the acoustic data receptions, but are aligned with the travel
time of propagation simulations through a smooth range-
independent environment, and are used here for reference
only.

Subtle changes in the acoustic timefronts become impor-
tant when aligning peaks, but changes in travel time of a few
milliseconds are difficult to discern on the time scale of Fig.
7. The June and September averaged timefronts are quite
sharp because they most closely correspond with the envi-
ronmental data that formed the basis of the range-
independent PE simulations with which they were aligned.

The timefront for November is less sharp due to a broaden-
ing of the peak of the cross-correlation function. November
is the farthest removed from the times when the environmen-
tal data were collected, and the changing upper ocean struc-
ture affects the shape of the timefront. A perceptible devel-
opment in the timefront structure is a broadening, sometimes
nearly splitting, of the leading branches of the timefront of
the 500-km propagation path �Fig. 7�.

The most obvious differences in the timefronts from
month to month are the vertical extensions of the lower
cusps, i.e., the shadow-zone arrivals. The top panel of Fig. 8
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is a magnification of the arrival of cusp 1b on the lower
segment of the DVLA on the 500-km timefront. The depth of
the scattering increases with each month and displays dra-
matic deepening in the month of November.

The cusps in set 3 of the 1000-km timefront also show
significant deepening from June to September. The lower
limit of these cusps is barely captured by the lower segment
of the DVLA just prior to 676 s for most of the transmission
period, but in November the cusps are unmistakable �Fig. 7�.

B. Energies

Twenty Monte-Carlo realizations of broadband PE simu-
lations incorporating sound-speed fluctuations consistent
with the Garrett–Munk internal-wave energy spectrum at full
strength were incoherently averaged in intensity for compari-
son with range-independent PE predictions �not shown�. The
internal-wave-scattered arrivals do not display an intense
Airy-function peak at the caustic, but decay more gradually
as the energy is scattered downward, primarily along the
timefront, similar to the behavior of the lower cusps of re-
ceived timefronts �Beron-Vera and Brown, 2004; Flatté and
Colosi, 2008; Godin, 2007; Virovlyansky, 2003�.

A quantitative measure of the vertical extent of the ar-
rivals is the energy contained in the arrival at a particular
depth. Figure 9 displays a measure of the energy in the cusp
as it extends into the acoustic shadow. The energy E is cal-
culated by integrating the intensity I of a peak in a specified
time window T:

E = 

T

Idt . �11�

The hydrophone noise level was determined by calculat-
ing the energy in a time window where there was no acoustic
arrival. The noise levels for all of the monthly averages are
between 41 and 48 dB re 1 �Pa2 s and generally seem to be
higher for the later months, which may correspond with in-
creasing noise due to winter storms.

The peak of the Airy function is evident in the energy of
the range-independent simulations for both the June and Sep-
tember profiles, below which the energy quickly decays. The
peak of the Airy function roughly coincides with the depth of
the cusp of the deterministic ray arrivals �Fig. 6�. The
internal-wave simulations do not exhibit the same intense
peak but have a scattered structure which decays more
slowly and extends well below the peak of the Airy function
of the range-independent arrival.

The top left panel of Fig. 9 shows the energy content of
cusp 1a of the 500-km timefront. The energy level increases
with time until November throughout the depth range cap-
tured by the DVLA. In November, a peak is evident in the
profile at a depth of approximately 3800 m. This peak is
approximately 400 m below the peak of the Airy function for
the June profile and approximately 200 m below the peak in
the Airy function for the September profile. The energy con-
tent for earlier months all falls between the energy levels
predicted for the June and September internal-wave-scattered
profiles.

Similar behavior is evidenced in the energy profile of the
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second cusp in the set shown on the top right panel of Fig. 9.
A dramatic increase in energy for the month of November is
evident, which is consistent with the progression exhibited in
Fig. 8. The energy contents for the previous months again lie
between the predictions for the June and September internal-
wave simulations. The ray traces also predict a deepening of
the cusp by 186 m from June to September in the absence of
internal-wave scattering. The timefront does not achieve this
deepening by September, but far exceeds it by November
�Fig. 8�.

Both cusps in set 2 on the 1000-km timefront exhibit the
same dramatic increase in energy in the month of November
�Fig. 9, bottom�. This dramatic increase is noticeable in the
timefront plot shown in Fig. 7 and shows scattering as far as
700-m below the peak of the range-independent predictions.
The early months again concur with the internal-wave-
scattered predictions until they approach the noise level.

The rays associated with these two sets of cusps have
shallow upper turning points, ranging from 33 to 103 m for
June and from 47 to 105 m for September �Table III�. These
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relatively steep rays are highly sensitive to variable sound-
speed structure in the upper ocean. The upper turning points
are also very near the peak of the buoyancy-frequency pro-
file, where there is increased internal-wave activity.

The progression of the first cusp in set 1 of the 1000-km
timefront is pictured in the lower panels of Fig. 8. The sharp
peak exhibited in June is not as prominent in later months.
The arrivals in November are noticeably more scattered, al-
though this is partly due to the imperfect alignment resulting
from the changing timefront, as described in Sec. V A.

Both cusps in this set, with upper turning points of
19–28 m in June and 41–44 m in September, seem to display
very different characteristics from those demonstrated by the
cusps in set 2 of the 1000-km timefront and set 1 of the
500-km timefront �Fig. 9�. The first June cusp displays the
highest energy content in the upper phones, and the energy
level progressively decreases in subsequent months. The sec-
ond cusp in the set behaves similarly, although the effect is
less striking. The monthly progression is not consistent for
the deeper phones. In each of these cases, although June has
the highest energy at the upper phones, it has the lowest
energy at the deepest phones. Internal-wave simulations for
the June profile also contain more energy than for the Sep-
tember profile in the depth range of the upper phones, but
contain less energy than the September profile at the depths
of the lower phones.

This rapid decay with depth is more consistent with less
scattered cusp arrivals. The average energy for the lowest 20
phones for the first cusp is 65.7 dB for June and 61.0 dB for
November. For the second cusp, the average energy is 62.6
dB for June and 62.2 dB for November. For comparison, the

average energy for the lowest 20 phones in November for the
first and second cusps in set 1 of the 500-km timefront,
which demonstrated significant deepening, exceed the June
average energy by 7.0 and 11.4 dB, respectively.

The upper turning points for this set of arrivals are shal-
lower than set 1 of the 500-km timefront and set 2 of the
1000-km timefront. In June, the upper turning point is just 19
m from the sea surface. The June rays likely demonstrate less
scattering by internal-wave fluctuations because they turn
very near the sea surface, where internal-wave sound-speed
perturbations approach zero �Fig. 3�. Conversely, in Novem-
ber the rays are likely refracting off the base of the remnant
summer thermocline, rather than becoming surface-reflected,
giving the slower decay in energy with depth that is ob-
served.

Neither set 3 of the 500-km timefront nor set 4 or 5 of
the 1000-km timefront is predicted to be captured by the
DVLA, but distinct arrivals seen several hundred meters be-
low the range-independent cusps are consistent with internal-
wave predictions �Fig. 10�. Because the arrivals are diffuse,
the two cusps cannot be separated in travel time and are
therefore combined in the energy calculation. Other than a
particularly strong June arrival in set 5 of the 1000-km time-
front, there does not seem to be much difference in energy
content for the different months, although these are not in-
tense arrivals at the depths captured by the DVLA. These
cusps all have upper turning points of approximately 300 m
or deeper �Table III� and are less affected by the change in
season than cusps with upper turning points higher in the
water column.

40 50 60 70

1800

1900

2000

2100

2200

2300

2400

2500

2600

2700

2800

2900

Energy (dB re 1uPa2 *sec)

De
pt
h
(m
)

500 km Range
Set 3

40 50 60 70
Energy (dB re 1uPa2 *sec)

1000 km Range
Set 4

40 50 60 70 80
Energy (dB re 1uPa2 *sec)

1000 km Range
Set 5

Jun
Jul
Aug
Sep
Oct
Nov
RI Jun
RI Sep
IW Jun
IW Sep

FIG. 10. Energy in the pairs of cusps in set 3 on the 500-km timefront and sets 4 and 5 on the 1000-km path. Due to extensive scattering, energy was
calculated for a time window containing both cusps. Hydrophone data are shown for June–November for the 20 phones on the upper segment of the DVLA.
Noise levels for each month are depicted by dash-dot lines colored to correspond with the acoustic data. Energy calculated for range-independent and
internal-wave PE simulations for both June and September profiles is included.

2178 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Van Uffelen et al.: Upper ocean effects on deep shadow-zone arrivals



VI. DISCUSSION

Mixed layers in the ocean form when summer winds
mix warm surface waters downward, resulting in a layer of
uniform temperature and salinity at the surface. This layer is
thinnest in the early summer and thickens with sea-surface
warming throughout the summer months. This warming also
produces a steep temperature gradient, known as a summer
thermocline. The development of the summer thermocline is
exemplified in changes in the sound-speed profiles from June
to September in Fig. 3. The summer thermocline subsides
with winter cooling as the heat content of the warm surface
waters is distributed to greater depths.

Figure 8 illustrates the deepening of lower cusps as win-
ter approaches, indicating that the changes in the upper
ocean sound-speed structure, i.e., the development and sub-
sequent abatement of the summer thermocline, impact the
depth of arrivals for cusps whose corresponding acoustic
rays have shallow upper turning points. This figure indicates
that seasonal changes are just beginning to affect the
shadow-zone arrivals in November.

Although measured oceanic environmental data are not
available in the month of November, historical sound-speed
profiles give insight into what is likely happening in the up-
per ocean. The development of the summer thermocline due
to surface warming is evident from June to September �Fig.
11�. In October, the surface is beginning to cool and heat is
mixed downward, but the effect is much more dramatic in
November.

Acoustic ray propagation simulations through the his-
torical November profile for cusp 1a on the 500-km time-
front suggest that the depths of the UTP and of the lower
cusp are only slightly greater in November than in Septem-
ber �Tables III and V�. Acoustic rays are most sensitive to
scattering when they approach the horizontal �Flatté et al.,
1979�; therefore, rays with upper turning depths near the
peak of the buoyancy frequency, where the internal-wave
induced sound-speed fluctuations are most pronounced, are
expected to be more sensitive to internal-wave scattering and
display more deepening due to internal-wave interactions.

The slightly higher energy level in November in Fig. 9
�top left panel� is therefore likely primarily due to increased
scattering of rays turning near the base of the somewhat
sharper November thermocline. This is also likely the case
for cusps 2a and 2b on the 1000-km timefront, as the depths
of the cusps and the UTPs are about the same from June to
November.

Historical data suggest that the depth of cusp 1b on the
500-km timefront deepens significantly from June to Sep-
tember to November. The substantially higher energy levels
in November in Fig. 8 �upper panel� and Fig. 9 �top right
panel� are therefore likely in large part due to the increased
depth of the cusp for the deterministic rays in the range-
average profile, although there could also be some contribu-
tion from increased scattering of rays turning near the base of
the November thermocline. This is the most dramatic change
observed in the data.

According to historical data predictions, the depths of
cusp 1a and 1b on the 1000-km timefront are about the same
in November as in September, but deeper than in June. Al-
though the energy levels in November in Fig. 9 �middle� are
more-or-less comparable to those in earlier months, they de-
crease more slowly with depth in November than in June
�the energy levels actually cross�, likely due to less scattering
of rays turning near or at the surface in June and increased
scattering of rays turning near the base of the somewhat
sharper thermocline in November. One expects surface-
reflected rays to have less internal-wave-induced scattering.

Although acoustic transmissions terminated in Novem-
ber, temperature and salinity measurements down to approxi-
mately 400-m depth were acquired along the acoustic path
using a SeaSoar during late March 2005, allowing simula-
tions to be done for this oceanographically different time
period. A March profile was constructed in a way similar to
the construction of the June and September profiles �Sec.
III A�, except that climatological temperature and salinity
data from the World Ocean Atlas database �2005� were used
for the deep ocean �Levitus, 1982�. The resulting sound-
speed profile shows that the summer thermocline has sub-
sided, and the mixed-layer base has deepened to approxi-
mately 100 m �Fig. 3�.

Range-independent acoustic ray predictions indicate that
the cusp 1b on the 500-km timefront has an upper turning
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TABLE V. Depths of lower cusps and corresponding upper turning points
for selected sets of cusps on the 500- and 1000-km timefronts for rays
propagated through a historical November sound-speed profile.

Cusp
zcusp

�m�
UTP
�m�

500-km timefront
1a 3658 58
1b 3471 67

1000-km timefront
1a 3715 50
1b 3738 53
2a 3140 89
2b 3002 105
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point of 88 m in March, slightly deeper than in June and
September, and very close to the base of the mixed layer,
where internal-wave activity is increased. The heightened
internal-wave activity is apparent in the scattering of the
cusp indicated by the slow decay of energy with depth �Fig.
12, left panel�.

In contrast, cusp 1a on the 1000-km timefront decays
more quickly in March than in both June and September,
demonstrating less scattering �Fig. 12, right panel�. Analysis
of the turning points of the unscattered acoustic rays indi-
cates that the rays associated with this cusp have becomes
surface-reflected, rather than refracted, for the March profile
due to the decrease in the sound-speed gradient in the upper
ocean. Since acoustic rays are most susceptible to internal-
wave scattering while they are turning, i.e., near horizontal,
rays which reflect off the sea surface are not expected to be
as affected by internal-wave activity.

VII. CONCLUSIONS

Parabolic equation simulations incorporating sound-
speed fluctuations consistent with the Garrett–Munk internal-
wave spectrum at full strength appropriately describe the
scattering into the acoustic shadow for data collected during
SPICEX during months for which environmental data are
available.

The relationship between time of year and shadow-zone
extension is not direct. Shadow-zone arrivals refer to energy
that arrives below the cusps of unscattered arrivals, so the
depth at which an arrival is considered a shadow-zone arrival
can change dramatically based on the shape of the sound-
speed profile. The depth to which the timefronts extend as
the seasons change is a complex combination of determinis-

tic changes in the depths of the lower cusps as the range-
average profiles evolve and of the amount of scattering,
which depends on the depths of the UTPs and the mean
vertical gradients at those depths. The most dramatic changes
observed occur in November, as winter is beginning. Only
historical environmental data are available for November,
however, so the detailed conclusions are somewhat tentative.

Distinct arrivals are observable well below the determin-
istic unscattered cusps for all sets of lower cusps captured by
the DVLA and considered here. As expected, the energy pro-
file of cusps resulting from lower-angle rays with UTPs of
approximately 300 m or deeper exhibits less seasonal depen-
dence than those with UTPs in the upper ocean.
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This paper describes a Bayesian inversion of acoustic reflection loss versus angle measurements to
estimate the compressional and shear wave velocities in young uppermost oceanic crust, Layer 2A.
The data were obtained in an experiment on the thinly sedimented western flank of the Endeavor
segment of the Juan de Fuca Ridge, using a towed horizontal hydrophone array and small explosive
charges as sound sources. Measurements were made at three sites at increasing distance from the
ridge spreading center to determine the effect of age of the crust on seismic velocities. The inversion
used reflection loss data in a 1/3-octave band centered at 16 Hz. The compressional and shear wave
velocities of the basalt were highly sensitive parameters in the inversion. The compressional wave
velocity increased from 2547�30 to 2710�18 m /s over an age span of 1.4 million years �Ma�
from the spreading center, an increase of 4.5�1.0% /Ma. The basalt shear wave velocity increased
by nearly a factor of 2, from �725 to 1320 m /s over the same age span. These results show a
decreasing trend of Poisson’s ratio with age, from a value of 0.46 at the youngest site closest to the
ridge axis. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3311822�

PACS number�s�: 43.30.Pc, 43.60.Pt �RAS� Pages: 2182–2192

I. INTRODUCTION

Oceanic crust generated by magmatic processes at mid-
ocean ridges gradually moves away from the ridge spreading
centers over many millions of years �Ma�. An increase in
seismic velocity associated with the geological age of the
basalt in the uppermost layer of oceanic crust, Layer 2A, was
first inferred by Houtz and Ewing1 based on analysis of
sonobuoy refraction data from various sites worldwide. They
concluded from the available data at the time that the seismic
velocities in Layer 2A increased from �3.3 km /s at the
ridge crest spreading centers to values characteristic of ma-
ture basalt crust, �4.0 km /s, on the ridge flanks.

The increase in velocity is generally attributed to low
temperature alteration of the physical properties of the
crustal basalt associated with passive hydrothermal circula-
tion within the ridge crest and flanks.1–3 In this model, min-
erals are precipitated in the cracks and voids of the young
basalt as the water circulates over time. The hydrothermal
alteration and deposition process is temperature dependent
and is strongly affected by the overlying sediment cover
which can insulate the crust from the ocean water, thus in-
creasing the temperature in the crust and accelerating the rate

of alteration.3,4 Consequently, the rate of aging is not uni-
form worldwide but is dependent on the ridge flank environ-
ment at each site.

Since the initial report by Houtz and Ewing, there have
been several experiments to measure seismic velocities at
midocean ridges, e.g., Refs. 5–9. Recently, measurements
have also been made in transects from and across the ridge
crests to document the rate of increase in seismic velocity
with crustal age at a very fast spreading ridge, the East Pa-
cific Rise,10 and at the northern segments of an intermediate
spreading ridge, the Juan de Fuca Ridge.11 These experi-
ments used established seismic techniques and inversions
based on travel time analysis of data from ocean bottom
hydrophones,10 and multichannel seismic data11 to determine
profiles of the seismic velocity with depth in Layers 2A and
2B. Measurements of the basalt shear wave velocity have
also been reported from experiments with ocean bottom hy-
drophones to detect interface waves generated at a ridge
crest.12 In addition to the seismic experiments, measurements
of the velocities of ocean crust of all ages have been obtained
from logging data, vertical seismic profiles, and by analysis
of cores from various drilling operations of the ocean drilling
projects: Deep Sea Drilling Project, Ocean Drilling Project,
and Integrated Ocean Drilling Project �see, for instance, Ref.
13�.

a�Author to whom correspondence should be addressed. Electronic mail:
hefeng@iet.ntnu.no
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This paper describes a different technique for estimating
seismic velocities and reports measurements from a transect
on the western flank of the Endeavor segment of the Juan de
Fuca ridge. The method is based on measurements of the
ocean bottom reflection loss versus grazing angle, using
small explosive charges as sound sources. The basic tech-
nique has been widely used in underwater acoustics to mea-
sure acoustic propagation loss and to characterize the ocean
bottom in terms of geoacoustic profiles. Diachok et al.14 de-
scribed an application of the technique for inferring seismic
velocities of the upper crust in the Rivera Ocean Seismic
Experiment. In the present work, we adapt the method for
use with a towed horizontal hydrophone line array.

The experiments were carried out in July 1991 and ini-
tial results were reported previously for the measurements of
velocity at the ridge crest15 and for a comparison with seis-
mic velocities on the eastern flank of the ridge.16 Here, we
apply a Bayesian inversion technique to estimate the seismic
velocities in Layer 2A from the reflection loss versus angle
data at sites of increasing crustal age from �0.1 to 1.5 Ma.
In comparison with the results from the seismic experiments,
our values for the compressional wave velocity are charac-
teristic of the uppermost crustal material within a wavelength
of the sea floor, and thus provide constraints for the velocity
in the surface low velocity layer of Layer 2A. Moreover, the
reflection loss method also provides an estimate of the asso-
ciated shear wave velocity, and the Bayesian analysis pro-
vides realistic uncertainty measures for both velocities. Our

results for the compressional wave velocity indicate an in-
crease from �2500 m /s at the ridge crest to �2700 m /s at
a distance of about 32 km from the spreading center, and the
rate of increase is consistent with the result reported in Ref.
11. Of greater interest, the estimated shear wave velocity
increases by roughly a factor of 2 over the same span of
crustal ages.

In the remainder of this paper, we describe the experi-
ment in Sec. II, and then discuss the inversion technique and
the interpretation of reflection loss versus angle data. The
results are then presented and discussed.

II. EXPERIMENTS

The acoustic reflection experiments were carried out
along tracks at three sites west of the Endeavor segment of
the Juan de Fuca Ridge �Fig. 1�. The ridge axis at the spread-
ing center is aligned NNE, approximately 23°, and the gen-
eral topography west of the ridge in the Endeavor segment
consists of a series of valleys and smaller ridges aligned
parallel to the main axis. The sea floor is thinly sedimented,
with sediments gradually increasing in thickness from a few
meters near the ridge crest to values around 30–35 m out to
distances of 35–40 km from the spreading center. However,
the rate of increase is not uniform with distance from the
spreading center, and there may be local pockets of thicker
deposits. Estimates of the sediment thickness were obtained
from analysis of single hydrophone data for the close range

FIG. 1. Experimental locations for Sites A–C.
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shots at each site and from shots deployed from the array
ship at the beginning of each track. The ranges of values
from these data are listed in Table I. The experimental sites
were located in the valleys between the ridges: Site A in the
first valley 3 km west of the ridge crest at a depth of
�2250 m, Site B in the next valley approximately 18 km
west of the crest at a depth of �2440 m, and Site C in the
third valley approximately 32 km west of the crest at a depth
of �2640 m. The locations and environmental data for the
sites are listed in Table I.

Layer 2A has been mapped on each side of the ridge
crest spreading center in the Endeavor segment in several
reflection and refraction surveys.4,7,11 On the thinly sedi-
mented western flank, the compressional wave velocity in-
creases gradually by about 24% from �2500 m /s over an
age span of �5 Ma �corresponding to distances of
�120 km from the ridge crest�.11 By contrast, the eastern
flank is thickly sedimented with terrigeneous material that
fills the Cascadia Basin, with significant cover within 20 km
of the ridge crest. Layer 2A velocity increases abruptly at
this relatively close distance to the spreading center �corre-
sponding to an age of �0.6 Ma� and increases more rapidly
to values characteristic of mature crustal basalt over an age
span of about 5 Ma �an increase in velocity of 60%�. This
rapid rate of change is attributed to the effect of the thick
sediment cover in closing the crust to hydrothermal
circulation.4 The depth to the Layer 2A/2B boundary varies
from about 400 m on the western flank to �200 m on the
eastern flank.11

The ocean bottom reflectivity data reported in this paper
were obtained in an experiment with two ships, using small
explosive charges as sound sources. One ship, USNS
DeSteiger, deployed 0.8 kg signal underwater sound �SUS�
charges at nominal depths of 190 m on tracks that opened
range from the receiving ship, CFAV Endeavor. The shot
signals were received on the Canadian ocean acoustic mea-
surement system �COAMS� horizontal line array that was
towed at a depth of �250 m by CFAV Endeavor. The array
aperture was 1524 m with 40 hydrophone channels that were
equispaced at 38.1 m. Array shape was monitored by six
depth sensors at intervals of 310 m along the array, and the
orientation and straightness were monitored by compass sen-
sors at the array ends and mid point.

The ship tracks were designed so that the propagation
paths of the shot signals were nearly broadside to the array
and perpendicular to the ridge axis for all the shot deploy-
ments. The shooting ship opened range to a distance of about
35 km from the array ship on a course at a bearing of 65° to
the array ship’s course, as shown in Fig. 2. The courses and
ship speeds were set so that the track of the midpoints be-

tween the two ships was aligned parallel to the direction of
the ridge axis, about 23°. Ship positions were determined
from global positioning system data that were collected on
each ship.

The broadband shot signals received at the array were
digitized at 700 samples/s and processed by a time delay
beamformer to obtain the array responses in 37 beams from
�30° to 30° centered at the broadside direction. The beam
data were then filtered in 1/3-octave frequency bands with
center frequencies from 16–125 Hz to obtain the beam re-
sponses versus time for the shot signals. The array process-
ing provided spatial and temporal separation of the direct
path and first bottom reflection signals into separate beams
for ranges out to �25 km. In addition, random signals from
scattering centers on the sea floor were spatially filtered from
the beams containing the specular bottom reflection path sig-
nals from the shots. Significant scattering in nonspecular
paths was observed in the array data at higher frequencies at
each site, but the impact of this effect was considerably re-
duced by using the specular beam for the 16 Hz band in this
work.

Bottom reflection losses �BLs� �in decibels� for the first
bottom reflection signals were determined from the specular
beam data for the 1/3-octave band centered at 16 Hz accord-
ing to

BL��� = Hm��� − Hc, �1�

where Hm��� is the measured propagation loss of the first
bottom reflection at grazing angle �, and Hc is the calculated
loss, using ray theory and assuming perfect reflection at the
sea floor. The measured losses were determined from the
received energy level, RL���, in the specular beam, using
known values of the source levels �SLs� of the explosive
charges,17

Hm��� = SL − RL��� . �2�

The charge weight of SUS charges varies less than 10% of
the nominal value, but the SL in low frequency third octave

TABLE I. Experimental site locations and environmental description.

Site Latitude �N� Longitude �W�
Water depth

�m�
Age
�Ma�

Sediment thickness
�m�

A 47° 59.5� 129° 09� 2250 0.1 �10
B 48° 03� 129° 19� 2440 0.7 17–21
C 47° 59� 129° 33� 2640 1.5 21–23

FIG. 2. Experimental geometry for the tracks of the two ships.

2184 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Dong et al.: Estimation of velocities from reflection data



bands can vary appreciably from shot to shot depending on
the explosion depth. In this analysis, the SL was corrected
for the actual depth of each shot. Shot depths were deter-
mined from the bubble pulse periods, which were determined
from the cepstrum of the received signals.17

Since the measured loss in the specular beam included
the contributions from the four multipath components of the
first bottom interaction, the calculated loss accounted for the
coherent summation of these paths. The phases relative to the
first component were derived from the experimental geom-
etry. The array shape was also taken into account in deter-
mining the beam responses for each shot, using the data from
the depth and compass monitoring sensors.

In this experiment, BL was obtained for a span of sea
floor grazing angles from 80° at close range to �10° at
ranges of 25 km. The grazing angles were determined by ray
tracing using the ship navigation data and water column
sound speed profiles that were measured at each site. The
sound speed profile was downward refracting for the source
depths of around 190 m, so there was a distinct first bottom
reflection for all the shots out the greatest range along the
tracks. Reflection coefficients, V���, are related to the bottom
loss for each grazing angle by

V��� = 10−BL���/20. �3�

Although the reflection points on the sea floor were different
for each grazing angle in this experiment, the ship tracks
were designed so that the locus of the reflection points fol-
lowed a track parallel to the ridge axis, for which the age of
the underlying crustal basalt was assumed to be constant.
Thus, the reflection coefficient data from each site provide
information about the geoacoustic properties of basalt at a
well defined age.

III. INVERSION OF REFLECTION COEFFICIENT VS.
ANGLE DATA

A. Inversion method

In this work, the reflection coefficient versus angle data
d is inverted using a Bayesian approach to estimate proper-
ties of the posterior probability distribution for geoacoustic
parameter model m.18,19 According to Bayes’ rule, the poste-
rior probability density �PPD�, P�m �d�, can be expressed as

P�m�d�P�d� = P�d�m�P�m� , �4�

where P�m� represents prior information about the geoacous-
tic model. For measured �fixed� data d, P�d �m� is interpreted
as the likelihood function, which can generally be expressed
in the form P�d �m��exp�−E�m��, where E represents the
data misfit function and P�d� is a constant. Equation �4� then
can be written as

P�m�d� =
exp�− ��m��

�exp�− ��m���dm�
, �5�

where ��m�=E�m�−loge P�m� is the generalized misfit and
the domain of integration spans the parameter space. The
multidimensional PPD is interpreted in terms of properties
defining parameter estimates and uncertainties, such as the
maximum a posteriori �MAP� estimate m̂, the mean model

m, the covariance C about the mean model, and marginal
probability distributions P�mi �d�, defined as

m̂ = Argmax�P�m�d�	 , �6�

m =
 m�P�m��d�dm�, �7�

C =
 �m�-m��m�-m�TP�m��d�dm�, �8�

P�mi�d� =
 ��mi�-mi�P�m��d�dm�, �9�

where � is the Dirac delta function and the domain of inte-
gration spans the parameter space. Parameter correlations are
quantified by normalizing the covariance matrix to produce
the correlation matrix

Rij =
Cij

�CiiCjj

. �10�

Matrix elements Rij are within �−1,+1�, with a value of +1,
indicating perfect correlation between mi and mj. Parameter
uncertainties can also be quantified in terms of credibility
intervals, such as the 	% highest-probability density cred-
ibility interval, representing the interval of minimum width
containing 	% of the area of the marginal distribution. For
nonlinear problems, analytical solutions to Eqs. �6�–�9� do
not exist, and precise solutions require numerical ap-
proaches. In this work MAP estimation, Eq. �6�, was carried
out by minimizing the generalized misfit using a hybrid op-
timization algorithm, adaptive simplex simulated annealing
�ASSA�.20 PPD integration, Eqs. �7�–�9�, was carried out us-
ing Metropolis–Hastings sampling in a principal-component
parameter space.18,19

Assuming that the data errors �measurement error plus
theory error� are independent, Gaussian-distributed random
processes, the likelihood function is given by

L�m� =
1

�2
�N/2�
i=1

N

�i

exp− �
i=1

N
�di − di�m��2

2�i
2 � , �11�

where d is the vector of N measured data, d�m� is a vector of
N modeled data, and �i represents the standard deviation for
data di. The data misfit can be expressed by

E�m� = �
i=1

N
�di − di�m��2

2�i
2 . �12�

B. Reflection coefficient inversion

In this experiment, the sound reflected from the ocean
bottom carries information about the interaction with a sys-
tem of interfaces, including the basalt crust and the overlying
sediment. However, we begin the discussion of the interpre-
tation of the reflection loss data by considering the reflectiv-
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ity for the more simple case of an elastic half-space. The
reflection coefficient for a homogeneous elastic solid seabed
is given by21

V01 =
Z1 cos2�2�1� + Zt sin2�2�1� − Z0

Z1 cos2�2�1� + Zt sin2�2�1� + Z0
, �13�

where Z0=0c0 /sin �0, Z1=1c1 /sin �1, and Zt=1b1 /sin �1

are the impedances for the compressional wave in the water,
and the compressional and shear waves in the seabed, respec-
tively; c0 is the sound speed in the water; c1 and b1 are the
seabed compressional and shear wave velocities, respec-
tively; 0 and 1 are the densities for the water and seabed;
and �0, �1, and �1 are the grazing angles of incidence and
transmission for compressional and shear waves, respec-
tively. The compressional and shear wave attenuations are
introduced by substituting complex wave velocities into Eq.
�13�,

c1� = c1�1 + i
�p1

40
 log10 e
� , �14�

b1� = b1�1 + i
�s1

40
 log10 e
� , �15�

where �p1 and �s1 are the compressional and shear wave
attenuation coefficients, respectively, in terms of dB /� �� is
wavelength�. The reflection coefficient for the more compli-
cated case of a multilayered ocean bottom can be expressed
recursively in terms of impedances for the layered structure,
following Brekhovskikh21 for layered elastic media.

The analysis of the half-space seabed shows that the
reflection coefficient depends on the impedance contrasts at
the interface and the grazing angle of the incident wave. For
reflection from a high sound velocity interface such as basalt,
the most significant features of the reflection coefficient ver-
sus angle data are the peaks at the compressional and shear
wave critical angles �if the shear wave velocity is greater
than the sound speed in the water�. At very high grazing
angles �i.e., near normal incidence�, the reflection coefficient
is effectively constant and depends primarily on the acoustic
impedance contrast. Since excitation of shear waves is weak
at these angles, the data are sensitive to the density contrast.
If the shear wave velocity is less than the water sound speed,
information about the shear parameters is contained in the
magnitude and shape of the reflection coefficient at angles
less than the compressional wave critical angle.

The simple interpretation above is based on the reflec-
tion from a single interface and applies to the simple half-
space geoacoustic model in Eq. �13�. However, the experi-
mental sites west of the Juan de Fuca ridge are sedimented
and the reflected signal interacts with a system of layers.
Intuitively, it would be expected that the presence of a thick

sediment layer would have to be taken into account for in-
terpreting the acoustic reflectivity, but a thin layer can also
cause significant modifications to the simple half-space inter-
pretation. Hovem22 showed that the sediment layer generates
Stoneley waves at the sediment basalt interface for certain
frequencies and low grazing angles. Also for sufficiently thin
elastic solid sediment layers, a resonance condition occurs
due to the conversion of compressional to shear waves at the
sediment basalt interface.23 This effect has been shown to
cause variations of several decibels in the reflection loss at
low grazing angles.24 These resonance effects complicate the
interpretation of the experimental data, and it is important to
account for them in modeling the reflection loss in the inver-
sion.

In order to demonstrate the effect of the overlying sedi-
ment on the reflection coefficient inversion, a synthetic envi-
ronment was developed based on a simple thin sediment
layer geoacoustic model �single-layer model�. The model
was parametrized by the compressional and shear wave ve-
locities and attenuations, the densities of the sediment and
basalt, and the thickness of the sediment layer, as shown in
Fig. 3. The parameter values are typical of clayey silt or silty
clay overlying young basalt, and are listed in Table II. The
water layer was given a compressional wave speed of 1500
m/s and density of 1.03 g /cm3. Reflection coefficient data
were generated for this model at a frequency of 16 Hz to
simulate experimental conditions.

A previous study of the sensitivity of the reflection co-
efficient to the model parameters of the single-layer geoa-
coustic model indicated that the most sensitive parameters
were the compressional and shear wave velocities of the ba-
salt, and the shear wave velocity of the sediment.25 Here we
use a different approach to show the effect of the sediment
layer on the inversion. Uncorrelated zero-mean random
Gaussian noise with standard deviation of 0.05 was added to
the data, and then the simulated data were inverted by the
optimization code, ASSA, to compare the behavior of two
different geoacoustic models: a half-space model that used

TABLE II. Model parameters for the synthetic case.

Medium
Thickness

�m�
vp

�m/s�
vs

�m/s�
�p

�dB /��
�s

�dB /��


�g /cm3�

Sediment 3.5–32 1530 210 0.3 1.8 1.55
Basalt � 2650 1100 0.1 0.5 2.50

FIG. 3. �Color online� Single-layer geoacoustic model of the ocean bottom.
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the same values for the basalt shown in Table II; and then the
single-layer model.

Figure 4 shows the fits to the synthetic data generated
from the MAP estimates obtained from ASSA for the two
models. The sediment thickness varies from 3.5 m �top
panel�, 11.5 m, �middle panel� to 32 m �bottom panel�.

The figure indicates that for thin sediment layers,
�10 m �top and middle panels�, the modeled reflection
curves generated by the half-space model approximately pre-
dict the peak at the compressional wave critical angle of the
basalt, 55.5°. But at other grazing angles the model fits are
very poor. For thicker sediment layers, �20 m �bottom
panel�, the half-space model does not fit the data at all, ex-
cept at very low grazing angles. Overall, the single-layer
model clearly produces better fits to the data. This is in part
expected due to the greater number of parameters in the
model. However, we conclude from the synthetic data study
that the single-layer model provides a better description of
the physics of the reflection from the thin-layer/basalt sys-
tem.

IV. INVERSION OF EXPERIMENTAL DATA

A. Inversion results

The data from Sites A–C on the western flank of the
Endeavor segment were inverted using the Bayesian ap-

proach. The single sediment layer over a basalt half-space
was used to model the upper crust environment. The constant
sound velocity assumption for the basalt is consistent with
the surface low velocity layer model9,12 for the uppermost
portion of Layer 2A, for which the velocity gradient is very
small. This is a reasonable geoacoustic model for our analy-
sis, since the reflection loss data in this experiment are pri-
marily sensitive to the crustal material within a wavelength
��100 to 200 m� of the sea floor. If a small gradient of
velocity does exist, our estimated values can be interpreted
in terms of the average values over the layer.

The prior information applied in the inversion consisted
of uniform distributions for each parameter within the
bounds that are listed in Table III for the 11 model param-
eters. The bounds were chosen to be wide enough to allow
the data to determine the solution in the inversion process,
but to limit the estimates to physically reasonable values.
The reflection coefficients were calculated for a third octave
band centered at 16 Hz for each model that was tested in the
inversion. The average was taken over 11 frequencies in the
band.

At each site the data errors were assumed to be uncor-
related Gaussian distributed with nonidentical standard de-
viations. The analysis of the data error residuals indicated
that the angle dependence of the data errors for Site A was
strong, so two standard deviations were used: �A=0.0545,
0.0286 for data from grazing angles 28.6°–48.3° and 49.2°–
65.2°, respectively. However, the angle dependence of the
data errors for Sites B and C was not significant, so only one
standard deviation for each site was used in the inversion:
�B=0.059 and �C=0.027.

Figure 5 shows calculations of the reflection coefficient
versus grazing angle based on the MAP estimates from the
inversions for Sites A �upper panel�, B �middle panel�, and C
�lower panel�. The peak in each curve corresponds to the
critical angle of the compressional wave in the basalt for
each site. There is no similar peak for a shear wave critical
angle at lower grazing angles, so the shear wave velocities
are less than the water sound speed. The modeled data gen-
erally follow the features in the measured data very well.

The one-dimensional �1D� marginal probability distribu-
tions of the Bayesian inversion for Site A are shown in Fig.
6. The dashed and solid vertical lines show the MAP and
mean estimates, respectively. The results in Fig. 6 indicate
that the sediment thickness �H�, basalt compressional wave
velocity �vp2�, and shear wave velocity �vs2� are the most
sensitive parameters and are well estimated, as indicated by
the narrow distributions within their prior bounds. The MAP

TABLE III. Model parameters and search bounds in the inversion. Note that some of the parameter bounds are
adjusted in different data sites.

Medium Bound
Thickness

�m�
vp

�m/s�
vs

�m/s�
�p

�dB /��
�s

�dB /��


�g /cm3�

Sediment Lower 0 1500 100 0.0 0.0 1.0
Upper 50 1700 500 3.0 3.0 2.0

Basalt Lower ¯ 2200 100 0.0 0.0 2.0
Upper ¯ 3000 1500 3.0 3.0 3.0

FIG. 4. Fits to synthetic data �diamonds� for the inversions with different
sediment thicknesses: 3.5 m �top panel�, 11.5 m �middle panel�, and 32 m
�bottom panel�. The black solid curve is generated by the single-layer model
and the dashed curve is generated by the half-space model.
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and mean estimates for these sensitive parameters are simi-
lar. The basalt compressional wave attenuation ��p2� shows
some sensitivity. In comparison, the marginal distributions
for all the other parameters are relatively flat, indicating that
these parameters are insensitive and there is very little infor-
mation about them in the reflection loss data.

Figures 7 and 8 show the same marginal probability dis-
tributions for Sites B and C. The three sensitive parameters,
H, vp2, and vs2, are very well estimated, as for Site A, and the
MAP and mean estimates for these parameters are again
closely consistent. Notably, the sediment shear wave velocity
�vs1� is also well estimated for these sites. This result is
consistent with expectations from the thin-layer model be-
cause the reflectivity at 16 Hz involves a constructive inter-
ference between the compressional wave and a converted
shear wave reflected from the basalt. The converted wave is
due to a shear wave generated at the basalt interface that
propagates up and down in the sediment and generates a

converted compressional wave that reflects from the basalt,
as described in Ref. 23. The basalt compressional wave at-
tenuation ��p2� shows some sensitivity at the two sites, as for
Site A. The distributions for some of the parameters from the
inversion for Site B cluster around the lower bounds, but the
values of these insensitive parameters do not significantly
affect the calculated loss.

The mean estimates and standard deviations for the sen-
sitive model parameters at Sites A–C are listed in Table IV.
The standard deviations were derived from the 1D marginal
distributions for the model parameters. These distributions
represent the information about the parameters obtained from
the inversions, and are used to define quantitative measures
of the uncertainties in this work. Compared with Table I, the
estimated values of sediment thickness at the three sites are
consistent with the range of values obtained from the mea-
surements made from shots deployed from the array ship and
analysis of the single hydrophone data for the short range
shots in each track.

FIG. 5. Reflection coefficient magnitude versus grazing angle �diamonds�
for the 16 Hz band at Sites A–C �top to bottom panels�. Solid curves are
calculated using the MAP estimates for each site.

FIG. 6. Marginal probability distributions for Site A. Dashed and solid lines
show the MAP and mean estimates, respectively.

FIG. 7. Marginal probability distributions for Site B. Dashed and solid lines
show the MAP and mean estimates, respectively.

FIG. 8. Marginal probability distributions for Site C. Dashed and solid lines
show the MAP and mean estimates, respectively.
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B. Model parameter correlations

The Bayesian inversion provides additional information
about the relationships between model parameters in terms
of interparameter correlations and joint marginal probability
distributions. Figures 9–11 show the correlation matrices, de-
fined in Eq. �10�, for the relationships between the parameter
pairs from the inversions at Sites A–C, respectively. The fig-
ures indicate positive correlation between the sediment layer
thickness �H� and the shear wave velocity �vs1� in the sedi-
ment, which is very strong for Sites B and C. This is related
to the resonance from a thin sediment layer as discussed in
Ref. 23. The correlation is also shown in Fig. 12 in the joint
marginal distributions for the two parameters. The panels
display the possible combinations of H and vs1 that generate
converted shear wave resonances in the reflectivity.

C. Discussion of the results

The compressional wave velocities derived from the re-
flection loss experiment can be compared to other results
from seismic experiments at various young crust sites. The
most relevant comparison is with the seismic transect of
Nedimovic et al.11 for the western part of the transect across
the Endeavor segment. The velocities obtained from the re-
flection loss data agree closely with the values inferred from
the travel time analysis of the seismic data,11 as shown in the
upper left panel of Fig. 13. The solid lines in the figure
indicate roughly the maximum and minimum values ob-
tained from the seismic data along the transect. Our results

are also consistent with the value inferred for the surface low
velocity layer at ages �0.5 Ma ��2600 m /s� by Christeson
et al.26 from seismic experiments at the East Pacific Rise,
9°–10° N. Somewhat lower values of about 2200 m/s have
been reported from experiments with ocean bottom seis-
mometers by Sohn et al.12 for the spreading center at 9° 50�
N and by McDonald et al.27 from similar experiments at the
Northern Cleft segment of the Juan de Fuca ridge at 45° N.
However, these results are characteristic of near zero age
crust at specific sites on the ridge axes. Harding et al.5 and
Vera et al.6 reported values between 2200–2600 m/s for the
first 100–200 m of Layer 2A from expanding spread geom-
etry seismic experiments at 13° N and 9° N at the East Pa-
cific Rise, respectively.

Our results for the compressional wave velocity in Layer
2A show a systematic increase in velocity with geological
age of the basalt. This result is consistent with the results
reported by Nedimovic et al.11 for the western part of the

TABLE IV. Mean estimates and standard deviations for the sensitive model
parameters at Sites A–C.

Data site
Sediment thickness

�m�
Basalt vp

�m/s�
Basalt vs

�m/s�

A 6.9�3.8 2547�30 725�178
B 26�2.9 2626�20 1014�35
C 17�2.0 2710�18 1320�46

FIG. 9. Correlation matrices plotted by rows for inversion of data Site A.

FIG. 10. Correlation matrices plotted by rows for inversion of data Site B.

FIG. 11. Correlation matrices plotted by rows for inversion of data Site C.
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transect across the Endeavor segment, where they observed
an increase of 24% in the seismic velocity in the upper por-
tion of Layer 2A over an age span of 5 Ma from the ridge
crest, or 4.8%/Ma. Our results indicate an increase of 6.3%
over 1.4 Ma or �4.5% per Ma, as shown in the lower left
panel of Fig. 13. The distribution for the age increase was
derived by computing all possible increases according to the
marginal distributions for the velocities at Sites A and C.
Consequently, our results support the general conclusion
drawn by Nedimovic et al.11 that the crustal aging rate on the
western flank of the Endeavor segment, where the crustal
basalt is thinly sedimented and open to hydrothermal circu-
lation, is relatively slow. However, it is worth noting that
both experiments were sensitive to the velocity in a direction
perpendicular to the main ridge axis, i.e., across strike. There
is no information in these studies about anisotropy in the
velocity.

The reflection loss data provide additional information
about the shear wave velocity and its variation with geologi-
cal age. The inversions indicate that the shear wave velocity
increases by about a factor of 2, from �700 m /s at Site A to
�1300 m /s at Site C, as displayed in the upper right panel
of Fig. 13. The error bars on the data are the 95% credibility
limits that are derived from the marginal densities in the
Bayesian inversion, which represent the probabilities of pos-
sible shear wave values. The low value at the youngest site is

consistent with the results obtained by Sohn et al.,12 who
reported values between 300 and 500 m/s for near zero age
crust from their experiments with interface waves at the East
Pacific Rise. Christeson et al.26 also reported low values be-
tween 450 and 900 m/s for the shear velocity in the surface
low velocity layer from travel time analysis of ocean bottom
seismometer data in the same region. Our results indicate a
significant increase of around 60% per Ma for the shear wave
velocity, as shown in the lower right panel of Fig. 13. Com-
bining the results for the velocities, Poisson’s ratio is very
large, 0.46 at the youngest age crust where the sediment
cover is thinnest, and decreases to 0.34 at the older sites
where the sediment layer thickens. These results provide in-
formation for constraining models of the porosity in the up-
permost crust.

The conclusion from many studies is that the velocity in
the upper crust depends on the porosity of the basalt mate-
rial. Moreover, Swift et al.13 asserted from their study of data
from the Integrated Ocean Drilling Program Expedition 309
that the correlations between velocity and porosity are valid
over spatial scales from centimeters to seismic lengths. Wilk-
ens and others2,28 modeled the porosity in terms of a distri-
bution of cracks of different sizes. The general results are
well established: the presence of cracks decreases both the
compressional and shear wave velocities differently; thin
cracks tend to increase Poission’s ratio, whereas thick cracks
decrease Poisson’s ratio. Over time, the cracks will be filled
by various deposition processes. Our results for the shear
wave velocity versus age provide new constraints for mod-
eling the porosity in the surface low velocity layer. The very
large value of Poisson’s ratio at the youngest site suggests
that thin cracks mostly remain open. At the older sites where
the sediment cover is thicker, the decrease in Poisson’s ratio
suggests that the thin cracks are being filled, but the thicker
cracks remain open. The theoretical results of Berge et al.28

that predict porosities of between 25% and 30% for 0.1 Ma
crust also predict shear wave velocities that are much larger
�almost a factor of 2� than our estimated value for crust of
similar age at Site A. Based on the estimates from the reflec-
tion loss inversions, it is likely that the basalt porosity at the
site is higher than their predictions. Our results also suggest
that the porosity decreases over the span of ages out to 1.4
Ma. This is perhaps related to the thicker sediment layer at
the older sites.

A general characteristic of young crust is significant lat-
eral variability of the physical properties and the surface
roughness over very small spatial scales.29 We comment here
on the impact of these issues on the results of the reflection

FIG. 12. �Color online� Joint marginal distributions of
the sediment layer thickness and the shear wave veloc-
ity in the sediment from the inversion of data Sites A
�leftmost panel�, B �middle panel�, and C �rightmost
panel�.

FIG. 13. Upper left panel: the mean compressional wave velocities �stars� of
Layer 2A as function of age with error bars indicating the 95% credibility
intervals for Sites A–C, and the solid lines indicate the range of values
obtained from the seismic experiments of Nedimovic et al.;11 upper right
panel: the mean shear wave velocities �stars� of Layer 2A as function of age
with error bars indicating the 95% credibility intervals for Sites A–C; bot-
tom left panel: the distribution of percent increase in compressional wave
velocity; bottom right panel: distribution of percent increase in shear wave
velocity.
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loss inversions. Although we have assumed that the crustal
age is constant at each site, there could be variations in the
material properties along the track of the experiment. Our
experimental design included some intrinsic averaging of
different conditions along the track: the reflection point at the
sea floor was different for each shot, and the data were av-
eraged over angles using a three-point running average. Con-
sidering the reflection loss data shown in Fig. 5, the average
behavior appears qualitatively consistent with the assump-
tion of a homogeneous ocean bottom. The marginal densities
for the sensitive parameters at Sites B and C �Figs. 7 and 8�
support this observation, since the distributions are very nar-
row. However, the relatively wider distributions for the same
parameters at Site A �Fig. 6� suggest that there could be more
significant variability along the track at that site.

In addition to the physical effect of the shear wave reso-
nances, scattering from the crustal basalt can affect the re-
flectivity measured in this experiment and contribute to the
variability in the reflection loss data. Assuming that the rms
roughness, s, of the interface is small, the magnitude of the
scattering loss, L, at grazing angle � can be modeled for a
Gaussian randomly rough surface by the Eckart scattering
relationship:30

L = − 20 log�exp�− 2g2�� , �16�

where g=sk sin��� and k=2
 /�. In the experiment, the im-
pact of scattering was minimized by spatial filtering the data
in the specular beam of the array, and using the low fre-
quency 1/3-octave band at 16 Hz. Since no other attempt was
made to correct for scattering loss, it is clear from Eq. �16�
that the effect is greatest at large grazing angles. At these
angles, the reflection coefficient is most sensitive to the
acoustic impedance contrast, so it is likely that scattering has
the greatest impact on the estimate of the density. However,
since the estimates of the basalt compressional and shear
wave velocities are sensitive to features of the reflection loss
at much lower angles, these parameters are not significantly
affected.

V. SUMMARY

This paper described an experimental technique for es-
timating compressional and shear wave velocities in upper
oceanic crust, based on inversion of reflection loss versus
angle data. A Bayesian inversion was used to determine pa-
rameter values and their associated uncertainties. The
method was applied to data from three sites on the thinly
sedimented western flank of the Endeavor segment of the
Juan de Fuca Ridge to determine the effect of crustal age on
the seismic velocities in the surface low velocity layer of
Layer 2A. The underlying basalt material is geologically
young at these sites. The inversion generated well defined
estimates for the compressional and shear wave velocities of
the basalt and the sediment thickness at the three sites. The
compressional wave velocity increased from 2547�30 to
2710�18 m /s over an age span of 1.4 Ma, corresponding to
an increase in the velocity of 4.5�1.0% /Ma. The values
estimated from the reflection loss inversion and the rate of
increase with geological age were in good agreement with

results from a conventional multichannel seismic survey
along a parallel track over the ridge.11 The reflection loss
inversion also provided estimates of the shear wave velocity.
The shear wave velocity increased by about a factor of 2,
from �700 m /s at the youngest site to �1320 m /s at the
oldest site. The corresponding value of Poisson’s ratio is very
large, 0.46�0.02 for the youngest site. The results of this
experiment suggest that the porosity is likely higher than
25–30%, and at the very least they provide new constraints
for models of the porosity in the uppermost crust.
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Recently, a technique has been developed to image seabed layers using the ocean ambient noise field
as the sound source. This so called passive fathometer technique exploits the naturally occurring
acoustic sounds generated on the sea-surface, primarily from breaking waves. The method is based
on the cross-correlation of noise from the ocean surface with its echo from the seabed, which
recovers travel times to significant seabed reflectors. To limit averaging time and make this
practical, beamforming is used with a vertical array of hydrophones to reduce interference from
horizontally propagating noise. The initial development used conventional beamforming, but
significant improvements have been realized using adaptive techniques. In this paper, adaptive
methods for this process are described and applied to several data sets to demonstrate improvements
possible as compared to conventional processing.
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I. INTRODUCTION

In sonar terminology, passive systems listen only while
active systems transmit a signal and then receive and process
the echoes. The echoes contain information about objects
such as their distance and size. This is the basis for echolo-
cation used by bats to hunt for insects in the dark. In the
ocean, active sonars use sound projectors to transmit a sig-
nal. Recent work has shown that acoustic noise such as that
from breaking waves can be used as a coherent sound source
for “active” sonar processing.1 Using noise this way, the so-
nar itself is passive but active sonar processing methods can
be exploited. Previous noise processing methods have used
noise intensity to estimate seabed layering2,3 or seabed geo-
acoustic properties;4,5 however, coherent noise processing
differs since absolute depths of the seabed and sub-bottom
layers are recovered. This coherent technique has been re-
ferred to as passive fathometer processing.1 Since that initial
passive fathometer work, theoretical expressions to show the
dependency on factors such as averaging time, beam size,
and the effects of measurements taken over a rough seabed
were developed6 and effects of sea-surface conditions on
passive fathometry have been studied.7

A mathematical description of the processing in time
and frequency was given in Ref. 8 where the adaptive pas-
sive fathometer was introduced. The sign of the adaptive
reflection sequence has also been discussed.9,10 The purpose
of this article is to describe how adaptive processing can be
applied to passive fathometer techniques and to demonstrate
the advantages with several data sets.

Noise based sonar has several practical advantages: �1�
There has been significant objection in recent years to man-
made sounds in the ocean from either sound projectors or
explosive sources. The effect of these sounds is difficult to
quantify but in extreme cases has been implicated in marine
mammals stranding themselves.11 In less extreme situations,
the sounds may cause behavior changes in marine life and
this might be significant especially when this occurs in pro-
tected areas or around endangered species. �2� Using noise
instead of a projector can greatly simplify the measurements.
This is especially true when separations between the sound
source and receiver are needed �e.g., to obtain different re-
flection angles off the seabed�. Further, noise is usually very
broadband and obtaining a sound source with as much band-
width can be challenging. �3� Using ambient noise, and thus
not having to expend battery power using an active transmit-
ter, is especially attractive in autonomous systems, since this
will significantly extend their missions, which in this in-
stance will increase the area being mapped out.

The basis for the passive fathometer is the cross-
correlation between the surface noise generated by breaking
waves, and the echo return from the seabed. Except at lower
frequencies dominated by shipping, breaking waves com-
monly are the predominant source of ambient noise. It is
important to note that the passive fathometer processing is
coherent, which is essential to preserve the travel times to the
seabed and layers beneath. Coherent processing of noise sig-
nals dates back several years. Rickett and Claerbout12 inves-
tigated this for seismic signals, and Weaver and Lobkis13,14

explored applications in ultrasonics. For ocean acoustics, a
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coherent arrival structure was obtained using horizontally
separated noise measurements.15–17 A theoretical framework
for recovering Green’s functions between point receptions of
ocean noise has also been developed.18–20 One of the differ-
ences between the passive fathometer applications and pre-
vious work is the use of beamforming to focus the received
energy on the useful noise and reduce interference from un-
wanted noise sources. This has the effect of improving the
estimates for seabed layering while reducing the needed av-
eraging time.

This paper is organized as follows: Section II describes
the processing methods. The conventional beamforming ap-
proach is described here for completeness, and is presented
in a slightly more compact way than previously.1 In addition,
the adaptive methods are described that includes a descrip-
tion of the white noise gain constraint beamformer. Section
III gives several examples with different hydrophone arrays,
locations, and for both stationary and moving arrays.

II. PROCESSING METHODS

The cross-correlation between the noise from the ocean
surface and its echo from the seabed produces a time trace
with peaks representing the water-sediment interface as well
as sub-bottom layers. One of the key differences between
typical noise correlation and the passive fathometer method
is the use of a vertical hydrophone array. The array is used to
emphasize the noise directly above rather than from horizon-
tal directions. The details of the conventional passive fath-
ometer are described in Sec. II A, and the extension for adap-
tive processing follows in Sec. II B.

A. Conventional passive fathometer

In the original formulation, conventional beamforming
was used and a brief summary is given here. The hydrophone
data for each channel at angular frequency � are written as a
column vector p= �p1 , p2 , . . . , pM� for the M hydrophones.
Each entry is determined through a Fourier transform �imple-
mented using the fast Fourier transform �FFT�� of an ambient
noise time series measured on each channel, pm���
=F�pm�t��. The number of sample points in the FFT process-
ing will be referred to as the snapshot size �the snapshot size
may equivalently be expressed in seconds by dividing the
number of sample points by the sampling frequency�.

With conventional beamforming, the weight for the mth
hydrophone steered at angle � for plane waves arriving at
grazing angle � between the hydrophones separated by dis-
tance d is written as

wm = e−imkd sin �. �1�

The array is referenced to the shallowest hydrophone, which
is element m=0. The wavenumber is k=� /c and c is the
sound speed in the water �around 1500 m/s�.

Writing the steering weights as a column vector, w
= �w0 ,w1 , . . . ,wM−1�, the beam b��� is written as

b��� = w†p , �2�

where † represents the conjugate transpose operation. The
conventional instantaneous beam power for a given direction
� is computed by the following:

B��� = w†p�w†p�† = w†pp†w = w†Kw , �3�

where the single snapshot cross-spectral density matrix
�CSDM� K is identified as pp†. Forming the CSDM allows
for multiple snapshots to be averaged before beamforming.

An example of conventional beamforming ocean noise
can be illustrated using data from the MAPEX2000bis
experiment5,21 �see Fig. 1�. These data were collected by the
NATO Undersea Research Centre in the Strait of Sicily be-
tween Italy and Malta in November 2000 and analyzed in
Refs. 2, 8, and 21. The array had 64 hydrophones of different
separations and, here, the 0.5 m equally spaced 32 hydro-
phones of the array were used for analysis. The array was
positioned in about 130 m water depth and moored to the
bottom. 3 min of data were averaged to form the CSDM used
for beamforming. Figure 1 shows the beamformed output
normalized for a maximum of 0 dB �note that the color scal-
ing is from �60 to �30 dB so that all values greater than
�30 dB appear in color as the �30 dB value�. The positive
angles correspond to the beams steered toward the surface
�up-looking beams�, which capture signals traveling down-
ward from the surface. The negative angles are beams
steered down toward the seabed �down-looking beams� and
capture signals traveling upward from the seabed. In Fig. 1,
the higher intensity noise is evident on the up-looking beams
since the down-looking beams see the surface through a sea-
bed reflection and therefore experience losses. Also note the
high intensity noise coming from near horizontal. These data
consist of a variety of noise sources including breaking
waves and distant shipping.

For passive fathometer processing, the interest is in cor-
relating the up-looking beam with the down-looking beam
rather than forming the beam power at each grazing angle.
To steer an up-looking beam directly upward toward the sur-

FIG. 1. �Color online� Conventional beamforming applied to 3 min of ocean
noise data from the MAPEX2000bis experiment.
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face, �=+90°, and to steer directly toward the seabed, �=
−90°. The steering weights are wm=e��imkd� and the up-
looking weight will be denoted w+ and the down-looking as
w−. Therefore,

bup = w+
†p , �4�

and the downward beam

bdn = w−
†p . �5�

Expressed in the frequency domain, the correlation of these
two beams is

C = �w−
†p��w+

†p�† = w−
†pp†w+ = w−

†Kw+. �6�

But, for conventional processing, the down-looking beam is
just the conjugate of the up-looking beam w−=w+

�. The con-
ventional beamforming correlation then can be written sim-
ply using w=w− as follows:

C = w†Kw�. �7�

The conventional passive fathometer in Eq. �7� differs only
from the conventional beamformer output given by Eq. �3� in
that the w to right is conjugated. As a result, B is positive
real and C is a complex number. The corresponding phase of
C contains the information on the reflection arrival times. As
with conventional beamforming, the CSDM given in Eq. �7�
can be formed over as many snapshots of data p as needed to
obtain the desired averaging. Averaging time may vary de-
pending on factors such as array motion, noise level, and
number of elements in the array.

B. Adaptive passive fathometer

As evident in Fig. 1, there is significant noise intensity at
grazing angles near horizontal. This high intensity noise
away from the +90° and �90° directions �i.e., away from
endfire� degrade the passive fathometer output due to leak-
age through sidelobes. Sidelobe leakage is a common prob-
lem in beamforming and one of the mitigation strategies is to
use adaptive methods such as minimum variance distortion-
less response �MVDR�.22,23 To adaptively beamform using
MVDR, the steering weights w̃ are computed according to

w̃ =
K−1w

w†K−1w
. �8�

Using Eq. �7� and continuing to assume w̃−= w̃+
�, the MVDR

correlation at frequency � is

CA = w̃†Kw̃�. �9�

Note that for the typical application of MVDR beam-
forming �as opposed to cross-correlating beams�, the beam-
former output can be written as was done in Eq. �3� but with
adaptive weights

BA��� = w̃†Kw̃ . �10�

And, using Eq. �8�, the beamformer output reduces to a much
simpler expression that uses the conventional weights

BA��� = � K−1w

w†K−1w
�†

K� K−1w

w†K−1w
� = �w†K−1w�−1. �11�

MVDR is sometimes implemented with this expression since
it is less computationally involved than Eqs. �8� and �10�.

For adaptive processing, the weights for up- and down-
looking beams are not necessarily conjugates of each other
�i.e., w̃−� w̃+

��, and the correct expression for the correlation
is

CA = w̃−
†Kw̃+. �12�

For implementation, we derive the up- and down-looking
beam adaptive weights separately using Eq. �8� and then
compute the correlation using Eq. �12�. The time-series pas-
sive fathometer response is simply the inverse Fourier trans-
form of C or c�t�=F−1�C���� �or the inverse Fourier trans-
form of CA�. For a one-dimensional �1D� medium with a
single point source Green’s function is proportional to the
noise cross-correlation c�t�.8 This model resembles the main
wave propagation for the fathometer and thus the reflection
response is proportional to c�t�. It should be mentioned that
the adaptive processing introduces a negative sign on the
main reflections although this is not important here where
only the envelope of c�t� is considered. Recently the sign
anomaly was explained mathematically under simplifying
assumptions.9

An example of the difference between conventional and
MVDR adaptive beamforming is shown in Fig. 2. Both re-
sults use the same CSDM averaged over 3 min �same CSDM
as used in Fig. 1�. The envelope of the time domain expres-
sion c�t� is shown in panel �a� for conventional beamforming
in the band 200–1500 Hz processed using Eq. �6�. Panel �b�
shows the MVDR results in the same band using Eq. �9�.
Panel �c� of Fig. 2 shows MVDR over a larger bandwidth of
20–1500 Hz. The MVDR better rejects the horizontal noise
�see Sec. III B� and therefore it is possible to include lower
frequencies, which penetrate farther into the seabed, and with
the increased bandwidth better time resolution is possible.

FIG. 2. Example of conventional beamforming �a� and adaptive �MVDR�
beamforming �b� on the same cross-spectral density matrix of data. The
envelope of c�t� is shown using a 200–1500 Hz band. Panel �c� shows
MVDR results in the 20–1500 Hz band.
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C. White noise gain constraint

Since MVDR processing involves inverting the CSDM,
problems can occur when the matrix is less than full rank. To
stabilize the inversion, the MVDR weights are recast with
diagonal loading

w̃ =
�K + �I�−1w

w†�K + �I�−1w
, �13�

where I is the identity matrix and the � parameter is the
adjustable diagonal loading strength. The diagonal loading is
equivalent to adding white noise with its power depending
on the strength parameter �.24

In cases considered here, the array is either stationary or
slowly drifting, and there is no snapshot deficiency. How-
ever, the MVDR processor is also known to be sensitive to
mismatch. For example, this mismatch can come in the form
of environmental factors �such as non-plane-wave propaga-
tion� or the actual array shape being different from the as-
sumed shape. The white noise gain constraint beamformer25

adjusts � for each angle to provide robustness to the adaptive
processor, which is constrained by the value selected for the
white noise gain constraint �2 such that

�2 � Gw � M , �14�

where the white noise gain Gw is defined by

Gw = 	w̃†w̃	−1, �15�

and M is the number of hydrophones. The white noise gain
constraint beamformer can be tuned to be pure MVDR ��
=0�, pure conventional ��=��, or somewhere in between,
according to the value selected for �2. Algorithmically, for
any given angle, the diagonal loading � is increased until
constraint equation �14� is satisfied. Unfortunately, the rela-
tionship between � and �2 is not simple except that the upper
limit of �2=M corresponds to pure conventional ��=��. In
typical sonar processing �e.g., detecting weak targets�, a nor-
malized �2, defined by WNC=10 log��2 /M� dB, is set to
�2 or �3 dB.24 However, for passive fathometer processing,
the WNC value is set to �10 dB, as will be presented in Sec.
III.

III. RESULTS

The previous example for the MAPEX2000bis experi-
ment shown in Fig. 2 illustrated the benefits of adaptive over
conventional beamforming. The adaptive approach has better
time resolution, better “signal-to-noise” ratio, and shows
sub-bottom layers that are not evident in the conventional
results. But, are these resolved layers in the adaptive process-
ing real? In the next sections different arrays are used along
with seismic profile data to build the case for the adaptive
results being correct and a significant improvement over the
conventional processing. In Sec. III A, the MAPEX2000bis
example along with an additional data set are presented. In
each case a different array is used but both are stationary
�i.e., moored�. The fixed geometry simplifies the analysis and
also demonstrates performance improvements using adaptive
methods in different frequency bands and with different ar-

rays. To map a seabed, the array will be moving and two
cases using drifting arrays are given in Secs. III B and III C.

A. Adaptive vs conventional processing with fixed
arrays

Figure 3 shows the passive fathometer time trace �far
right of figure� along with a corresponding seismic profile
taken in the same location. The fixed array was located at the
south end of the seismic track; the approximate array loca-
tion is indicated in the figure near range 11 km and is de-
noted using black vertical dots. The passive fathometer time
trace gives an indication of some interfering layers near the
water-sediment interface, which is consistent with the joining
of two layers in the seismic profile. Also, the passive fath-
ometer shows two sub-bottom layers approximately 20 m
below the water-sediment interface. Recall that in Fig. 2 the
conventional processing did not resolve layers near the
water-sediment interface and the deeper layers are not iden-
tifiable.

The next data set considered is from Dabob Bay in
Washington; see Fig. 4. This is a well protected area with the
middle of the Bay approximately 180–200 m deep. The array

FIG. 3. Left side shows the sub-bottom profile for the MAPEX2000bis site
�sub-bottom profile from Ref. 26� along with the adaptive passive fathom-
eter result shown on the right. The approximate position of the vertical array
is indicated by the vertical dots in the sub-bottom profile.

FIG. 4. �Color online� Adaptive passive fathometer result for Dabob Bay
experiment. Top panel shows the passive fathometer response �conventional
and MVDR adaptive processing�. Lower panel shows the sub-bottom profile
and the approximate array location. Note the correspondence between the
layers in the two plots as well as the improvement in the response using
MVDR.

2196 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Siderius et al.: Adaptive passive fathometer



used here had 16 hydrophones at 0.5 m spacing with first
phone at 15 m off the seafloor. The frequency band used for
the MVDR processing was 50–1500 Hz. After the experi-
ment a sub-bottom profile was taken using the Knudsen
320B system on the R/V New Horizon. The water depth was
about 185 m. The short two way travel time �TWT� from the
array to the seabed �about 0.02 s� is because the array was
moored close to the seabed �about 7.5 m from the bottom
hydrophone to the seabed�. The passive fathometer return
shows a relatively weak arrival at the water-seabed interface
at about 0.02 s TWT with a much stronger return at around
0.03 s. This stronger second return suggests a higher imped-
ance contrast for the second interface. This also is suggested
in the sub-bottom profile. For comparison, the conventional
processing result is also superimposed in Fig. 4, exhibiting
higher noise levels especially just past the second peak �0.03
s�.

B. Adaptive vs conventional processing with drifting
arrays: Boundary 2003

The next experimental example is from a drifting array
during the NURC’s Boundary 2003 experiment. These ex-
periments were originally set up to test out a different tech-
nique �spectral factorization� for investigating layer echoes2,3

and also bottom reflection properties.5 The first part of this
track was processed previously using the conventional pas-
sive fathometer approach.1 The drifting array has 32 hydro-
phones spaced at 0.18 m �design frequency of 4.2 kHz�. The
depth of the reference hydrophone was approximately 73.5
m. The wind varied during the experiment but was, on aver-
age, about 15 kn. In this case, the moving array limits the
number of snapshots that can be taken per time trace and,
here, snapshots were averaged over 90 s to form the CSDM.
The adaptive processing parameters for these data were as
follows: frequency band 50–4000 Hz, snapshot size Tsnap

=1.4 s, and total averaging time Tave=90 s. For the conven-
tional processing the same parameters were used. However,
the frequency band was reduced to 200–4000 Hz because of
significant shipping noise below 200 Hz that cannot be sup-
pressed using the conventional approach.

Results for the Boundary 2003 track using conventional
passive fathometer processing are shown in Fig. 5�a�. The
record number corresponds to a passive fathometer time
trace with 90 s of noise averaging time. Therefore each
record number �horizontal axis� also equates to range as the
array drifted over time. The vertical axis is depth in meters
converted from the two way travel times using sound speed
of 1500 m/s. Passive MVDR fathometer results are shown in
Fig. 5�b�. Comparing the conventional processing results
�Fig. 5�a�� and adaptive processing �Fig. 5�b��, there are sev-
eral sub-bottom reflectors that agree with each other. How-
ever, the overall image for the conventional processing is
less clear than for the adaptive processing. After the drifting
array was recovered, a Uniboom �active sonar with towed
array� system was used to measure the sub-bottom properties
along the same track as the array drifted.3 It was only pos-
sible to approximately capture the array drift track in the
survey and the results are shown in Fig. 5�c�. In Fig. 5�c� the
horizontal axis is the ping number that equates to range since

each ping corresponds to individual transmissions from the
Uniboom system as it was towed over the track. Although
unlikely that the exact same track was measured with the
passive fathometer and the seismic survey, there are several
features in the sub-bottom that agree with both the conven-
tional and adaptive results. However, the adaptive passive
fathometer results �in Fig. 5�b�� produces an image that is

FIG. 5. �Color online� �a� Conventional �200–4000 Hz� and �b� MVDR
�50–4000 Hz� passive fathometer results for Boundary 2003 drifting array
data. Horizontal axis is the record number that corresponds to range as the
array drifted �20 dB dynamic color scale�. Panel �c� shows the results from
data collected using a Uniboom active seismic system along approximately
the same track as the array drift. Ping number on the horizontal axis in �c�
corresponds to range along the track �20 dB dynamic color scale�.
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much more similar to the Uniboom image �in Fig. 5�c�� than
does the conventional processing image �in Fig. 5�a��.

This Boundary 2003 data are further analyzed to under-
stand the improvements provided using adaptive processing.
In Fig. 6, a beampattern analysis is shown for the 1000–1010
Hz band. In Fig. 6�a�, the beampatterns are shown for the
adaptive processing as a function of record number as the
array drifts. The horizontal axis is the record number that
corresponds to range as the array drifts, and the vertical axis
is the grazing angle. The top panel in Fig. 6�a� is the down-
looking beampattern and the bottom panel is up-looking
beampattern, which is quite distinct from the top panel. Re-
call that only directly up and down steering directions ��
= 	90°� are used. Note the regions near horizontal grazing
angle in both panels of Fig. 6�a� that are 30–40 dB down
where the adaptive processor tries to null the beamform re-
sponse. In addition, the top panel in Fig. 6�a� suppresses the
high intensity beams above horizontal �traveling downward�.
Anything not coming from straight up or straight down is
treated as interference so improvement is achieved by sup-
pressing the interference. Shown in Fig. 6�a� on the far right
�small vertical bars� is the conventional beampatterns for
comparison. Contrary to adaptive processing where the
beampatterns change with time the conventional beampat-
terns is fixed so only a single plot is needed. Note that the

sinc-like pattern for conventional beamforming has much
less suppression of the interferers near horizontal.

In Fig. 6�b� the beam power output for adaptive process-
ing is shown along the track as the array drifts. This plot
shows the actual beamformed power for all angles �not just
the straight up- and down-looking beams�. As in Fig. 1, the
high intensity noise is observed on the up-looking beams.
There also is strong horizontal energy, which is likely due to
distant shipping. Not surprisingly, the adaptive beampatterns
in Fig. 6�a� show deep nulls around the horizontal. In par-
ticular, the event near record number 180 shows a strong
interferer, which is being effectively suppressed in Fig. 6�a�.

In Fig. 6�c�, the adaptive and conventional beampatterns
are shown in polar coordinates for the up- and down-looking
beams used in the passive fathometer. The conventional
beampatterns do not change over time as the data change;
however, the adaptive beampatterns are modified depending
on the data. Shown in Fig. 6�c� are the adaptive beampatterns
for record number 250 along with the conventional beampat-
terns. The adaptive beampatterns display a sidelobe structure
that is quite different from the conventional ones. In particu-
lar, note the narrower beams in the 	90° directions shown.
Also note the differences in the sidelobe structure where the
adaptive beams are adjusting to noise coming from direc-

FIG. 6. �Color online� Data from Boundary 2003 in the 1000–1010 Hz band. �a� Down-looking �top panel� and up-looking �bottom panel� beampatterns for
the adaptive processing as a function of record number as the array drifts. Conventional beampatterns are constant and are shown as the small vertical bars
on the right �labeled C�. �b� Beam power output for adaptive processing. As in Fig. 1, the high intensity noise is observed on the up-looking beams. There is
strong horizontal energy, which is likely due to distant shipping to be suppressed. �c� Adaptive and conventional polar beampatterns for the down-and
up-looking beams used in the passive fathometer for record number 250. �d� A sample slice of the beam power is shown for record number 250.
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tions other than 	90°. Similarly in Fig. 6�d�, a sample slice
of the beam power shown in Fig. 6�b� is shown for record
number 250.

C. Adaptive vs conventional processing with drifting
arrays: Elba

The ElbaEx data were collected between the islands of
Elba and Capraia in the Mediterranean Sea in October 2003.
The same array as for Boundary 2003 was used with the
depth of the reference hydrophone at approximately 73.5 m.
Processing parameters used for the Elba data were similar to
those for the Boundary data. The frequency band was 200–
4000 Hz, snapshot size Tsnap=0.34 s, and total averaging
time Tave=44 s �i.e., the record length�. Unfortunately, there
were no corresponding seismic data for this drift event. How-
ever, it is instructive to compare the conventional and adap-
tive outputs since the continuity of data along the track pro-
vides some measure of the quality of the two results. Shown
in Fig. 7 are the results from all three processing types dis-
cussed: �a� shows the conventional beamforming passive
fathometer, �b� is the straight MVDR, and �c� uses the white
noise gain constraint beamformer with WNC=−10 dB.
There are regions in �a� that are significantly contaminated in
the response and these may be due to local interference ef-
fects. While the MVDR �b� is much improved over the con-

ventional approach �a�, there still are regions of data con-
tamination. The best results are achieved from the white
noise gain constraint beamformer, Fig. 7�c�.

IV. CONCLUSION

The passive fathometer processing is a recently devel-
oped technique to extract bathymetry and seabed layering
information using measurements of ocean ambient noise.
This method originally used conventional processing, and
the extension to adaptive processing is presented here along
with results from several experiments. These experiments
used different arrays, and both moored and drifting arrays
were used. In all cases, the adaptive results show significant
improvements compared to the original conventional results.
Adaptive methods allow a larger bandwidth to be included,
which gives better time resolution. Further, adaptive methods
suppress the horizontal sound that interferes with the surface
noise, and this allows weaker sub-bottom layers to be better
resolved as compared with conventional processing.
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This paper provides a set of benchmark results on existing theoretical models for wave propagation
in two-dimensional composite materials. This comparative study is motivated to investigate the
reason why results from an accurate ultrasonic measurement often significantly contradict
theoretical predictions. Eight different models are evaluated with their numerically calculated
effective wave speeds and coherent attenuations. For computational simplicity, the problem of
horizontal shear wave propagation in an elastic matrix containing parallel circular cylinders is
considered. Numerical calculations are conducted for different composites in wide ranges of
material properties, volume concentration, and frequency. Some of the numerical results are
compared with experimental data. Judgments are made based on fundamental theoretical and
physical criteria as well as relative agreements in the numerical results, and then possible causes of
failures are discussed. The effect of microstructure, potentially as a major source of the observed
disagreements between models, is also discussed.
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I. INTRODUCTION

For last several decades, authors in theoretical physics,
applied mathematics, and engineering have proposed numer-
ous models for multiple scattering and propagation of waves
in random inhomogeneous media. Reviews on the models
and their mathematical backgrounds can be found in Refs.
1–3. In spite of the abundance in literature, comprehensive
exposure of the subject to engineering investigators is se-
verely limited, possibly due to the complex physical pro-
cesses involved in the multiple-scattering phenomenon and
accordingly difficult mathematical treatments. While every
model proves its validity through a comparison with some
experimental data or with the classical theories of Foldy,4

Lax,5 or Waterman and Truell,6 significant disagreements be-
tween experimental and theoretical results are often encoun-
tered. In most cases, experimental errors are blamed to be
responsible for the disagreements. Meanwhile, it is also
found that there are little agreements between different the-
oretical models. These pose a need of a large scale compara-
tive evaluation study on the existing models. However, due
to the mathematical complexity in the theories, an analytical
study on the validity range of a model is a challenging task.
The major difficulty in such an evaluation study is the lack of
an exact reference solution, either from an analysis or an
experiment. A numerical approach such as the Monte Carlo
simulation7,8 and the semianalytical technique9 may be used.
However, these numerical simulations are, by nature, limited
to simple cases. On the other hand, experiments often suffer
from the multiple-scattering noise that causes troubles iden-

tifying coherent signals. For these reasons, few works on the
evaluation of multiple-scattering models have been reported
so far.

Anson and Chiver10 examined 12 different theoretical
models for their wave speeds in the long wavelength limit
and broadly concluded that except for four models that failed
to satisfy test conditions considered, all of the remaining
models are in a qualitative agreement with the experimental
results. In their study, comparisons were made only for wave
speeds, mainly in the long wavelength limit. Romack and
Weaver7 conducted Monte Carlo simulations for one- and
two-dimensional wave propagations in a random lattice com-
posed of a large number of simple oscillators and concluded
that the multiple scattering is considered in the same degree
of accuracy both in the quasicrystalline approximation
�QCA� and the coherent potential approximation �CPA�. The
Monte Carlo simulations for multiple scattering of electro-
magnetic waves have been performed to compare the QCA
and the combined QCA-CPA methods.8 Berryman11 exam-
ined three single scattering approximations—the average
T-operator approximation, the CPA, and the differential ef-
fective medium, for the coefficients in the Biot’s poroelastic-
ity equations. Martin1 theoretically compared several mul-
tiple scattering models.

In this paper, a comparative study is conducted for eight
existing models for predicting the dynamic effective proper-
ties �the effective wave speed and coherent attenuation� of
two-dimensional random composites. Models considered in-
clude the models of Waterman and Truell,6 Lloyd and
Berry,12 Varadan et al.,13 Kanaun and Levin,14 Sabina and
Willis,15 Kim,16 Beltzer and Brauner,17 and Yang and Mal.18

A brief review with comments is given for each model. The
models are tested for weak scattering, quasistatic wave
speed, and low frequency attenuation. The effects of micro-
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structure on the wave speed are also considered. For com-
posites having quite different dynamic characteristics, the
calculated wave speeds and attenuation factors are compared
for high fiber volume concentrations and in a wide frequency
range. The judgments are based on some pertinent theoretical
and physical criteria. When a sound physical criterion is not
available, relative coincidence among the calculated results
is used; however, no generalization is made beyond the test
conditions.

II. MODELS

A. Multiple-scattering theories

Foldy4 and Lax5 developed a probabilistic theory for
multiple scattering of waves by randomly distributed point
scatterers in which the scattered field is ensemble averaged
with the probability distributions for their absolute and rela-
tive positions. These configuration averages result in an infi-
nite hierarchy of integral equations in which the average
scattered field with n scatterers fixed is expressed in terms of
the average scattered field with n+1 scatterers fixed. To trun-
cate the hierarchy, Foldy4 assumed that the average exciting
field near a fixed scatterer is approximately equal to the av-
erage total field near that scatterer; thus, the first-order single
scattering is considered. Lax5 proposed the QCA in which
the average exciting field with two scatterers fixed is ap-
proximately equal to the average exciting field with one scat-
terer fixed. Since the total scattering field is described as a
collection of singly and doubly scattered fields in this ap-
proximation, the probability distribution for the relative po-
sitions of two scatterers, that is, the pair-correlation function
�PCF� suffices in the analysis. The QCA has been widely
used in the analyses of finite-size scatterer systems.

Many authors attempted to extend the theory of Foldy
and Lax to the case in which scatterers are finite sized and
thus spatial correlations among the scatterers are important.
Waterman and Truell6 obtained a formula for the effective
wavenumber for three-dimensional finite-sized scatterers us-
ing the Foldy’s approximation and therefore, ignoring the
correlation between scatterers. A two-dimensional version of
the Waterman–Truell formula is

ke
2 = k1

2 − 4inof�0� −
4no

2

k1
2 �f2�0� − f2���� , �1�

where k1 and ke are the wavenumbers associated with the
wave speeds in the matrix and the effective medium, i is the
imaginary unit, no is the number of scatterers in the unit area,
and f��� is the directional scattering amplitude; f�0� and f���
are the forward and backward scattering amplitudes. In their
almost forgotten paper, Lloyd and Berry12 pointed out that
the second-order term �no

2� in the Waterman–Truell formula
is incorrect and proposed a corrected one for three-
dimensional problems. Recently, Linton and Martin19 con-
firmed the Lloyd–Berry formula and also derived the for-
mula for two dimensions,

ke
2 = k1

2 − 4inof�0� +
8no

2

�k1
2�

0

�

cot��/2�
d

d�
�f����2d� . �2�

These two formulas are extensions of Foldy’s formula ke
2

=k1
2−4inof�0� to finite-sized scatterers. Fikioris and

Waterman,20 starting from the earlier work,6 made the so-
called hole corrections in which the volume around the fixed
scatterer where other scatterers cannot reside is excluded
from the integral for average excitation field. This meets the
requirement of the impenetrability between scatterers but it
is valid at a low concentration of small scatterers.

Bose and Mal,21 using the wave function expansion
technique, derived an integral for averaged wave field with
two scatterers fixed and then applied the Lax’s QCA and
extinction theorem5 to obtain a secular �or dispersion� equa-
tion for the unknown effective wavenumber,

��nm − 8v2TmFn−m� = 0, for m, n � �− �,�� , �3�

where �nm is the Kronecker delta and v2 is the fiber volume
concentration,

Tm =
�2k2Jm� �k2a�Jm�k1a� − �1k1Jm� �k1a�Jm�k2a�

�1k1Jm�k2a�Hm� �k1a� − �2k2Jm� �k2a�Hm�k1a�
, �4�

Fn =
k1Jn�2kea�Hn��2k1a� − keJn��2kea�Hn�2k1a�

2a�k1
2 − ke

2�

+ �
1

�

�g�x� − 1�Hn�2k1ax�Jn�2keax�xdx . �5�

In Eq. �4�, �1 and �2 are the shear moduli of the matrix and
the fiber, respectively, a is the fiber radius, k2 is the wave-
number associated with the wave speed in the fiber, Jn�z� is
the Bessel function of order n, and Hn�z� is the first kind
Hankel function of order n. g�x� in Eq. �5� is the PCF for
impenetrable scatterers �hard disks�.22 Bose and Mal as-
sumed an exponentially decaying PCF, while Varadan et al.13

used an exact PCF to improve the accuracy of the QCA at
high frequencies and high volume concentrations. The exact
PCFs can be obtained from the Monte Carlo simulation.3,22,23

In this theoretical context, the Bose and Mal formulation
with the exact PCF, that is, the method of Varadan et al.,13

appears to be most accurate.

B. Effective medium theories

The effective medium theories are commonly based on
the following hypothesis:1,24 Every inclusion in the compos-
ite behaves as an isolated inclusion embedded in a homoge-
neous medium with the effective properties of the composite.
The field that acts on this inclusion is a plane wave propa-
gating in the effective medium. While this hypothesis is hard
to justify theoretically, it offers a simple way to calculate the
effective properties; it reduces the original multiple-
scattering problem defined in the host medium to a single
scattering problem defined in the effective medium. These
theories have been often very successful in many
occasions.24–26

A few variants of the effective medium theory exist, in
which the roles of the host medium and inclusions are treated
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in different ways. A simplest one is to embed both the matrix
and inclusions in the effective medium having yet-unknown
properties �self-consistent embedding� and then apply the
self-consistency condition that the ensemble average of the
total scattering vanishes in the effective medium. The aver-
age total scattering field is approximated as the average of
the single scattering fields of the inclusion and matrix
weighted by their volume concentrations. The conditions for
the effective medium �the effective density �e and the effec-
tive shear modulus �e� of a two-dimensional composite me-
dium are obtained,16,27

	
p=1,2

vp��e − �p�
��
p��p

= 0, �6�

	
p=1,2

vp��e − �p�ike · 
��
p ��p

= 0. �7�

where �p is the representative volume element of the pth
kind of material, 
 ��p

denotes the volume average of a
physical quantity over �p, and


����p
=

1

�p
�

�p

u�r�e−ike·rd� , �8�


����p
=

1

�p
�

�p

�u�r�e−ike·rd� . �9�

Note that adding Eqs. �6� and �7� yields

	
p=1,2

vp
 f̄ p�0���p
= 0, �10�

where the overbar means that the forward scattering ampli-
tudes are obtained in the effective medium. Equation �10�
gives the physical notion that the effective medium in this
theory is defined such that the average forward scattering
amplitudes in the effective medium vanishes, that is, a me-
dium in which there is no scattering of the mean field by the
constituents, which fulfills the presumed self-consistency.
This approach is analogous to the CPA in the solid-state
physics,28 and has been used also in the electromagnetic
wave propagation problems.29 Berge et al.26 and Berryman30

used a similar approach for quasistatic properties of three-
dimensional composites. Note that Eqs. �6� and �7� are in the
symmetric form, indicating that this model treats the matrix
and the fibers equally and thus assumes implicitly a micro-
structure in which the roles of the matrix and the fibers are
not distinguishable �an aggregate or granular structure31�.
Authors have criticized that the roles of the matrix and in-
clusions should be treated differently. Various aspects of this
issue have been discussed.27

Another effective medium model is the scheme pro-
posed by Kanaun and Levin.14,32 In this scheme, the average
field inside the inclusions is first estimated by solving the
scattering problem for a single inclusion in the effective me-
dium and then the inclusions having the average field are
embedded in the original host medium and the scattered field
by these inclusions is averaged. Finally, the self-consistent
condition that the effective field is the plane wave propagat-

ing in the effective medium is applied to obtain the following
equations for the effective shear modulus and density:

�e = �1 + v2��2 − �1�
����2
, �11�

�e = �1 − v2��2 − �1�ike · 
����2
/ke

2. �12�

Note that this model is a dynamic generalization of the static
self-consistent theory of Hill and Budiansky.33 Kanaun and
Levin also showed that these equations are reduced to the
two-dimensional version of Sabina and Willis’ self-consistent
equations15 under an appropriate approximation to the field
inside the inclusion:

�e = �1 + v2h2�ke���2 − �1��1 + M̄t��2 − �e��−1, �13�

�e = �1 + v2h2�ke���2 − �1��1 + S̄x��2 − �e��−1, �14�

where h�ke�=2J1�kea� /kea, S̄x= i�H1�kea�J1�kea� /2�e, and

M̄t= �1− i�H1�kea�J1�kea�� /�e, which are the average of the
effective wave over the inclusion and the average convolu-
tion operators,16 respectively.

C. Dynamic generalized self-consistent model

A dynamic generalization of the generalized self-
consistent model for the static effective properties34 has been
set out by Yang and Mal.18 As in the static version, a con-
centric cylindrical fiber embedded in an infinite medium pos-
sessing unknown effective properties is considered. The ratio
between two radii in the concentric cylinder is determined by
the volume concentrations of constituents. The model uses
the self-consistency that the incident wave propagating in the
effective medium is equal to the effective wave field. This
self-consistency is implemented in the dispersion relation of
Waterman and Truell6 �Eq. �1��,

f̄�0� −
ino

ke
2 � f̄2�0� − f̄2���� = 0. �15�

It has been shown35 that this condition is equivalent to

f̄�0� = 0, �16�

which means that the forward scattering amplitude vanishes
when the unknown surrounding medium has the effective
properties. This condition is similar to Eq. �10� and is found
in many other effective medium theories. With Eq. �16� and
the effective static density �e=v1�1+v2�2, the effective
wavenumber is calculated. This model has attracted signifi-
cant attention for the success of its static counterpart.

D. Differential approach

Beltzer and Brauner17 proposed an incremental realiza-
tion of the effective medium concept in a way similar to the
differential effective medium theory for the effective static
moduli.36 Since it is difficult to derive a set of differential
equations for dynamic moduli and density, the method in-
stead numerically implements the homogenization process.
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The attenuation is calculated from the single scattering by a
newly added small amount of inclusions in the medium ho-
mogenized in the previous step:

	�
2 + �
2� = 	�
2� +
�
2

2�2
�̄ext, �17�

where �v2 is the increment of volume concentration, �2 is
the volume of the single inclusion, and �̄ext is the extinction
cross section of the fiber in the energy-absorbing medium.37

The current step is completed by calculating the frequency-
dependent wave speed using the Kramers–Kronig relation:17

1

c��
−

1

c�0�
=

22

�
P�

0

� 	���
�2��2 − 2�

d� , �18�

where c�0� is the wave speed at =0 and the integral is a
principal value integral. Note that since this model does not
yield c�0�, one should specify it as an input parameter. In the
numerical calculations, c�0� is calculated with Hashin and
Rosen’s38 effective shear modulus which corresponds to the
lower bound. Note that the differential scheme assumes an
isolated microstructure.36

Finally, it should be noted that all these theories are
approximate and this fact may be one fundamental reason for
discrepancies among them which are shown in Sec. III.

III. RESULTS AND DISCUSSION

Table I summarizes assumptions and microstructures,
abbreviations, equations used in computations, and symbols
in figures. Numerical calculations are performed for two-
phase composites having much different combinations of
constituent properties. The mechanical properties of constitu-
ent materials are listed in Table II and characteristics of the

composites are in Table III. The effective wave speed and
coherent wave attenuation are calculated for frequencies up
to k1a=3.5 and for volume concentrations up to 47%. While
any of these theories has been proven to be applicable at a
frequency above k1a=1, there are many cases in which these
theories successfully predict wave speeds and attenuations at
high frequencies �e.g., Ref. 26�. Therefore, it will be inter-
esting to see how these models are compared in the high
frequency region. In this study, the maximum frequency
range is where the wavelength is comparable to the size �di-
ameter� of the inclusions. At higher frequencies where the
wavelength is much shorter than the size of scatters, the
wave speed and attenuation reach their geometric optics lim-
its that are constant values. The coherent dynamic response
of composites at such high frequencies is negligible due to
the high attenuation and thus is not experimentally measur-
able, thereby losing its practical meaning.

The directional scattering amplitude in Eqs. �1� and �2�
is calculated f���=2T0+	m=1

� Tm cos�m��, and the effective
wave speed and attenuation are obtained directly from the
effective wave number. The determinant in Eq. �3� is trun-
cated to a finite order �increasing with frequency� and the
roots �the effective wave numbers� of the complex nonlinear
equation are searched numerically. Equations �6� and �7� are
a system of nonlinear equations for complex effective den-
sity and shear modulus. The multidimensional Newton–
Raphson method is used to calculate these parameters. The
same procedure is used for computations of Eqs. �11� and
�12� and Eqs. �13� and �14�. Equation �16� is solved using
two dimensional �real and imaginary parts of ke� Newton–
Raphson method. Equations �17� and �18� are calculated in-
crementally with a small �v2. The extinction cross section is
calculated using the method of Kim,37 and then the integral
is evaluated using the Simpson rule with a high frequency
limit �k1a=20� above which the integrand is assumed to be

TABLE I. Summary on the models.

Model Assumption/microstructure Abbreviation Equation�s� Symbol

Waterman and Truell Point scatterers WT2 �1� Red dash dot
Lloyd and Berry Point scatterers LB2 �2� Dash dot
Varadan, Varadan and Ma QCA, isolated scatterers VVM �3�–�5� Circle line
Kim Aggregated �granular� KM �6� and �7� Solid line
Kanaun and Levin Aggregated �granular� KL �11� and �12� Red solid line
Sabina and Willis Constant fields in scatterers SW2 �13� and �14� Blue dotted line

Aggregated �granular�
Yang and Mal Isolated scatterers �three-phase model�, constant density YM �16� Blue dashed line

Beltzer and Brauner Isolated scatterers BB �17� and �18� Triangle-line

TABLE II. Elastic properties of constituents.

Materials
Density
�kg /m3�

Shear modulus
�GPa�

Phase velocity
�m/s�

Aluminum 2720 38.7 3772
Steel 7800 80.9 3220
Graphite 1310 21.0 4004
Titanium 4510 41.4 3030
SiC �SCS-6� 3200 182.0 7542
Epoxy 1260 1.98–0.06i 1254

TABLE III. Characteristics of composites.

Composites �2 /�1 �2 /�1 Remarks

Steel/aluminum 2.9 2.1 �2��1, �2��1

Graphite/aluminum 0.48 0.54 �2��1, �2��1

SiC/titanium 0.71 4.4 �2��1, �2��1

Graphite/epoxya 1.04 10.6 �2��1, �2��1

aReal part of the shear modulus of epoxy is used.
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constant. All computations were validated by comparing
with those numerical results presented in the original papers.
The numerical calculations are performed within the accu-
racy of the double precision floating point.

A. Weak scattering

When the scattering of each fiber is weak and the fiber
volume concentration is low, the multiple-scattering effect
will be small. The condition for the weak scattering is that
the properties of constituents are similar, that is, �2 /�11
and �2 /�11. Then, the total scattering field can be ap-
proximated as the sum of the single scattering field from
every scatterer �the single scattering approximation�. In this
weak scattering limit, one may expect that all of these dif-
ferent multiple-scattering models would yield a single coin-
cident result. This criterion will examine the soundness of
fundamental assumptions in each model and the model’s ca-
pability of predicting the multiple-scattering effect in more
complicated cases. A model which is incapable of correctly
predicting this weak multiple-scattering effect would not pre-
dict correctly or even approximately a stronger multiple-
scattering effect. Therefore, the weak scattering problem can
be a good benchmark problem.

Figure 1 shows the normalized wave speeds �ce /c1� and
the normalized attenuation coefficients �the specific attenua-
tion capacity, 4� Im�ke� /Re�ke�� versus the normalized fre-
quency �k1a�, predicted by the different models. The material
properties are assumed �2 /�1=1.2 and �2 /�1=1.1 and the
fiber volume concentration is 0.07. The wave speeds from
five models coincide strikingly well �Fig. 1�a��—a definitive
indication that this coincident wave speed is the true effec-
tive wave speed at least for this weak scattering case and for
this particular composite. The SW2, YM, and WT2 models
visibly deviate from the true wave speed. These models may
attribute their failures to different causes. The SW2 model
assumes a constant field inside the scatterer, which makes the
effective wave speed to approach the wave speed in the ma-
trix and the attenuation to vanish �ce→c1 and Im�ke�→0�.
As pointed out earlier by Lloyd and Berry12 and readdressed
recently by Linton and Martin,19 the second-order terms in
the dispersion relation of WT2 model is incorrect, which
would lead to this inaccuracy. This fact implies an important
conclusion that a model that is built based on the Waterman
and Truell model will suffer from the same problem either in

an explicit or implicit manner. The three-phase geometry in
the YM model introduces excessive fluctuations in the dis-
persion curve and also in the attenuation shown below as the
result of spurious wave motions in the annulus that repre-
sents the matrix phase �the structure effect�, which obviously
disappears in the static limit where wavelength is greater
than any of the geometric parameters.

Figure 1�b� shows that four models predict very close
attenuations, even though the agreement is not as good as in
the wave speed. Consistently as in the wave speed, the SW2,
YM, and WT2 models show attenuations more or less differ-
ent from the attenuation agreed by the other four. The attenu-
ation by the LB2 model is closer to the agreed one, demon-
strating that the model is correct under the assumption of
uncorrelated scatterers.

B. Wave speed in long wavelength limit

Figure 2 shows the wave speeds in a steel/aluminum
composite in the low frequency limit �k1a=0.05�, predicted
by different models. The thick lines are the upper and lower
bounds of the effective wave speed. These are calculated
with the average static density �e=�1�1−v2�+�2v2 and the
variational bounds for the axial shear modulus of Hashin.38

While the bound solution is not unique, Hashin’s variational
bounds are tight and have a clear physical meaning. The
interpretation of these bounds is closely related to the role of
constituents: when a stiffer phase forms a more continuous
phase, the effective stiffness will be close to the upper
bound, and vice versa. While the assembly of impenetrable
circular disks has its full packing limit at the volume concen-
tration 0.785, numerical calculations are shown up to 1. It is
interesting to note that the models for point scatters �WT2
and LB2� may be used to predict the wave speed at a high
volume concentration, for example, up to 0.5 for LB2. In
other words, the size and shape �e.g., noncircularity� of scat-
terers are unimportant for the volume concentration below
0.5 in the quasistatic limit. All other models for finite-sized
scatterer fall in the upper and lower bounds. The YM, BB,

(b)(a)

FIG. 1. �Color online� Effective wave speed �a� and coherent attenuation �b�
for weak scattering.

FIG. 2. �Color online� Upper and lower bounds of the effective wave speed
in steel/aluminum composite compared with those from different models.
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and VVM models predict the wave speed coincident with the
lower bound, while wave speeds by the effective medium
models �KM and KL� are close to the lower bound at low
volume concentrations and to the upper bound at higher vol-
ume concentrations. The small departure of the BB model at
high volume concentrations is possibly due to numerical er-
rors �the volume increment may have been coarse�.

C. Low frequency attenuation

Figure 3 shows the attenuation in the steel/aluminum
composite versus the volume concentration calculated at fre-
quency k1a=0.2. Many interesting facts are observed.

At this frequency, the wavelength is about 15 times
larger than the diameter of scatterers. So, the propagating
wave interacts with a few scatterers at the same time and
sees the average response of the matrix-scatterer assemblage.
In this low frequency range, the coherent attenuation of
propagating waves will be simply proportional to the degree
of disorder or the spatial randomness. In view of the micro-
structure of a two-phase mixture, the spatial fluctuation in
material properties will be maximum at a volume concentra-
tion around v2=0.5, where the attenuation is accordingly ex-
pected to be maximum. Another consequence is the end-
point constraint that the coherent attenuation should vanish
at v2=0 and 1.0 where no macroscopic randomness exists. It
is seen that only the effective medium models �SW2, KM,
and KL� satisfy this constraint. The iterative homogenization
process of building up the effective properties in the BB
model does not exactly satisfy the constraint at v2=1.0.

The VVM model predicts negative attenuations in the
entire range of frequency, violating the passivity
requirement—the material as a passive linear system. This is
a quite surprising result since it is expected7 that QCA would
give the same level of accuracy as CPA �the effective me-
dium model�. Moreover, the exact PCF is used to overcome
this defect in the model without the exact one. The YM
model produces small attenuation that decreases with volume
concentration. This is the result of the geometric requirement

for constructing the three-phase-model �again the structure
effect�. The outer radius of the concentric circle is deter-
mined by v1= �r2 /r1�2. For a given size of the fiber �r2�, r1

should decrease with the increase in volume concentration.
Since the scattered power in the low frequency region is
proportional to the fourth power of the scatterer size, the
model predicts more incident power scatters at a low volume
concentration than at a higher volume concentration. The
SW2, WT2, and LB2 models will not be further examined
hereafter.

D. Effects of microstructure

Figure 4 shows calculated and measured wave speeds in
a unidirectional graphite/epoxy composite with a fiber vol-
ume concentration 53% and a fiber diameter 6 �m. For con-
ducting ultrasonic measurements at different frequencies
�2.5, 5.0, 7.5, and 10 MHz�, composite plates with various
thicknesses �2.5–8 mm� were prepared. The pulse-echo
method using a single narrow band shear wave contact trans-
ducer with a radius of 3.2 mm was employed in which axi-
ally polarized shear wave pulses propagate in the direction
perpendicular to the fiber axis. Both the pulse overlap39 and
phase spectrum40 techniques were used to accurately deter-
mine the wave speed from measured ultrasonic signals.

Microscopic study revealed that the arrangement of fi-
bers varied from one location to the other. Among numer-
ously different fiber arrangements, three distinctive were ob-
served: First, most of fibers are isolated each other �Fig.
5�a��; second, fibers are locally agglomerated forming sev-
eral clusters of fibers �Fig. 5�b��; third, the fibers are in con-
tact, forming long chains and some chains are bridging
across the sample thickness �Fig. 5�c��. To study the effects
of the microstructure on the wave speed, the measurements
were performed at 28 different locations on the same plate

FIG. 3. �Color online� Low frequency attenuation versus the fiber volume
fraction for steel/aluminum composite predicted with different models.

FIG. 4. �Color online� Effective wave speeds from an experiment and the
models for graphite/epoxy composite with a fiber volume fraction 52%.
Open rhombuses are the measurement results for seven points and the solid
one is the average of all 28 measurements. Bars next to rhombuses represent
the ranges of experimental errors.
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and repeated about ten times at each location. The measured
wave speeds were then averaged. Note that no data were
discarded or selected as they were apart from or close to
predetermined theoretical results.

In Fig. 4, open rhombuses are the wave speeds for seven
representative locations �out of 28�. Note that each open
rhombus represents an average of ten wave speeds for one
location and also that all 28 wave speeds fall in the range
covered by the seven; only seven are shown for a better
presentation. The absolute measurement error range for each
frequency �and plate thickness� is calculated by averaging
error ranges of all 28 locations and is indicated in Fig. 4 with
a vertical bar next to the solid rhombus that represents the
average of 28 wave speeds. It is seen that the variability
range of the wave speed about 200 m/s is not from the mea-
surement error, which is about 100 m/s, but it is thought to
be due to the local variation in the microstructure. Calculated
lower �1961 m/s� and upper �2673 m/s� bound wave speeds
are also shown. As mentioned earlier, the VVM and YM
models predict the lower bound while the effective medium
models �KM and KL� predict a wave speed in the middle
between the lower and upper bounds. In general, the mea-
sured wave speeds are closer to the lower bound, indicating
that fibers in these composite samples are mostly isolated in
the matrix. At the location where the wave speed is high,
fibers are possibly more in contact with each other so that
they form many channels of fiber clusters along the wave
propagation direction �Fig. 5�c��. A direct comparison be-
tween the ultrasonic result and the microstructure analysis
was quite difficult because the ultrasonic waves cover a finite
area while microscopy can be done for only few cross sec-
tions in that area. However, a few good correlations were
observed that the wave speed is faster in the section with
more contacting fibers. This is somewhat analogous to the
critical phenomenon of the insulator-conductor transition in
electrical properties of this composite,41 while the transition
in the elastic property is very small. This experimental result
demonstrates that the overall properties of a composite are
sensitive to the microstructural arrangement of constituents.
Therefore, a blind comparison between experimental and
theoretical results ignoring the composite’s microstructure
can lead to a meaningless conclusion. Berge et al.26 showed
that the self-consistent theory �effective medium model� best
predicts the ultrasonic speeds in the artificial sandstone
samples. They interpreted that the assumed microstructure in
the self-consistent theory is compatible with the actual mi-
crostructure of the sample materials.

E. Behaviors at finite frequencies and high volume
concentrations

Four composites having different combinations of con-
stituent materials �see Table III� are used in the numerical
calculations. In Fig. 6, the wave speed and attenuation cal-
culated for a SiC/Ti composite having a fiber volume con-
centration 0.33 are plotted together with experimental data
�open squares� in 5–15 MHz �k1a=0.35–1.05�. The experi-
mental wave speed in this frequency range is nearly constant
�3924 m/s�. This is close to the lower bound static wave
speed as a result that fibers in this composite are well iso-
lated each other �see, for example, the micrograph in Ref.
42�. So, the YM, BB, and VVM models predict wave speeds
close to the experimental results, while the effective medium
models �KM and KL� are not suitable to this microstructure.
The attenuation from the experiment agrees well with the BB
model. The numerical predictions exhibit increasing discrep-
ancies among the models with the increase in frequency
�k1a�1�, possibly due to the different microstructures as-
sumed in these models. Very similar trends both in the wave
speed and attenuation were seen in the computation results
for a graphite/epoxy composite with a volume concentration
0.3, which are not presented here.

Figure 7 shows the numerical results for a steel/
aluminum composite having a fiber volume concentration of
0.27. A qualitative agreement both in the wave speed and
attenuation is seen with an exception that the YM model

FIG. 5. �Color online� Schematics of three distinctive microstructures: iso-
lated microstructure �a�, locally agglomerated microstructure �b�, and aggre-
gate �granular� microstructure �c�.

(b)(a)

FIG. 6. �Color online� Effective wave speed �a� and coherent attenuation �b�
versus frequency for SiC/titanium composite for v2=0.33. Open squares are
experimental data.

(b)(a)

FIG. 7. �Color online� Effective wave speed �a� and coherent attenuation �b�
versus frequency for steel/aluminum composite for v2=0.27.
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exhibits excessive undulation. The wave speed and attenua-
tion in this composite converge quickly to their geometric
optics limits after the wave speed rises rapidly and the at-
tenuation reaches a peak at the low frequency where the
rigid-body resonance of particles occurs. This is a common
characteristic of composites with heavy inclusions,26,43

which determines the shape of the dispersion and attenua-
tion. It is thought that the relative good agreement comes
from this strong characteristic of the single fiber scattering
that dominates over the multiple-scattering effect at this vol-
ume concentration.

The wave speed and attenuation in a graphite/aluminum
composite having a fiber volume concentration of 0.47 are
shown in Fig. 8. This material exhibits a weak dispersion and
oscillatory attenuation. Near zero �YM model� and negative
�VVM model� attenuations are seen in k1a�0.75.

IV. CONCLUSIONS

Many interesting facts are found in this study. First of
all, the results for the weak scattering critically compare the
soundness of fundamental assumptions in the models consid-
ered. Whenever the point scattering approximation is rel-
evant, the LT2 model is more accurate than the WT2 model.
This needs to be emphasized because many authors take the
WT2 model as a reference for validating their results and
also attempt to extend the model to more general cases. The
layered three-phase geometry in the YM model produces un-
desirable structure effects in the finite frequency regime. The
approximate consideration of the double scattering through
the QCA using the exact PCF appears to be not accurate
enough when the constituent densities differ by more than
two times. The two effective medium models �KM and KL�,
possibly due to the common hypothesis and the similar self-
consistency condition, predict values close to each other, and
do not exhibit an apparent failure in all cases considered. The
assumed granular microstructure enables these models to
adapt to geometrically more complex microstructures such as
clustered fibers and aggregated mixture of phases. Since the
overall properties are sensitive to the composite’s micro-
structure, the microstructure should first be investigated be-
fore choosing a model for comparing experimental results. In
all cases considered, the disagreement in attenuation is more
pronounced than in wave speed. Recalling that the attenua-
tion is more sensitive to the composite’s microstructure, the

disagreements should be, to a large degree, due to the differ-
ent microstructures assumed in these different models. While
the subject of the wave propagation in inhomogeneous media
has long been investigated, the present evaluation study re-
veals numerous fundamental questions to be answered. The
indirect method such as the effective medium theory might
be a choice for further studies on this subject.1
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A method for the measurement of the phase and group velocities of guided acoustic waves is
presented. For this purpose, a unique capability of a self-developed double-pulsed TV holography
system to create movies of the propagation of guided acoustic wavetrains is used. Thereby, the
experimental visualization of the evolution of Lamb and Rayleigh wavetrains in aluminum plates is
shown, including several movies that illustrate different dispersive behaviors. Each movie shows the
propagation of a narrowband wavetrain with a central frequency in the order of 1 MHz that consists
of a carrier moving with the phase velocity, modulated by an envelope moving with the group
velocity. Each snapshot is a two-dimensional map of the instantaneous out-of-plane displacement
field of the surface points of the plate, with amplitudes in the order of several nanometers, acquired
with the double-pulsed TV holography system. Then, by repeating the acquisition with successively
increasing delays between the generation and detection instants, a sequence of maps is obtained
from which a movie is composed. The phase and group velocities of the waves are accurately
measured from the movies, yielding values that match well with the reference values for the same
plates obtained from independent measurements.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3327795�

PACS number�s�: 43.35.Cg, 43.35.Pt, 43.35.Sx �TDM� Pages: 2210–2219

I. INTRODUCTION

The behavior of waves propagating in dispersive media
has been extensively studied.1 Under time-harmonic varia-
tion, the wave has neither beginning nor end, and so the
propagation velocity of the motion can only be associated
with the phase velocity, i.e., the velocity of a point that suc-
cessively occupies positions of a given value of the phase. In
practice, the phase velocity at a given frequency f corre-
sponds approximately to the velocity of the carrier wave of a
finite-length narrowband wavetrain having such central fre-
quency and modulated in amplitude by a certain envelope.
Nevertheless, the movement of the envelope cannot be de-
scribed with the phase velocity but with the group velocity
instead, which is associated with the propagation of energy
in conservative media.2 In non-dispersive waves, the phase
velocity is the same, regardless of the frequency, and phase
and group velocities are equal, so the envelope and the car-
rier inside it move at the same speed. On the contrary, in
dispersive waves, the carrier moves faster or slower than the
envelope.

Lamb waves are a well-known kind of dispersive acous-
tic waves that propagate in plates with stress-free
boundaries.3 They are multimode in nature and the phase and
group velocities of each mode depend, for a given frequency,
on the elastic constants of the plate material, so that the
measurement of these velocities can be a useful means to
determine such elastic properties.4 On the other hand, Ray-
leigh waves correspond to guided acoustic waves in the sur-
face of plates with infinite depth, and can be regarded as a
specific kind of Lamb waves.

Many techniques have been reported for the measure-
ment of the phase and group velocities of Lamb waves as a
function of frequency. The usual procedure is based on the
recording of the time evolution of the wave at different
points of the plate surface by means of a point-wise method
�piezoelectric transducer, electromagnetic acoustic trans-
ducer, point-wise interferometer, etc.�. Thereby, if the dis-
tance between the measurement points is known, the group
velocity cg of a single mode can easily be measured from the
time-of-flight of the wavetrain.5 Even if the wave consists of
several modes, it is possible to perform the measurement,
provided that the distance traveled by the wavetrain is long
enough to prevent the overlapping of the peaks correspond-
ing to the different modes in the envelope of the signal.6 A
good accuracy in the measurement of the time-of-flight is
also obtained by using frequency-chirped sources and apply-
ing correlation techniques to the signal.7,8 Another com-
monly employed procedure is based on the use of time-
frequency distributions for the measurement points,9 which
yield the frequency content of the signal as a function of
time, in a way that the arrival time of the wavetrain for a
given mode and frequency is determined from the corre-
sponding peak in the distribution. Examples of time-
frequency distributions that have been utilized for this pur-
pose are the wavelet transform,10 the short-time Fourier
transform,11 and a variant of the Wigner distribution.12

The phase velocity cp can be determined by analyzing
the variation in the phase with respect to the propagating
distance. However, from a point-wise measurement, the
phase can only be calculated modulo 2�, so, in order to
calculate the actual phase difference between two points, the
number of wavelengths in between must be either known or
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determined by using an alternative method. To avoid this
problem, the distance between the measuring points is typi-
cally chosen to be less than half the wavelength of the Lamb
mode for the frequency of interest. The phase of each spec-
tral component of a broadband wavetrain at a certain surface
point is usually calculated from the Fourier transform of the
temporal signal.13,14 On the other hand, when dealing with
narrowband signals, although using Fourier transforming is
also valid, the phase difference between two points can also
be measured by tracking the position of a certain point of the
signal �e.g., a zero-cross point�5 or by cross-correlating the
signals at different locations.15 Another procedure that is
commonly employed to calculate phase velocities is based
on the calculation of the frequency spectrum of the wave,
i.e., a representation of the circular frequency � as a function
of the wavenumber k1. For this purpose, the time evolution
of the wavetrain is recorded at several points, separated by a
small distance, and the spectrum is calculated by the two-
dimensional �2D� Fourier transform of this spatio-temporal
data set.16,17 The measurement of the wavelength �1 of nar-
rowband waves is another option to determine the phase ve-
locity, as it is well-known that cp=�1f . The value of the
wavelength can be precisely obtained from the 2D surface
displacements maps yielded by full-field techniques,4,18 al-
though it is also possible to use a set of point-wise measure-
ments in the case of standing waves.19,20 Other methods exist
to measure the phase velocity of guided acoustic waves.
They range from acoustic microscopy techniques21,22 to the
study of the diffraction patterns yielded by the scattered light
reflected from the plate surface23 or by the light that traverses
a liquid load medium, in which a leaky Lamb wave radiates
energy.24 Finally, a different approach consists in measuring
the central frequency of the wavetrain when the phase veloc-
ity is known, due to constraints imposed by the acoustic
source.25,26

It is important to take into account that phase and group
velocities are not uncorrelated, but each one depends on the
variations of the other with respect to frequency. If we rep-
resent � as a function of k1, the phase velocity is calculated
as cp=� /k1, and the group velocity as cg=d� /dk1. There-
fore, the group velocity can be calculated from the phase
velocity,27 provided that the spectrum is known, and it is also
possible to calculate the phase velocity from the group ve-
locity, but integration is required, and hence, the knowledge
of the integration constant, that is, the phase velocity at a
certain frequency must be determined by other means.8

The availability of a self-developed double-pulsed TV
holography �TVH� system, which is capable to measure the
time history of the wave-induced surface displacement field
with high resolution,28 allows to perform a different ap-
proach to measure the phase and group velocities of guided
acoustic wavetrains in plates. A movie corresponding to the
propagation of a Rayleigh or Lamb wavetrain is composed
from a sequence of 2D maps of the instantaneous out-of-
plane acoustic displacement field, obtained with our TVH
system under repeatability conditions. The amplitude of
these wavetrains is in the order of a few nanometers, and
their frequency is in the order of 1 MHz. As we restricted the
experiments to narrowband wavetrains, their propagation can

be described in terms of a carrier wave, modulated by an
envelope that does not change in shape. Then, the measure-
ment of the group and phase velocities is performed by
tracking the positions of the envelope peak and of a point
with constant phase, respectively, in the sequence of maps.
Although the principle of operation is well-known and quite
direct, the small displacement amplitudes and high frequen-
cies of the ultrasonic waves under study impose serious dif-
ficulties to obtain instantaneous displacement fields, so the
presented snapshots and videos provide material of potential
interest for the Acoustics community. On the other hand, this
procedure presents several advantages that are discussed in
the last two sections of the paper. It is well-known that Lamb
waves present different dispersion behaviors, depending on
mode and frequency, i.e., the phase velocity can be equal,
larger, or smaller than the group velocity. In order to exhibit
these three cases, several wavetrains �corresponding to two
Lamb modes and to a Rayleigh wave� were measured in
aluminum plates with different thicknesses.

II. DISPERSION OF LAMB WAVES

Lamb waves arise in plates having stress-free boundaries
as a consequence of the superposition of longitudinal and
vertically polarized shear waves successively reflected in the
boundaries. There exist infinite dispersive modes, so that a
Lamb wave with time-harmonic variation induces a distribu-
tion of stress and strain that depends on mode and frequency,
according to a wave equation. For example, the out-of-plane
displacement field of the surface points, due to a single-mode
time-harmonic Lamb wave propagating along the direction
x1, is given by

u3�x1,t� = Re�û3�x1,t�� = Re�û30 exp�j�k10x1 − �0t��� , �1�

where û30 is a complex constant, k10 is the wavenumber, and
�0=2�f0 is the circular frequency. The relation between fre-
quency and wavenumber in an isotropic plate of thickness 2h
stems from the elasticity equations considering time-
harmonic dependence and the constraints imposed by the
plate. It is well-known that, for isotropic materials, Lamb
waves can be classified into two different types, namely,
symmetric and antisymmetric modes, depending on the dis-
tribution of the particle motion with respect to the mean
plane of the plate. The condition that a symmetric �S� or
antisymmetric �A� Lamb mode must fulfill is given in Eq. �2�
in adimensional form29

FA
S =

tan���/2���2�2 − �2�

tan���/2���2 − �2�

+ �4�2��2�2 − �2��2 − �2

�2�2 − �2�2�2 	�1

= 0, �2�

where �=2hk1 /� is the normalized wavenumber, �
=2h� /�cL is the normalized frequency, and �=cL /cT is the
velocity ratio. These constants are given as a function of the
wavenumber k1, the circular frequency �, and the phase ve-
locities of the longitudinal and shear waves inside the plate
material �cL and cT, respectively�.
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If, instead of a monochromatic wave, there is a
wavetrain with an arbitrary number of cycles, it is useful to
consider the temporal spectrum of the excitation signal, and
so, recalling the principle of superposition valid for linear
Elasticity, the wavetrain is determined by29

û3�x1,t� =
1

�2�



−�

+�

ũ̂30���exp�j�k1���x1 − �t��d� , �3�

where ũ̂30��� is the amplitude spectral density calculated as
the Fourier transform of û3�x1 , t� at x1=0, and the relation
k1��� between wavenumber and circular frequency stems
from the nature of the wave. When the burst is narrowband,
a proper description of its temporal evolution can be done by
means of the product of an envelope and a carrier that oscil-
lates at a central frequency. The shape of the envelope de-
pends, of course, on the wave generator characteristics. In
our case �bursts a few cycles long�, as we will see in Sec. IV,
a good approximation is a Gaussian curve so that the com-
plex out-of-plane displacement at x1=0 is given by

û3�0,t� � û30�t� = u30 exp�− t2

2	2 exp�− j�0t� , �4�

where u30 is a constant, �0 is the carrier circular frequency,
and 	 is related to the length of the burst. The frequency
spectrum of this function is

ũ̂30��� = u30	 exp�−
�� − �0�2	2

2
	 . �5�

Therefore, provided that the relation between the wavenum-
ber and the circular frequency is known, the spatio-temporal
evolution of this Gaussian wavetrain can be evaluated. Such
relation is calculated numerically from Eq. �2� and cannot be
analytically expressed, but an approximation of the curve
k1��� by a Taylor polynomial around the carrier frequency is
done. A first order approximation suffices in our case since
the bandwidth of the wavegroups is rather narrow, and the
second derivative of the curves k1��� is small for all the
frequencies and modes, i.e., we neglect the group velocity
dispersion �GVD�

k1��� � k10 + �� − �0�k10� , �6�

where k10=k1��0� and k10� =dk1 /d� ��0
. Then, from Eqs. �3�,

�5�, and �6�

û3�x1,t� = u30 exp�−
�t − k10� x1�2

2�2 �
envelope

exp�j�k10x1 − �0t��

carrier
�7�

Equation �7� corresponds to the well-known propagation of a
carrier with the phase velocity cp=�0 /k10 inside an envelope,
moving with the group velocity cg=1 /k10� that does not
change in shape. When both velocities are equal, the wave is
non-dispersive and no relative motion between the envelope
and the carrier occurs. On the other hand, when they are
different, the waves seem to originate at one edge of the
wavetrain, travel to the opposite one and disappear. The
phase and group velocities of the A0 and S0 Lamb modes,
calculated from Eq. �2� for an aluminum plate, are repre-

sented in adimensional form in Fig. 1, as a function of the
frequency-thickness product.

The A0 and S0 modes tend to be non-dispersive for high
values of the frequency-thickness product. As a matter of
fact, the superposition of the A0 and S0 Lamb modes tends
to the well-known Rayleigh wave if both modes have the
same amplitude, and the thickness of the plate is much larger
than the wavelength of the modes �Fig. 1�. Rayleigh waves
are non-dispersive, so k10� =k10 /�0, being the phase or group
velocity cR, given as a function of the bulk wave velocities of
the sample material as29

FR = � cR

cT
6

− 8� cR

cT
4

+ �24 − 16� cT

cL
2	� cR

cT
2

− 16�1 − � cT

cL
2	 = 0. �8�

III. MATERIALS AND METHODS

A. Test plates

The proposed method was tested in aluminum plates �al-
loy denomination EN AW-2017A-T4� with thicknesses in the
range of the millimeters. The plates rest on a horizontal
board covered in velvet fabric so that the constraints at the
surface are minimized. The transversal dimensions of the
plate �200
500 mm2� are large enough to prevent the inter-
action of the Lamb wave with its edges for the limited width
of the wavefronts and the short propagation times that we
used in our experiments.

The elastic constants of the plates were measured by
means of a procedure described in Ref. 4 with an uncertainty
lower than 1%, so the theoretical phase and group velocities
for the frequencies and the modes used in the experiments
can be calculated with a good accuracy and are displayed in
Table I.

FIG. 1. Phase and group velocities of the A0 and S0 Lamb modes as a
function of the frequency-thickness product for an aluminum plate having
cL=6330 m /s and cT=3117 m /s. The continuous lines represent the phase
velocity and the dashed lines stand for the group velocity. The four curves
converge to the phase and group velocity of the non-dispersive Rayleigh
wave.
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B. Wave generation system

The classical wedge method3 was employed to generate
the guided acoustic waves. Basically, the wedge couples to
the plate the longitudinal wave emitted by a resonant piezo-
electric element, creating a stress profile at the plate surface
that acts as a guided wave source. This method presents the
drawbacks associated with its contact nature �liquid cou-
plants, flatness of the plate surface, controlled pressure, and
position of the wedge�, but on the other hand, it allows a fine
control of the wavetrain shape.

The layout of the experimental wave generation system
is shown in Fig. 2. The modes excited with this method are
predominantly those whose phase velocity is close to the
phase velocity imposed by the wedge, which is given by3

cp =
cw

sin �
, �9�

where cw is the phase velocity of the longitudinal bulk wave
inside the wedge and � is the angle between the direction of
propagation of this wave and the normal to the plate.

The plastic wedges used in our experiments have been
machined on poly�methyl methacrylate� with cw=
2700 m /s, and have a width of 40 mm.

Narrowband bursts of 5 and 10 cycles in length were
used to excite the piezoelectric in order to generate the
wavetrains. The wedge angle was selected to match the

phase velocity of the desired mode at the central frequency
of the burst imposed by the driving electronics.

C. Measurement of the acoustic field

The detection was performed with a self-developed
double-pulsed TVH system described in Ref. 30, and whose
layout is depicted in Fig. 2. With each laser pulse, a correlo-
gram is formed as the interference of a reference beam and
an object beam backscattered by the plate surface. Both cor-
relograms are recorded in separate frames of a CCD camera,
and a processing procedure based on the spatial Fourier
transform is applied, which renders a 2D map of the instan-
taneous optical phase-change that is proportional to the out-
of-plane component of the displacement of the surface
points.31

The instant t0 of emission of the first laser pulse coin-
cides with the beginning of the excitation burst of the piezo-
electric, so that there is no acoustic wave in the field of view
�null displacement of the surface points� when the first cor-
relogram is recorded. The second laser pulse is delayed �t
with respect to the first one, so the instantaneous optical
phase-change map can be described as

��x,t� =
4�

�
u3�x,t� , �10�

where � is the wavelength of the laser. t= t0+�t is the instant
when the second laser pulse is emitted �see Fig. 2� and x
= �x1 ,x2� is a generic point of the plate surface. Figure 3�a�
displays the optical phase-change map corresponding to a S0
Lamb mode.

D. Visualization of the propagation of the wavetrains

The excitation burst of the piezoelectric is synchronized
with the laser pulses in such a way that it is possible to
accurately control the measurement instant. Therefore, under
repeatability conditions, a set of N maps �i�x , ti� with i
=1,2 , . . . ,N are successively recorded with increasing delays
between excitation and detection. These maps can be used as
snapshots to build a movie that allows to visualize the propa-
gation of the wavetrain.28

A second processing procedure, based on the fast Fou-
rier transform �FFT�, is applied to the optical phase-change
maps to evaluate the complex amplitude of the wave. It can
be applied to each individual map by utilizing the 2D FFT31

or, as we did in the present work, to the whole set of maps by

TABLE I. Experimental values of the phase and group velocities measured from the movies for the four modes
considered in the experiment. The reference values of the theoretical phase and group velocities are also
displayed.

Mode
2h

�mm�
f

�MHz�
2hf

�MHz mm�

Experimental values Reference values

cp

�m/s�
cg

�m/s�
cp

�m/s�
cg

�m/s�

Rayleigh 30.0 1.000 30.00 2995 2987 3000 3000
A0 1.97 0.741 1.460 2502 3151 2527 3163
S0 1.51 0.909 1.373 5243 4759 5243 4750
S0 2.98 0.870 2.593 3714 1843 3688 1832

FIG. 2. Layout of the experimental system.
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means of the spatiotemporal three-dimensional �3D� FFT,32

rendering in both cases a set of complex optical phase-

change maps �̂i�x , ti�, with i=1,2 , . . . ,N. Each of these
maps is proportional to the complex instantaneous out-of-
plane acoustic displacement û3�x , ti�, i.e.,

�̂i�x,ti� =
2�

�
û3�x,ti� . �11�

The modulus of �̂i�x , ti�, depicted in Fig. 3�b�, is propor-
tional to the acoustic amplitude mod�û3�x , ti��, and its argu-
ment, depicted in Fig. 3�c�, is equal to the acoustic phase
arg�û3�x , ti�� for the points within the wavetrain. In the pro-

cedure, to obtain �̂i�x , ti�, a bandpass filter is applied in the
frequency domain to isolate the spatio-temporal frequencies
corresponding to the guided acoustic wave.32 For this reason,
the phase in Fig. 3�c� shows vertical stripes with a spatial
period similar to the wavelength of such acoustic wave
throughout the map. However, for the region outside the
wavetrain �points with practically null amplitude�, the value

of arg��̂i�x , ti�� is dominated by the noise, being meaning-
less. The so called acoustic amplitude and acoustic phase
maps of Figs. 3�b� and 3�c�, respectively, allow not only to
assess the behavior of the wavetrain, but also, as detailed
below, permit to perform an accurate measurement of the
phase and group velocities. By taking the real part of

�̂i�x , ti�, the instantaneous filtered optical phase-change
�i

F�x , ti� is computed, as depicted in Fig. 3�d�. This map is
also proportional to the instantaneous out-of-plane displace-
ment field of the surface points u3�x , ti�, but with less noise
than the original optical phase-change map of Fig. 3�a�. Typi-
cal values of the noise in the filtered displacement are below
1 nm,28 as can be seen in the profile of Fig. 4�a�, in which the
ripples outside the pulse are well below 1 nm.

E. Measurement of the group velocity

In order to measure the group velocity, we assume that it
is constant throughout the inspected area of the plate and that
the envelope of the wavetrain is Gaussian. The procedure
that we used to measure the group velocity of guided acous-
tic wavetrains consists of the measurement of the velocity of
the peak of the envelope. The 2D shape of the envelope is
shown in the acoustic amplitude map �Fig. 3�b��, so from this
map, its horizontal and vertical center can be located in a
way that both components of the group velocity can be cal-
culated, thus avoiding the cosine type error in the case that
the velocity direction is different from the horizontal one.
Also, the evolution of the shape of the envelope can be ob-
served, and then it is possible to study phenomena related to
the propagation of the wavetrain such as the broadening of
the envelope due to GVD or the changes in the angular ap-
erture of the beam. All these are specific advantages of the
present method, rarely encountered in alternative methods.

In the wavetrains recorded in the experiments, there is
no significant GVD, and the propagation direction is hori-
zontal �the cosine type error is negligible�, so the calculation
of the group velocity is performed by considering solely the
horizontal coordinate x1. Figure 4�a� shows a profile along
the horizontal pixel row of the 2D map of Fig. 3�d�,
�i

F�x1 , ti�, corresponding to a value of the vertical coordi-
nate x2 �defined in Fig. 3�a�� for which the acoustic ampli-
tude depicted in Fig. 3�b� takes the maximum value. The
horizontal profile of the acoustic amplitude for the same
value of x2 is also depicted in Fig. 4�a� �dashed line�. The
peak of the envelope is obtained as the center of the Gauss-
ian curve that best fits the profile of the acoustic amplitude.
Such Gaussian curve is shown in Fig. 4�a� �continuous line�.

(a)

(b)

(c)

(d)

FIG. 3. Maps corresponding to the out-of-plane displacement field of the
surface points of a plate 1.51 mm thick produced by a S0 wavetrain, con-
sisting of 5 temporal cycles with a central frequency of 0.909 MHz at a
given instant ti. �a� Instantaneous optical phase-change �i�x , ti�, which is
proportional to the instantaneous out-of-plane displacement. �b� Modulus of

the instantaneous complex optical phase-change mod��̂i�x , ti��, which is
proportional to the instantaneous acoustic amplitude. �c� Phase of the instan-

taneous complex optical phase-change arg��̂i�x , ti��, which is equal to the
instantaneous acoustic phase. �d� Instantaneous filtered optical phase-change
�i

F�x , ti�. The actual size of the field of view is 120
60 mm2
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The fitting of the Gaussian curve is very good, so the hypoth-
esis of Gaussian-shape envelope can be assumed for the cen-
tral horizontal profile of the wavetrain, i.e., û3�x , ti� is ap-
proximately given by Eq. �7� in this region.

The group velocity cg is measured by tracking the posi-
tion of the maximum of the successive fitted Gaussian
curves. The straight line corresponding to the least square
fitting of the set of experimental points, which represents the
position of the maximum against time, is calculated, and the
group velocity is obtained as the slope of this line.

F. Measurement of the phase velocity

In order to measure the phase velocity, we assume that it
is constant throughout the inspected area of the plate, and
that the propagating direction is given by the gradient of the
acoustic phase, i.e., it is normal to the wavefront. The pro-
cedure that we used to measure the phase velocity of guided
acoustic wavetrains consists in measuring the velocity of a
point with a given value of the acoustic phase. The 2D dis-
tribution of the acoustic phase is shown in the acoustic phase
map �Fig. 3�c��. From a certain acoustic phase map, the set of
points having a given value of the acoustic phase can be
located, so that the curvature of the wavetrain is determined.
Then, from the next map, a set of points with the same value
of the phase can be located, in a way that the vertical and
horizontal displacement of points with a given value of the
phase can be obtained, considering that their movement is
normal to the wavefront. Therefore, both components of the
phase velocity can be measured from the set of acoustic
phase maps.

In the recorded wavetrains, the curvature of the
wavetrain is negligible, and furthermore, in the region close
to the central horizontal profile, the wavefront can be as-
sumed to be normal to the horizontal direction x1, so that in
this region, we assume that the propagation takes place along
x1. Therefore, the calculation of the phase velocity is per-
formed by considering solely the horizontal profile of the
acoustic phase corresponding to the same coordinate x2 for
which the group velocity is calculated. The horizontal profile

of the acoustic phase for this value of x2 is taken from the
acoustic phase map of Fig. 3�c� and is depicted in Fig. 4�b�.

The phase velocity cp is measured by tracking in the
successive acoustic phase profiles, the position of a point
where a transition from −� to � exists. The straight line
corresponding to the least square fitting of the set of experi-
mental points is calculated, in a way that the value of the
phase velocity is obtained as the slope of this line.

IV. EXPERIMENTAL RESULTS

The experimental results for the modes reported in Table
I are shown in Fig. 5 and in the video files.33 Figure 5 dis-
plays the 2D maps of the instantaneous filtered optical phase-
change, showing three different instants of propagation for
each mode considered in the experiment. On the other hand,
four maps corresponding to the same mode are shown in
each video file, namely, the same maps depicted in Fig. 3. In
Fig. 5 the positions of the peak of the envelope and of a point
with a given value of the phase are respectively marked by a
dot and a cross. In the movies, they are replaced by a red dot
and a blue dot, respectively.

The positions of the points marked in the movies are
represented against time in Fig. 6 for the modes considered
in the experiment, where the dots stand for the peak of the
envelope and the crosses represent points in which a transi-
tion in the phase between −� to � takes place and are close
to the center of the wavetrain �within the region in which the
amplitude is larger than half its maximum value�. Then, the
phase and group velocities are calculated as the slopes of the
straight lines that best fit the dots and the crosses, respec-
tively.

Four different modes were selected in the experiment in
order to illustrate the different dispersion behavior that Lamb
and Rayleigh waves present. The values of the measured
phase and group velocities for the four modes obtained from
the experiments are displayed in Table I, together with the
reference ones, calculated as stated in Sec.III A.

FIG. 4. Profiles of the maps of Fig. 3 along the horizontal pixel row corresponding to the vertical coordinate x2 in which the acoustic amplitude is maximum.
�a� Profile of Fig. 3�d� �continuous line� along with the envelope �dashed line�, which is obtained from Fig. 3�b�. The Gaussian curve that best fits the envelope
is also shown �continuous line�. �b� Profile of Fig. 3�c�.
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A. Non-dispersive wave, cp=cg

The Rayleigh wave was used as an example of a non-
dispersive wave, for which the phase velocity is equal to the
group velocity.

We used a burst of 5 temporal cycles with a central
frequency of 1.000 MHz to generate a Rayleigh wavetrain in
an aluminum slab 30.0 mm thick, by means of a wedge with
�=65°. The separation between two consecutive maps is 200
ns. Figure 5�a� displays the instantaneous filtered optical
phase-change map for three different instants delayed by
�t=5.4 �s. No relative motion between the envelope peak
and the point of constant phase is detected, which means
that, as expected, the phase and group velocities have the
same value.

B. Dispersive wave with cp<cg

The A0 mode is the only mode in which the group ve-
locity is larger than the phase velocity throughout the whole
frequency range, converging to the non-dispersive Rayleigh
wave for high frequencies �Fig. 1�.

A wavetrain consisting of 5 temporal cycles with a cen-
tral frequency of 0.714 MHz was generated in an aluminum
plate 1.97 mm thick, by means of a wedge with �=68°. The
separation between two consecutive maps is 200 ns. Figure
5�b� displays the instantaneous filtered optical phase-change
map for three different instants delayed by �t=5.4 �s. It is
clearly noticeable that the carrier wave inside the wavetrain
moves slower than the envelope, so that ripples seem to ap-
pear at the front edge of the wavetrain, and propagate back-
ward inside it.

C. Dispersive wave with cp>cg

For the S0 mode, the phase velocity is larger than the
group velocity throughout the whole frequency range. For
low frequencies, both velocities are very similar, and com-

monly, the waves are approximated as non-dispersive. How-
ever, as the frequency is increased, the mode presents a more
dispersive region and eventually converges to the non-
dispersive Rayleigh wave.

A wavetrain corresponding to the low dispersion region
is shown in Fig. 5�c�, it was generated by means of a wedge
with �=31° in an aluminum plate 1.51 mm thick, by using a
burst of 5 temporal cycles having a central frequency of
0.909 MHz. The separation between two consecutive maps is
275 ns. The three snapshots of Fig. 5�c� are delayed by �t
=5.5 �s, in a way that a slight difference between the phase
and group velocities is detected that fits well with the theo-
retical prediction.

Another wavetrain was excited in an aluminum plate
2.98 mm thick with a burst that is 10 temporal cycles long
and a central frequency of 0.870 MHz, by utilizing a wedge
with �=45°. The separation between two consecutive maps
is 275 ns. It corresponds to the most dispersive region of
mode S0, so that, as it is noticed in the three snapshots of
Fig. 5�d� �delayed by �t=5.5 �s�, the phase velocity is
clearly larger than the group velocity, i.e., the carrier appears
to originate at the trailing edge of the wavetrain and rapidly
propagate forward.

V. DISCUSSION

The presented 2D movies allow to visualize experimen-
tally the displacement fields of guided acoustic wavetrains
with amplitudes in the order of several nanometers and fre-
quencies in the order of 1 MHz. Several phenomena related
to the propagation of the wavetrains can be evaluated with
the set of maps that compose the movies. In this paper, we
measured the group and phase velocities of narrowband
wavetrains as the velocities of the envelope and the carrier
inside it, respectively. Furthermore, the attenuation of the
wavetrain can be observed in the acoustic amplitude maps.

tm − ∆t

tm

tm + ∆t

(a) (b) (c) (d)

FIG. 5. Maps of the instantaneous filtered optical phase-change �i
F�x , ti�, corresponding to four wavetrains showing different dispersive behaviors. The maps

show three different instants of propagation around an arbitrary time instant tm. The dot marks the envelope peak, while the cross marks a point with a given
value of the phase. �a� Rayleigh wavetrain in an aluminum slab 30.0 mm thick, consisting of 5 temporal cycles with a central frequency of 1.000 MHz. The
actual size of the field of view is 111
55 mm2 and �t=5.4 �s. �b� A0 wavetrain in an aluminum plate 1.97 mm thick, consisting of 5 temporal cycles with
a central frequency of 0.714 MHz. The actual size of the field of view is 111
55 mm2 and �t=5.4 �s. �c� S0 wavetrain in an aluminum plate 1.51 mm thick,
consisting of 5 temporal cycles with a central frequency of 0.909 MHz. The actual size of the field of view is 120
60 mm2 and �t=5.5 �s. �d� S0 wavetrain
in an aluminum plate 2.98 mm thick, consisting of 10 temporal cycles with a central frequency of 0.870 MHz. The actual size of the field of view is 115

57 mm2 and �t=5.5 �s.
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In our case, it is mainly due to the angular spread of the
wavetrain �geometric attenuation� and, for the short propaga-
tion distances employed, it is not relevant. The curvature of
the wavefront can also be observed and measured. Another
interesting phenomenon that can be observed with our tech-
nique is the broadening of the wavetrain that takes place
when the frequency band is relatively broad, in which case,
the GVD becomes significant and the model of a carrier
wave propagating inside an envelope that does not change in
shape is not applicable. In fact, the phase and group veloci-
ties of guided acoustic waves can be measured with the pre-
sented method, regardless of their values, as long as the
GVD is negligible. This effect does not appear in the waves
studied in this work, due to their narrowband character.

Although the calculation of the phase and group veloci-
ties was performed in our case by solely considering the
horizontal profiles of the maps, it is important to take into
account that the measurement of the variation in the acoustic
displacement field in a 2D area allows to calculate the direc-
tion of propagation of the wavetrain, which remains un-
known when measuring the wavetrains by pointwise meth-

ods. Furthermore, we were able to check by means of the
maps that there is no significant broadening of the wavetrain,
curvature of the wavefront, and angular spread.

The presented method to measure the phase and group
velocities of guided acoustic waves has limitations with re-
spect to the following.

• The acoustic frequency. There is an upper limit due to the
need of freezing the observed displacement field, for which
the laser pulse duration must be small, compared to the
acoustic period. The employed equipment, with a laser
pulse duration around 20 ns, can measure waves with fre-
quencies up to several MHz.

• The measurable acoustic displacement. There is a lower
limit due to the noise of the measured maps and limitations
of the measuring process �dynamic range of the sensor,
discretization densities, total number of spatial and tempo-
ral samples, etc.�. The noise floor of our system is typically
below 1 nm and the minimum measurable acoustic dis-
placements are in the order of several nm.

• The direction of the displacements of the surface points.

FIG. 6. Measured positions of the envelope peak �dots� and of a point with a given value of the phase �crosses� vs. time. The envelope peak is taken at the
center of the Gaussian curve that best fits the envelope in a horizontal pixel row, as shown in Fig. 4�a�. The constant phase point is taken in the same row, in
particular, we consider a point where a transition in the phase between −� and � takes place, and is located within the region in which the amplitude is larger
than half its maximum value. �a� Rayleigh wavetrain in Fig. 5�a�. �b� A0 wavetrain in Fig. 5�b�. �c� S0 wavetrain in Fig. 5�c�. �d� S0 wavetrain in Fig. 5�d�.
For the sake of clarity, in �a�, the points of a given value of the phase are vertically shifted 5 mm, and in �a�, �b�, and �d�, only one out of two consecutive
points is represented �all the points are represented in �c� as the number of maps in the corresponding sequence is much lower than in the other cases�.
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Our TVH interferometer is configured for out-of-plane
sensitivity because it allows employing a smooth reference
beam, achieving a high signal-to-noise ratio. However, it is
well-known that there are TVH configurations with in-
plane sensitivity,34 which are able to measure the displace-
ment in a particular direction in the �x1 ,x2� plane. Al-
though we have not yet explored this possibility in our
system, it is an attractive possibility for future work.

VI. CONCLUSIONS

A method to visualize the dispersive behavior of guided
acoustic waves in plates, as well as to measure their phase
and group velocities, was presented. The method is based on
recording a set of full-field displacement maps of the plate
surface by means of a double-pulsed TV holography system,
and composing a movie with them. To test the method, sev-
eral Rayleigh and Lamb narrowband wavetrains, generated
in aluminum plates by means of the wedge method, were
recorded and analyzed.

The movies, included in the on-line version of the jour-
nal, serve to illustrate the behavior of the wavetrains. In par-
ticular, it is possible to visualize the relative motion between
the envelope, which moves at the group velocity, and the
carrier, which moves at the phase velocity. The Rayleigh
wave and the A0 and S0 Lamb modes were chosen in the
experiment to illustrate the behavior of wavetrains with a
group velocity equal, larger, or smaller than the phase veloc-
ity, respectively.

To measure the phase and group velocities, the sequence
of maps is processed by means of the spatiotemporal 3D fast
Fourier transform, so that we obtain a set of complex maps
whose modulus and argument stand for the instantaneous
acoustic amplitude and phase. Then, the group velocity is
measured by tracking the position of the peak of the enve-
lope and the phase velocity is obtained by tracking the posi-
tion of a point with a given value of the phase. The resulting
values of the phase and group velocities match well with the
reference values for the same plates obtained from indepen-
dent measurements.
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Shear horizontal guided wave modes to infer the shear stiffness
of adhesive bond layers
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This paper presents a non-destructive, ultrasonic technique to evaluate the quality of bonds between
substrates. Shear-horizontally polarized �SH� wave modes are investigated to infer the shear
stiffness of bonds, which is necessarily linked to the shear resistance that is a critical parameter for
bonded structures. Numerical simulations are run for selecting the most appropriate SH wave
modes, i.e., with higher sensitivity to the bond than to other components, and experiments are made
for generating-detecting pre-selected SH wave modes and for measuring their phase velocities. An
inverse problem is finally solved, consisting of the evaluation of the shear stiffness modulus of a
bond layer at different curing times between a metallic plate and a composite patch, such assembly
being investigated in the context of repair of aeronautical structures.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3309441�
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I. INTRODUCTION

Bonded joints are often submitted to shearing loads, and
breaking when occurring is often in the shearing mode, so
designers are trying to make bonds so that they resist well to
shearing. Shear resistance is then a critical parameter for
adhesive bonds, and its non-destructive evaluation is of in-
terest, especially in the aeronautic or aerospace context for
safety reasons. For instance, the problem, which is investi-
gated in this paper, concerns the repair of aeronautical me-
tallic structures with adhesively bonded composite patches.
The evaluation of the bond quality is of great importance,
and especially of its shear resistance since thin patches
bonded on large metallic surfaces are likely to be loaded in
the shearing mode.

Thermography, reflective fringe pattern techniques, or
standard ultrasonic techniques have shown to be useful for
detecting local disbonds or lack of glue in bonds,1–6 but since
such severe defects may be routinely avoided with high-
performance bonding processes, the need in bond testing is
nowadays more oriented toward the characterization of the
bond quality. This means that quantitative estimation of
some physical properties of the bonds is required. Evidently,
cohesive properties of the adhesive layer are of interest not
only to check the curing state after the bonding is realized,
but also to monitor eventual changes during the life of the
bond. Imperfections in adhesive joints can often be confined
to a very thin layer in the form of an interphase separating
the joining materials.7 The evaluation of adhesive interfacial
properties is then also of interest. Even more, the need of
correlating these estimated properties to the resistance of the
bond to mechanical loads is clearly expressed by industrial
partners. Moreover, no or little contact is often allowed for

in-situ testing, and remote access to the tested bond line is
sometimes required.

Ultrasonic guided waves can be good candidates for
testing the cohesive properties of joints or the adhesion at
each interface between the joint and the substrates, as they
will integrate the bond properties while propagating along it.
The through-thickness distribution of the stress and power-
flow produced by a guided wave mode will determine its
sensitivity to the various components or zones across the
assembly.8–10 These quantities must therefore be carefully
examined during the mode selection process. Shear-
horizontally polarized �SH� guided waves are particularly in-
teresting because they are sensitive to the shear stiffness of
the bond,11 which is necessarily linked to its shear resistance
that is a critical parameter for adhesive joints, as explained
before. Moreover, guided waves are well known to propagate
along long distances, so they can often be generated and/or
detected remotely, thus being suitable for those of the in-situ
testing involving this requirement.

In this paper, a one-dimensional semi-analytical finite
element �SAFE� model is firstly used for predicting the dis-
persion curves and mode shapes of SH guided waves propa-
gating along multi-layered plates made of anisotropic and
viscoelastic materials. A specific spring model is imple-
mented in this SAFE method to simulate variable boundary
conditions at the interface between two layers. This tool is
then used for modeling the propagation of the three low-
order wave modes SH0, SH1, and SH2, along a three-layered
medium made of a composite patch, an adhesive layer, and
an aluminum plate, the aluminum/adhesive interface being
supposed to be the weak interface modeled by the spring
boundary conditions. Numerical simulations are made to se-
lect modes, which sensitivity is higher to the bond layer
and/or to the interface between this bond and the metallic
plate than to the metallic plate or composite patch. A laser-
based technique is finally set up for detecting SH guided
wave modes, which are launched using a standard ultrasonic

a�Author to whom correspondence should be addressed. Electronic mail:
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piezoelectric transducer �PZT�. This technique is first vali-
dated by successfully comparing the measured and predicted
phase velocities for an aluminum plate sample and for a
composite plate sample. Then it is used to measure velocities
of SH-like modes for an aluminum/adhesive/patch assembly
with different levels in the bond quality. A shear stiffness
value corresponding to each of these levels is finally evalu-
ated by comparing the measured and predicted velocities �in-
verse problem�. The use of guided SH modes is shown to
allow remote access to the tested bond, and laser-based de-
tection reduces contact with the tested specimen, as de-
manded by the industrial partner.

II. MATERIALS

In this study, the structure of interest is made of three
different material components: one elastic isotropic alumi-
num plate, one viscoelastic isotropic adhesive layer, and one
viscoelastic orthotropic composite patch. The aluminum
plate is 3 mm thick, and its elastic constants have been in-
ferred using a well-established ultrasonic technique, based
on the measurement of the phase velocities of bulk longitu-
dinal or shear waves propagating through the plate immersed
in water.12 The sample was insonified by two 25-mm-
diameter, circular transducers �Ultran WS100-5� in the fre-
quency range 2.5–6.8 MHz. Time of flights �and so veloci-
ties� have been measured for angles of the incident plane
wave running from 0° to 30°, every 1°. This set of measure-
ments was then used as input data for solving the inverse
problem leading to the stiffness moduli supplied in Table I.

The composite patch is made of eight carbon epoxy plies
with a �0° /90°�2s stacking sequence. It is 1.2 mm thick and
its viscoelastic moduli have been measured using an immer-
sion technique slightly different than that mentioned above,
and makes the characterization of thin samples possible.13,14

This is based on the ultrasonic plane-wave transmission of
fluid-immersed plates, and allows the measurement of com-
plex viscoelasticity moduli for anisotropic materials, the real
parts representing the elasticity of the material and the
imaginary parts its damping. The sample was insonified by
two rectangular transducers �Imasonic 3258 A101�, with

100�40 mm2 long sides in the frequency range 0.2–0.9
MHz, and the results are presented in Table I. A 5 mm thick
composite sample made of the same material as the 1.2 mm
thick one is also used for testing the generation, propagation,
and detection of SH guided wave modes as explained further.

Finally the adhesive is a two-component epoxy adhe-
sive: a premium resin Araldite GY-784 and an Aradur 125
curing agent. To establish an initial set of the adhesive vis-
coelasticity, a specific assembly has been realized. This was
made of two glass plates with very well-known mechanical
properties, bonded together using the studied adhesive. The
sample has been sealed, immersed into water, and its char-
acterization has been realized using the ultrasonic plane-
wave transmission technique mentioned above for the patch
characterization. The rectangular transducers Imasonic 3258
A101 previously used for the patch were also employed here.
The inverse problem, consisting of optimizing complex vis-
coelastic moduli of one unknown material layer among other
layers of well-known properties, has been solved earlier and
published in Ref. 14. In the actual case, the unknown layer is
the adhesive and the well-known layers are both glass plates.
The interest in using two glass plates is that glass is perfectly
uniform, isotropic, elastic, and also transparent so allowing
easy control of any unwanted air bubble in the bond layer.
Results for the adhesive characterization are presented in
Table I. This immersion technique obviously does not satisfy
any of the in-situ requirements; however, it provides neces-
sary data for running numerical models that will further al-
low setting up guided-wave-based techniques, which are
more suitable for industrial applications, since these can be
generated-detected using, for example, dry-contact PZT ele-
ments or air-coupled transducers, and eventually make
single-sided access possible.

For the characterization results supplied in Table I, er-
rors of about �5% for the aluminum stiffness, and �10%
and �15% for the real �stiffness� and imaginary �viscoelas-
ticity� parts, respectively, of the composite or adhesive
moduli have been obtained. These intervals of confidence
will be further taken into account for numerically predicting
the sensitivity of the SH wave modes to the material proper-
ties. More specifically, the purpose will consist of finding
modes with higher sensitivity to changes in the bond quality
than to fluctuations of the aluminum or patch properties. Pos-
sible changes of about �3% in the densities of any of the
materials will be considered in these numerical predictions
of the SH wave modes’ behavior. Effects of changes in the
thicknesses will also be numerically investigated: �5%
changes in the composite or aluminum thicknesses, and
�15% changes in that of the bond layer.

III. THE 1D SAFE MODEL

A. Principle and equations

A SAFE model is used to calculate the dispersion curves
and mode shapes of the SH wave modes that may propagate
along the waveguide made of the aluminum plate, adhesive
bond, and composite patch. This SAFE method is particu-
larly convenient for modeling wave propagation along
guides of arbitrary cross-section, whether these are made of

TABLE I. Density ��3%�, thickness ��5% for the substrates and �15% for
the adhesive�, and viscoelastic properties of the materials used in the study
with measurement errors of about �5% for the elastic moduli of aluminum,
and �10% and �15% for the real and imaginary parts, respectively, of the
viscoelastic moduli of the other materials.

Aluminum Adhesive Carbon epoxy

Density �g /cm3� 2.67 1.05 1.58
Thickness �mm� 3 0.1 1.2
C11 �GPa� 103 5.6+0.5I 74.0+4I
C22 �GPa� 107 5.6+0.5I 15.5+0.4I
C33 �GPa� 107 5.6+0.5I 74.0+4I
C12 �GPa� 54 4.5+0.4I 7.6+0.2I
C13 �GPa� 54 4.5+0.4I 12+0.3I
C66 �GPa� 26 0.5+0.05I 4.6+0.1I
C55 �GPa� 26 0.5+0.05I 6.6+0.1I
C44 �GPa� 25 0.5+0.05I 4.5+0.1I
C23 �GPa� 54 4.5+0.4I 7.6+0.2I
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one or several isotropic or anisotropic, elastic or viscoelastic
materials.15–19 This consists of solving an eigen-value equa-
tion of motion, the solutions of which are couples of the type
�f ,k�, where f is the frequency and k is the complex wave-
number of the wave mode. Each solution enables arbitrary
definitions of the mode shape in the cross-section of the
waveguide, together with a harmonic description along the
propagation direction. All types of propagating or evanescent
modes are usually in the set of the solutions. If the guide
section has uniform geometrical and mechanical properties
along the transverse-to-thickness direction �case of a plate-
like guide, for instance�, then Lamb and SH-like guided
waves constitute the set of solutions. In the actual study, the
eigen-value equation of motion is restricted to modeling SH-
like guided wave modes only; i.e., displacement components
in the direction of propagation and normally to the plate, as
well as corresponding strains, are not permitted by this equa-
tion. This allows significantly speeding up its resolution, and
also removing all unwanted Lamb-type solutions, which are
not of interest in this study, thus simplifying the post-
processing of the set of solutions. Moreover, the model takes
into account the viscoelasticity of both the adhesive and
composite components, as well as the orthotropy of the com-
posite patch. Finally, the adhesion at the interface between
the aluminum plate and the adhesive layer is implemented by
using a shear-spring model.

The waveguide is then made of a 3 mm thick aluminum
plate, a 0.2 mm thick adhesive layer, and a 1.2 mm thick
composite patch. As illustrated in Fig. 1, these three compo-
nents are supposed to be of infinite extent along the x3 direc-
tion, which is parallel to the surfaces of the guide and normal
to the direction of propagation, i.e., to x1. In these conditions
a 1D SAFE model can be defined so that three aligned cross-
section lines only constitute the FE meshed domain, each of
these corresponding to one of the three materials. The dis-
placement vector of a harmonic shear horizontal guided
wave propagating along the x1 axis and polarized along the
x3 axis is then considered as

U�x1,x2,x3,t� = �0

0

ũ3�x2�eI��t−kx1� �, I2 = − 1, �1�

where �=2�f is the angular frequency, f being the fre-
quency, t is the time variable, and k is the wave-number. In
this case, considering that the only non-zero displacement
component ũ3eI��t−kx1� is uniform along the x3 direction, the
equation of dynamic equilibrium in the frequency domain
and for anisotropic materials can be expressed as follows:

C44
�2ũ3

�x2
2 − k2C55ũ3 + ��2ũ3 = 0 in a domain � , �2�

where C55 and C44 are moduli representative of the mechani-
cal properties of the material of interest, defined in the coor-
dinate axis shown in Fig. 1. These can be either real or com-
plex, depending on whether the material is elastic or
viscoelastic, respectively.

The expression of the stress vector T=� ·n, where n is a
unit vector outward to a domain � and normal to its bound-
ary, is

�T1

T2

T3
� = � 0 0 �13

0 0 �23

�13 �23 0
� · �n1

n2

n3
� = ��13n3

�23n3

�13n1 + �23n2
� .

�3�

At the outer or internal surfaces of the stacking, the unit
outward vector is defined along the x2 direction so the stress
vector is reduced to only one non-zero component, the third
one

T3 = �23n2 = C44
� ũ3

�x2
n2, �4�

where n2 is the second component of n and is equal to �1.
The outer boundaries of the system, i.e., the surfaces of

the three-layered plate, are free of stress, so T3 is equal to
zero. At the inner interface between the composite patch and
the adhesive layer, the boundary conditions are defined to
satisfy the continuity of displacements in the x3 direction and
also of stresses T3. At the inner interface between the adhe-
sive bond and the aluminum plate, the boundary conditions
are defined so that the stress T3 is continuous, but there might
be a jump of displacements in the x3 direction. A shear-
spring model is defined below to ensure these boundary con-
ditions. It allows modeling the effect of bad adhesion at this
known-to-be-critical interface on the propagation of SH-like
wave modes.

T3 = kT�ũ3 at adhesive/aluminum interface, �5�

where kT represents a uniform density of shear springs
�N /m3� along the adhesive/aluminum interface, and �ũ3

= ũ3
adhesive− ũ3

aluminum is the displacement jump between the ad-
hesive and the aluminum, the sign of the difference depend-
ing on the material this jump is considered from. As shown
in previous publication,20 such an interface could also be
modeled as a very thin material layer with a thickness
hinterface, a mass density, and an elastic shear modulus

FIG. 1. �Color online� Three-dimensional �3D� schematic of aluminum
plate/bond line/composite patch structure, with 1D SAFE meshing shown as
series of dots through thickness.
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C44
interface=kThinterface. Such a model would involve no specific

implementation in the SAFE model since this is classically
made for modeling wave propagation along material layers;
however, it would be much more demanding in terms of
number of degrees of freedom because of the very small
finite element mesh elements that would require the thin in-
terface layer, including serious consequences on the size of
the remaining elements of the model for ensuring displace-
ments and stresses’ continuity over the various domains.21

B. FE-based commercial software

The used commercially available finite element code22 is
particularly suitable for implementing such specific models.
In this paper, it is used for solving eigen-value equation �2�
for the three domains �aluminum, adhesive, and composite�
joined together, and satisfying the various boundary condi-
tions previously mentioned, i.e., stress-free outer surfaces
and stress continuity with or without jump in displacements
at inner interfaces. The solution is a set of real, imaginary, or
complex wave-numbers k, obtained for one angular fre-
quency � chosen within a frequency range of interest. Each
wave-number corresponds to one possible shear horizontal
guided mode that can exist in the three-layered waveguide.
By solving this problem at different frequencies, and by clas-
sifying properly the solutions, the dispersion curves of the
SH waves can be plotted. For each solution �� ,k�, the mode
shape is obtained from the eigen-vector, which allows plot-
ting various components versus the through-thickness posi-
tion x2, like for instance displacements ũ3�x2�, stresses
�23�x2� and �13�x2�, or the Poynting vector P�x2�=
− 1

2Re�� :v��, which represents the time-average power-flow
carried by the mode.23 These may be particularly useful for
understanding the sensitivity of modes to the bond quality, as
it will be shown further.

In this commercial software, the formalism for eigen-
value problems has the following expression for general an-
isotropic materials:

� · �c � U + 	U − 
� − aU − � · �U + da�U − ea�2U

= 0 in the domain � , �6�

n · �c � U + 	U − 
� + qU = g on the boudaries � � ,

�7�

where c, 	, 
, a, �, da, ea, q, and g may be scalar, vector, or
matrix coefficients with no particular physical meaning, U
represents the displacement vector, and � is the searched
eigen-value. The first equation corresponds to the equation of
dynamic equilibrium and the second one to a Neumann
boundary condition. Finally if Eqs. �6� and �7� are compared
to Eqs. �2� and �4�, respectively, then the various above co-
efficients can be set to

	 = � = da = 
 = q = 0,

c = C44, ea = C55, a = − ��2, and g = T3. �8�

C. Geometry and meshing

The assembly structure is made of components having
quite different thicknesses, e.g., up to 15 in ratio between the
aluminum and the adhesive thicknesses, and even up to 300
in ratio between the aluminum and the interface thicknesses,
if the interface is modeled as a 10 m thick layer for vali-
dation purposes of the shear-spring model. Such high ratios
between thicknesses of different domains cause strong ir-
regularities in the size of the FE mesh elements running all
through the model. For instance, if one considers that a mini-
mum number of four quadratic �second order� linear ele-
ments are needed across each layer for describing properly
the mode shapes, then elements with 2.5 or 50 m lengths
are required across the interface or adhesive layers, respec-
tively, while elements with 0.75 mm length are required
across the aluminum layer. However, considering that the
size of FE elements should not vary too rapidly across the
domain to avoid scattering or distortion phenomena in the
ultrasonic propagation,21 the need of very small elements
within thin layers has then a direct and severe consequence
on the whole number of degrees of freedom of the model,
thus justifying the interest of the spring model that gets rid of
the 10 m thick interface layer. Indeed, if a minimum of
four quadratic elements are used across each layer, then the
four-layer model is a 273 degree-of-freedom model, while
the three-layer model obtained by replacing the 10 m thick
interface layer with a spring interface model has 138 degrees
of freedom only, which means a 49% improvement in term
of degrees of freedom. The dispersion curves calculated with
both SAFE models have less than 1% difference, and they
perfectly agree �less than 2% difference� with curves pre-
dicted by the more classical surface impedance matrix
method,14 which has been widely validated in the past. The
interest of the SAFE model in comparison to classical meth-
ods such as the surface impedance matrix method or other
matrix-based methods is that it allows easy implementation
of the spring model to simulate variable adhesion at one
interface of the medium, for example. Also, FE-based mod-
els are well known for being convenient for varying the ma-
terial mechanical properties with space, or for simulating lo-
cal defects, so this could be investigated in further studies
with the SAFE model.

IV. NUMERICAL INVESTIGATION OF SH WAVES’
SENSITIVITY TO MATERIAL PROPERTIES
OF ASSEMBLY

The purpose of this preliminary numerical study is to
establish frequency ranges within which properties of any of
the three materials may cause trouble to the use of SH-like
modes for quantifying the quality of the adhesive bond, i.e.,
its adhesive or cohesive properties. As mentioned in Sec. II,
the densities and thicknesses of the different materials are
measured with accuracies of about �3% and �5%, respec-
tively, except for the adhesive layer the thickness of which is
estimated with �15% accuracy. The stiffness of the sub-
strates is measured with accuracies of about �5% for the
aluminum and �10% for the composite. Numerical investi-
gations are then realized to quantify the effect of changes in
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these parameters, within the intervals of confidence of their
measurements, on the phase velocities of the SH0, SH1, and
SH2 modes propagating along the three-layered assembly, in
the frequency range 0.01–1 MHz. The errors on the imagi-
nary parts of the moduli are not investigated in this paper,
since these have been checked to have no or negligible ef-
fects of the velocities of guided wave modes.

A. Sensitivity to densities and thicknesses

Non-surprisingly, �3% changes in the density of any of
the three materials do not induce significant changes either in
the phase velocities ��1.5%� or in the frequencies cut-off
��4%� of the guided SH modes �Figs. 2�b�, 2�d�, and 2�f��.
Similarly, �15% changes in the thickness of the bond line
have little effects on the dispersion curves �Fig. 2�c��. But, as
shown in Fig. 2�a�, a particular attention should be paid to
the thickness of the composite patch if the SH2-like mode is
selected between 0.7 and 1 MHz to quantify the quality of
the adhesive. Indeed, �5% changes in this parameter induce
up to 15% changes in the phase velocity of this mode. Simi-
larly, the accurate knowledge of the aluminum plate thick-
ness is of importance if the SH2-like mode is used at fre-

quencies close to its cut-off to evaluate the adhesive quality.
Indeed, as shown in Fig. 2�e�, �5% changes in the aluminum
thickness cause up to 10% changes in the cut-off frequency
of the SH2-like mode. In the context of using SH-like modes
for quantifying the cohesive or adhesive properties of the
bond layer placed between a 3 mm thick aluminum plate and
a 1.2 mm thick carbon epoxy patch, it is therefore recom-
mended to avoid the use of the second order mode �SH2�.

B. Sensitivity to shear properties of substrates,
adhesive, and interface

In the same way, taking into account the �5% or �10%
errors related to the stiffness measurements of the aluminum
or composite patch, respectively, allows showing that the
SH2-like mode is pretty sensitive to the properties of the
assembled media. Indeed, as shown in Figs. 3�a� and 3�b�,
the phase velocity of this mode is quite modified when vary-
ing the aluminum or composite shear moduli by �5% or
�10%, respectively. Figures 3�c� and 3�d� show that up to
85% decay in the value of either the Coulomb modulus C44

of the adhesive or the shear stiffness kT of the interface be-
tween the adhesive and the aluminum would cause less or
similar amount of changes in the dispersion curve of this
SH2-like mode, than the aluminum or patch stiffness do, pro-
vided that these later do not change beyond the intervals of
confidence of their measurements. This confirms the conclu-
sion of Sec. IV A, that the SH2-like mode should be avoided
for testing the bond quality of the assembly considered in
this study.
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FIG. 2. Numerical predictions of SH0, SH1, and SH2 phase velocity sensi-
tivity to either �p% changes in thickness �left column� or �3% changes in
density �right column� of ��a� and �b�� composite patch �p=5�, ��c� and �d��
adhesive bond �p=15�, and ��e� and �f�� aluminum �p=5�; �—� are results
for nominal properties �central values of data measured in Sec. II� and
�—�—� for modified properties.
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FIG. 3. �Color online� Numerical predictions of SH0, SH1, and SH2 phase
velocity sensitivity to �a� �5% changes in C44 �and C55=C44� of aluminum,
�b� �10% changes in C44 and C55 of composite patch, �c� �40% �–�–� or
�85% �–+–� or �99% �–�–� drop in C44 of adhesive layer, and �d� �85%
�–+–� or �99% �–�–� drop in kT of interface between aluminum and adhe-
sive; �—� are results for nominal properties �central values of data measured
in II� and various dashes are for modified properties.
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Similarly, at some frequencies, the SH0- and SH1-like
modes are more sensitive to either the aluminum or patch
properties than to the adhesive layer or to its adhesion with
the aluminum, except if this later is set equal to 1% of its
nominal value, such extremely low value corresponding to
almost no adhesion at all. This is true for frequencies greater
than the frequency cut-off of SH1, which is therefore a fre-
quency region to be avoided if any of SH0- and SH1-like
modes is intended for testing the bond quality of the actual
structure. In the low frequency regime, i.e., for frequencies
below or around the SH1 cut-off ��0.2 MHz for the assem-
bly considered in this study�, both SH0- and SH1-like modes
are more sensitive to the cohesive property C44 of the bond
layer than to the aluminum or patch stiffness, or also to their
thicknesses or densities. Indeed, the comparison between
Figs. 3�a�–3�c� and 2 indicates that accurate measurements of
the phase velocities of SH0- and SH1-like modes below and
around the SH1 cut-off should allow detecting about 40%
�and even down to 30% according to simulations not all
shown here� or more degradation in the shear �Coulomb�
modulus of the adhesive layer. Regarding the adhesion be-
tween the adhesive layer and the aluminum, Fig. 3�d� and its
comparison with Figs. 3�a�, 3�b�, and 2 show that the
SH1-like mode may detect from about 85% degradation in
this adhesion, if its phase velocity is very accurately mea-
sured around its cut-off. However, the sensitivity of this
mode to the cohesive shear property of the adhesive layer is
much larger than that to the interface shear stiffness, as seen
by comparing Figs. 3�c� and 3�d� together. Therefore, any
uncertainty in the cohesive property of the bond may prevent
inferring the interface stiffness, but the reverse is not true.
Consequently, accurate measurements of the phase velocity
of the SH1-like mode, around its cut-off, should provide a
reasonably correct estimation of the shear modulus of the
bond only, whether the adhesion between this bond and the
aluminum layer is of good or average quality.

In Figs. 3�c� and 3�d�, parts of the dispersion curves
plotted for 99% degradation of either the adhesive layer or
the adhesion between this layer and the aluminum, respec-
tively, tend toward those of the single aluminum or compos-
ite plates, or of the composite/adhesive bi-layer. Such solu-
tions are sensible since 99% degradation in either the
adhesive bond or adhesive/aluminum interface corresponds
to almost total mechanical disconnection between the mate-
rials. The sensitivity of ultrasonic wave modes to such level
of degradation may be interesting for detecting large dis-
bonds that could be present in a large structure, this latest
still looking fine if, for example, 80% of the bonded area is
good.

The low frequency regime identified as the domain of
highest sensitivity of the SH0 and SH1 modes to the bond
line is a bit unconventional and surprising, since ultrasounds
usually should have small wavelengths to detect small de-
fects or to be sensitive to small regions lost in large media. In
order to understand this phenomenon, the distributions of
displacements, stresses, and power-flow across the thickness
of the assembly have been plotted and analyzed at various
frequencies. As examples, Figs. 4 and 5 show displacements
u3 and stresses �23 and �13 produced by the SH1-like mode at

0.2 and 0.5 MHz, respectively. These operating points are
shown by dots in Fig. 3, and have been chosen so that they
correspond to two extreme cases of higher or lower sensitiv-
ity to the adhesive than to the aluminum and composite. The
mode shapes have been calculated first using the nominal
values of the measured material properties as input data, i.e.,
central values of data given in Table I, and then by alterna-
tively varying these data. The aluminum C44 �or C55=C44�
has been changed within the �5% interval of confidence
related to characterization measurement errors, the compos-
ite C44 and then C55 have been changed within the �10%
interval of confidence, and the C44 �or C55=C44� for the ad-
hesive layer has been decreased by 40% and then 85% of its
nominal value, in agreement with previous changes imposed
when plotting the dispersion curves �Fig. 3�. Figure 4 indi-
cates that both 40% and 85% decays in the adhesive shear
modulus produce much more changes in the mode shape of
the SH1-like mode around 0.2 MHz than any of the �5% or
�10% variability in the aluminum or composite compo-
nents. This can explain why the phase velocity of this mode
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FIG. 4. Numerical predictions of power-normalized ��a� and �b�� u3 dis-
placement, ��c� and �d�� �23 stress, and ��e� and �f�� �13 stress versus
through-thickness position, for changes in material moduli C44 and/or C55;
�—� are results for central values of data measured in II, left column is for
changes in aluminum or patch properties: +5% �—� —� or �5% �—�—�
of aluminum C44 and C55=C44, +10% �—�—� or �10% �—�—� of patch
C44, +10% �—�—� or �10% �—�—� of patch C55, and right column is for
changes in adhesive properties: �40% �—�—� or �85% �—+—� of adhe-
sive C44 and C55=C44 modes is SH1 at 0.2 MHz.

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 B. Le Crom and M. Castaings: Shear horizontal guided waves—Bond stiffness 2225



is more sensitive to the bond layer stiffness than to the alu-
minum or composite ones, around its cut-off �0.2 MHz is in
the vicinity of this cut-off�. Similar observation has been
made for the SH0-like mode in the low frequency regime
below 0.2 MHz, thus also explaining higher sensitivity of the
phase velocity of this mode to the bond layer shear elasticity
than to the aluminum or composite ones.

Figure 5 corresponds to a frequency equal to 0.5 MHz at
which the SH1-like mode is roughly as sensitive to the bond
shear property as to the aluminum or composite ones. Figure
5�d� shows that �23 is much more sensitive to the adhesive
than to any of both assembled materials, but careful attention
to the scale of this graph shows that the order of magnitude
of this stress component is much smaller �about a tenth� than
that of �13 �Fig. 5�f��, so �23 is not enough to render the
SH1-like mode more sensitive to the bond layer than to the
aluminum or composite. It is very interesting to note that
even up to 85% decay in the shear modulus of the adhesive
layer does not cause more changes in the SH1-like mode
shape, at 0.5 MHz, than �5% or �10% variability in the
shear properties of the aluminum or composite components.
This can justify why the phase velocity of this mode is so
sensitive-less around 0.5 MHz when changing the bond
properties, as shown in Fig. 3.

Now the low frequency domain together with the
SH1-like mode cut-off region have been identified as the
ranges of highest sensitivity, it is interesting to proceed to

experimental measurements, and to check whether measured
phase velocities of the SH0-like and SH1-like modes can con-
firm the numerical predictions, at least for validation cases.

V. EXPERIMENTS

A. Setup

The experimental setup is shown in Fig. 6. A 25-mm-
diameter, circular PZT transducer �Panametrics V152� is
placed into contact with the edge of a plate sample, and
coupled using honey. This element is a shear transducer ori-
ented so that it produces horizontal motion, which is suitable
for launching SH modes guided along the sample. The exci-
tation signal is a Hanning windowed toneburst with number
of cycles and center frequency chosen in order to launch
wave modes within a specific frequency range, which de-
pends on the sample to be tested. These will be specified for
the various cases presented below. An arbitrary function gen-
erator �Agilent 33120A� and a power amplifier �Ritec GA
2500A� are used to produce the desired excitation, with an
amplitude of about 400 V peak-to-peak, such high level be-
ing necessary for improving the signal-to-noise ratio of the
measured waveforms. The end access and use of honey as a
couplant are not of practical interest for industrial applica-
tions, and the use of electromagnetic acoustic transducers
�EMATs�, for instance, for launching the SH wave mode may
offer a more practical alternative solution.

The displacements produced by the SH guided waves
are measured using a Polytec Doppler velocimeter of
0.005 m s−1 /V in sensitivity. Only the x3-component of the
displacement is to be measured since this is either the only
non-zero component �standard SH waves� or the dominant
one, for instance, in the case of SH-like waves propagating
along non-principal directions of anisotropic materials for
which some motion in the way of the propagation, i.e., along
x1, also exists.24 To pick up this horizontal u3 displacement,
the laser probe should be tilted at grazing incidences, but for
obvious practical reasons it is difficult to produce an angle
greater than 60°. The probe is therefore oriented at 45°, an
angle which ensures sufficient high level of the detected u3

displacements �in fact, u3�cos 45° is detected�, as well as
good stability of the apparatus when being moved along the
path of propagation for proceeding to phase velocities’ mea-
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FIG. 5. Same as Fig. 4 but mode is SH1 at 0.5 MHz.

FIG. 6. �Color online� Photo of experimental setup used for launching-
detecting SH guided wave modes and for measuring their phase velocities.
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surements. In order to retro-reflect the optical beam of the
laser probe back to its 45° incidence, a specific retro-
diffusive taper is bonded on the top of the plate sample,
along the propagation path. Note that the 45° laser probe is
equally sensitive to in- and out-of-plane displacements, but
since the propagating SH-like modes produce in-plane dis-
placements only, then these are very well detected.

Figure 7 shows typical real-time �no averaging� wave-
forms measured on a 5 mm thick carbon epoxy plate at two
distances equal to 50 and 80 mm, remote from the PZT trans-
mitter. The signal-to-noise ratio is good enough to identify
the guided modes in these measured waveforms. Of course,
filtering and averaging are applied to such data in order to
reduce the noise and to allow optimum signal processing.

The laser probe is then moved away along the propaga-
tion path using a motorized translation stage, and over a
distance of about once or twice the expected maximum
wavelength ��max�, with steps equal to about a quarter of the
expected smallest wavelength ��min�, in the whole frequency
range. A two-dimensional fast Fourier transform �2D-FFT� is
then applied to the series of measured waveforms to quantify
the phase velocities of each mode propagating in the tested
sample.25 These experimental phase velocities can finally be
compared to numerical predictions for validation purposes or
for characterizing the bond quality. For this latest goal, an
inverse problem is solved consisting of adjusting the value of
the shear modulus C44 of the adhesive layer so that best
fitting is obtained between the experimental and theoretical
velocities.

B. Validation cases

To validate the laser-based technique, phase velocities
are measured for both fundamental SH modes propagating
along a free aluminum plate. In this case, the excitation is a
4-cycle toneburst with 0.45 MHz center frequency, so that
the frequency range is 0.2–0.7 MHz, down to �20 dB.
Sixty-four signals are captured every 0.8 mm ���min /4� over
51.2 mm ���max� of propagation length. Experimental re-
sults are presented by dots in Fig. 8�a�, and compared to
numerical predictions made �1� with data supplied in Table I
�dashed lines� and �2� with slightly optimized C44 and C55

moduli of the aluminum �plain lines�. The slight adjustment
of these quantities from their initial values given in Table I to
26.5 and 27.5 GPa, respectively, allows obtaining very good

correlation between the experimental and numerical phase
velocities. This new estimation of both C44 and C55 moduli is
very close to the initial one made with the immersion tech-
nique, if the �5% measurement errors due to each technique
are considered.

The phase velocities of both SH0 and SH1 modes are
also measured for a free 5 mm thick composite plate. In this
case, the excitation is a 5-cycle toneburst with 0.2 MHz cen-
ter frequency, so that the frequency range is 0.12–0.26 MHz,
down to �15 dB. Forty-six signals are captured every 1.5
mm ���min /4� over 69 mm ��2��max� of propagation
length. Figure 8�b� compares the experimental phase veloci-
ties �dots� with those calculated �1� with data supplied in
Table I �dashed lines� and �2� with slightly optimized C44 and
C55 moduli of the composite �plain lines�. When optimized,
these quantities are shown to be equal to 4.75� �1+ I 3%�
and 6.2� �1+ I 3%� GPa, respectively, with an accuracy of
about �5%. These values confirm those previously obtained
and presented in Table I �less than 5% difference�. Indeed, as
seen in Fig. 8�b�, both sets of predictions made using either
the initial or optimized moduli are very close to each other.

C. Inferring shear stiffness of bond

The experimental setup has then been tested for an as-
sembly made of a 1.2 mm thick composite patch coupled to
a 3 mm thick aluminum plate by a 0.1�0.05 mm thick ad-
hesive bond line having a particularly slow curing process.
This approach represents a useful and easy way to monitor
changes in the ultrasonic wave propagation for various states
of the bonding agent. The incident wave is the SH0 mode
launched from the PZT transmitter along the aluminum plate,
as shown in Fig. 6. This propagates along the free aluminum
plate before reaching the area where the patch is deposited.
Then it propagates along the aluminum/bond/patch region
over a 100 mm long path, which corresponds to the width of
the square patch sample. In this region, mode conversion
occurs and modes corresponding to the three-layered system
are produced. Then, past the patch, these modes will be con-
verted back to the SH0 mode along the aluminum plate. No
SH1 mode is produced along the single-aluminum regions
because the frequencies in these experiments do not exceed
0.4 MHz, which is below the frequency cut-off of the SH1

mode in the 3 mm thick aluminum plate. In fact, the excita-
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FIG. 7. Real-time signals �particle velocity in V /s ) measured on top of a
5 mm thick carbon epoxy plate using the 45° angled laser probe at distances
of �a� 50 and �b� 80 mm away from the contact PZT transmitter shown in
Fig. 6.

FIG. 8. �Color online� Phase velocities of SH0 and SH1 modes along �a� 3
mm thick aluminum plate and �b� 5 mm carbon epoxy plate; numerical
predictions �1D SAFE model� with non-optimized �- - -� and with optimized
�—� C44 and C55, and experimental data ���.
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tion this time is a 5-cycle toneburst with 0.25 MHz center
frequency, so that the frequency range is 0.15–0.35 MHz,
down to �15 dB.

Modes produced along the three-layered system are
monitored by picking up u3 displacements at the surface of
the composite patch, using the laser probe oriented at 45°
and retro-reflective taper placed on the patch, as previously
explained. The probe is moved along an 80 mm long propa-
gation path, and temporal signals are stored every 0.8 mm.
As previously explained, a 2D-FFT transform is applied to
the series of measured waveforms to quantify the phase ve-
locities of each mode propagating along the tested three-
layered specimen. Figure 9 shows results obtained at five
different times during the curing process of the adhesive: 45
min, 4 h, 8 h and 30 min, 35 h, and finally few days after the
bonding is realized. At the very beginning, the adhesive is
extremely viscous, and then becomes gradually stiffer and
less viscous with time. Measured phase velocities �various
symbols� are compared to those predicted �various lines� af-
ter C44 modulus of the adhesive is optimized �and so C55

=C44 since the adhesive is supposed to be isotropic�. This
process consists, in fact, of solving an inverse problem, the
purpose of which is to non-destructively characterize the
shear stiffness of the bond line. Numerical values obtained
for the C44 of the adhesive, at the various times, are summa-
rized in Table II. Real quantities have been obtained from
this inversion process although C44 should be a complex
quantity, its imaginary part representing the viscosity of the
epoxy-based adhesive. This imaginary component is weakly
connected to phase velocities of the SH modes, so no infor-
mation about it is obtained when measuring these velocities,
thus preventing its estimation. However, the initial character-
ization of this adhesive placed between two glass plates has

revealed imaginary parts equal to about 10% of the real parts
�Table I�. This seems to be a standard estimation for imagi-
nary parts of viscoelastic moduli for epoxy-like
materials,14,26 so it could reasonably be used if complex
moduli of the adhesive layer are required.

It is interesting to note that while the SH0 mode is
launched from the PZT transmitter in the aluminum compo-
nent, only the SH1-like mode is measured along the
aluminum/adhesive/composite assembly for all states of the
adhesive, except when this is fully cured. In fact, no or ex-
tremely little SH0-like mode is detected for the first 35 h in
the frequency–wave-number diagram plotted from the mea-
sured signals, while clear SH1-like mode is seen, and this is
the reverse after the bond has finished curing. This is a very
interesting phenomenon, which may be useful for detecting
little weaknesses in shear properties of adhesive bonds due to
either bad curing or to small degradation occurring in time.
This mode conversion phenomenon can be explained in Fig.
10, which displays in-plane power-flow distributions through
the aluminum/adhesive/composite assembly, for two extreme
states of the adhesive. The first state corresponds to time 45
min right after beginning of the curing process, and the sec-
ond one to few days after it. In these power-flow calcula-
tions, the C44 modulus of the bond is set equal to the corre-
sponding optimized value given in Table II, i.e., to 0.02 GPa
for the weak state and 0.53 GPa for the strong state, respec-
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FIG. 9. �Color online� Phase velocities of SH0 and/or SH1 modes along 3
mm aluminum plate/0.1 mm adhesive bond/1.2 mm carbon epoxy patch
assembly; numerical predictions with optimized C44 of adhesive �lines� and
experiments �symbols� made at different curing times of adhesive: 45 min
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TABLE II. Optimized real parts of C44 of the adhesive joint obtained from the SH phase velocities measured
during the curing of an aluminum/adhesive/carbon epoxy assembly.

Curing time 45 min 4 h 8 h and 30 min 35 h Few days
Optimized C44 �GPa� 0.02 0.13 0.18 0.35 0.53
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FIG. 10. In-plane power-flow distributions through the aluminum/adhesive/
composite assembly for �left column� weak adhesive, i.e., C44 corresponds
to time 45 min curing process, and for �right column� strong adhesive, i.e.,
C44 corresponds to time few days curing process; top and bottom plots are
for SH0- and SH1-like modes, respectively, at 0.25 MHz.
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tively. Moreover, according to the explanation given in the
previous paragraph, an imaginary part equal to 10% of the
real part was added to C44 to model the viscosity of the
adhesive. Also, the frequency was chosen so that both SH0-
and SH1-like modes may coexist in the assembly, i.e., equal
to 0.2 and 0.3 MHz for the weak and strong states of the
adhesive, respectively. Figures 10�a� and 10�c� show that the
SH0-like mode produces no power-flow across the aluminum
if the bond is weak �adhesive not cured�, while the SH1-like
mode does. This explains why the SH0 mode incident from
the aluminum plate is not coupled to the SH0-like mode but
is coupled to the SH1 one, in the three-layered region, and so
does excite this later only. Figures 10�b� and 10�d� show that
both SH0- and SH1-like modes produce power-flow across
the aluminum if the adhesive is well cured. In this case, the
SH0 mode incident from the aluminum plate should be
coupled to both of these modes in the three-layered region.
However, as shown in Fig. 11�b�, which corresponds to the
situation of a well-cured adhesive, the SH1-like mode has a
huge attenuation below 0.25 MHz ��4 dB /cm�, which is
going down and getting very close to 0 dB/cm as the fre-
quency increases, while the attenuation of the SH0-like mode
is very small below 0.25 MHz, and slowly increases with
frequency until it reaches a plateau of about 2 dB/cm maxi-
mum. This contributes to the detection of the SH0-like mode
when the bond is of good quality, and to the non-detection of
the SH1-like mode, at least for the lowest frequencies of the
frequency range of investigation, which is especially what is
shown in Fig. 9. The close-to-zero power-flow in the com-
posite component for the SH1-like mode propagating with a
weak bond �Fig. 10�c�� does not mean that this mode cannot
be detected at the surface of the composite. The
u3-displacement component should be considered to estimate
whether this mode can be detected or not, and such compo-
nent is shown to be quite large or at least different than zero,
in Fig. 4�b�, for example, for various states of the adhesive.
In the case of uncured adhesive, as seen in Fig. 11�a�, the
attenuation is extremely small for the SH1-like mode, but not
for the SH0-like mode, all over the frequency range of inves-
tigation. This also contributes to detecting SH1 only for cases
of weak bonds, and this also is particularly well shown in
Fig. 9.

The second interesting result to note in Fig. 9 is the
gradual change in the position of the SH1-like mode cut-off
as the adhesive cures. The measured phase velocities for the

SH1-like mode indicate that its frequency cut-off continu-
ously increases from about less than 0.1 MHz to about 0.28
MHz, as the adhesive cures. Such result is very complemen-
tary to the previous one, which has shown to make it pos-
sible the detection of small degradation in the adhesive shear
stiffness, since it will allow different levels of a bad adhesive
to be distinguished with each other and eventually the corre-
sponding shear modulus to be inferred, as this has been done
in this paper �see Table II�.

VI. CONCLUSIONS

The three low-order shear-horizontally polarized guided
wave modes have been considered to quantitatively charac-
terize the shear properties of an adhesive bond layer between
an aluminum plate and a carbon epoxy composite patch. Nu-
merical predictions have been made using a one-dimensional
SAFE model, with specifically implemented shear-spring
boundary conditions to consider variable adhesion at the in-
terface between the bond layer and the metallic plate. Phase
velocity dispersion curves have been plotted for various
states of the bond �cohesive or adhesive properties� and also
considering the material variability of either the aluminum or
composite components. No SH-like mode has been shown to
have phase velocities more sensitive to the shear stiffness of
the interface between the bond and the metallic plate, than to
any of the shear moduli of the aluminum or composite me-
dia. This indicates that phase velocities of any of the three
low-order modes should not be used to monitor changes in
the adhesion at this interface. The SH2-like mode has shown
to be unsuitable for testing the cohesive properties of the
bond because of its high sensitivity to other components
�aluminum and composite� or parameters �thickness�. How-
ever, both SH0- and SH1-like modes have revealed higher
sensitivities to about 40% and 30% changes, respectively, in
the cohesive shear property �shear modulus� of the adhesive
layer than in small changes �10% or less� in either the alu-
minum or composite shear moduli. This phenomenon was
particularly visible in the low frequency regime, around or
below the SH1-like mode frequency cut-off, and has been
explained by mode shapes plotted at different frequencies.

A laser-based technique has been set up for detecting SH
guided wave modes launched by a PZT contact shear trans-
ducer. After its validation, this experimental process has been
used to measure velocities of SH-like modes propagating
along an aluminum/adhesive/patch zone, the incident mode
being the pure SH0 mode produced along the aluminum
component, which was much larger than the patch. The ad-
hesive has been selected to have a particularly slow curing
process, thus providing an easy way to gradually increase the
bond quality over several hours. Phase velocities have then
been measured at various times running from right after the
bonding was realized to few days after that, to ensure the
adhesive curing was finished. Strong mode conversion from
the incident SH0 mode in the aluminum to the SH1-like mode
in the three-layered zone has been clearly observed at all
times before the adhesive curing was complete, and no or
negligible-in-amplitude SH0-like mode was detected. Then,
after the curing was over, no or very little SH1-like mode was
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FIG. 11. Predicted attenuation versus frequency for SH0- and SH1-like
modes propagating along aluminum/adhesive/composite assembly for �a�
weak and �b� strong adhesives.
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detected and strong SH0-like mode was measured along the
assembly. The detection of the SH1-like mode while the ad-
hesive is not properly cured indicates that this mode conver-
sion phenomenon may be used to monitor changes, due to
aging, for example, in initially well-made adhesive bonds.
This observed mode conversion phenomenon has been ex-
plained by analyzing the through-thickness power-flow to-
gether with the attenuation calculated for two extreme levels
of the bond quality corresponding to beginning and ending
states of the curing process, respectively. The strong sensi-
tivity to the bond of the SH1-like mode phase velocity, close
to its frequency cut-off, allowed the shear moduli of the ad-
hesive layer to be successfully inferred by comparing veloci-
ties measured at the various curing times to those predicted
using the SAFE model. All these results demonstrate a strong
potential of the low-order SH0- and SH1-like guided modes
to quantify the shear stiffness of adhesive bond layers.
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Detecting cavitation in mercury exposed to a high-energy
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The Oak Ridge National Laboratory Spallation Neutron Source employs a high-energy pulsed
proton beam incident on a mercury target to generate short bursts of neutrons. Absorption of the
proton beam produces rapid heating of the mercury, resulting in the formation of acoustic shock
waves and the nucleation of cavitation bubbles. The subsequent collapse of these cavitation bubbles
promote erosion of the steel target walls. Preliminary measurements using two passive cavitation
detectors �megahertz-frequency focused and unfocused piezoelectric transducers� installed in a
mercury test target to monitor cavitation generated by proton beams with charges ranging from
0.041 to 4.1 �C will be reported on. Cavitation was initially detected for a beam charge of
0.082 �C by the presence of an acoustic emission approximately 250 �s after arrival of the
incident proton beam. This emission was consistent with an inertial cavitation collapse of a bubble
with an estimated maximum bubble radius of 0.19 mm, based on collapse time. The peak pressure
in the mercury for the initiation of cavitation was predicted to be 0.6 MPa. For a beam charge of
0.41 �C and higher, the lifetimes of the bubbles exceeded the reverberation time of the chamber
��300 �s�, and distinct windows of cavitation activity were detected, a phenomenon that likely
resulted from the interaction of the reverberation in the chamber and the cavitation bubbles.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3353095�

PACS number�s�: 43.35.Ei, 43.20.Ye �DLM� Pages: 2231–2239

I. INTRODUCTION

The Spallation Neutron Source �SNS� is an accelerator-
based pulsed neutron source located at the Oak Ridge Na-
tional Laboratory �ORNL�. Currently the SNS is the most
intense pulsed neutron beam in the world and is used for
scientific research and industrial development.1 A proton
beam is fired at rate of 60 Hz into a mercury target. The
proton beam is absorbed in a series of collisions �spallation
reaction� that release a burst of neutrons and generate heat
within the interaction volume. The microsecond time-scale
rise in temperature results in an intense acoustic wave propa-
gating throughout the mercury chamber. The expectation is
that the amplitude and duration of the tensile portion of the
wave are sufficient to produce cavitation bubbles in the mer-
cury. The inertial collapse of bubbles and/or bubble clouds in
close proximity to the inner walls of the target vessel may
result in mercury jets that impact the boundary,2–5 leading to
erosion and a reduced service lifetime of the vessel.6

The walls of the target vessel in the SNS are made of
stainless steel. The photograph in Fig. 1 shows a specimen of
the steel wall extracted from the first SNS target module.
This specimen is from an interior vessel wall layer that sepa-
rates the main mercury flow volume from a channel flow that

is dedicated to cooling the vessel where the proton beam
enters the target. The damaged wall is not a containment
boundary but the extent of damage is significant especially
considering the limited beam power this first target experi-
enced. This target was removed in July 2009 after more than
3000 MW h of operation. However, more than a third of the
hours were below 100 kW and less than 6% was above 700
kW. At maturity the SNS is designed to operate at 1.4 MW
�24 �C charge� although upgrades may allow for even
higher power. Aggressive cavitation damage threatens to
limit the lifetime and power capacity of the target. A research
and development program to develop technologies to miti-
gate such damage has been underway since 2001, under
which the experiments reported in this paper were carried
out.

One parameter of interest in assessing the damage po-
tential of cavitation in the SNS is the threshold proton beam
energy on target for which the onset of cavitation in mercury
occurs. Attempts to externally monitor and characterize cavi-
tation activity have been carried out using a laser Doppler
vibrometer �LDV� to measure the vibration induced in the
mercury chamber walls by the collapsing bubble clouds. The
relationship between the acoustic vibration induced by the
impact of the collapsing bubbles and the subsequent pitting
damage was used to quantify cavitation-induced damage on
the wall.7 A threshold for the onset of cavitation activity in
mercury was not reported in this reference.

a�Author to whom correspondence should be addressed. Electronic mail:
nmanzi@bu.edu
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It is well documented in water that collapsing cavitation
bubbles and clouds produce a distinguishable characteristic
acoustic emission upon collapse.8–11 The goal here was to
assess the feasibility of monitoring this acoustic emission to
determine a threshold proton beam energy where cavitation
first occurs. Megahertz-frequency acoustic transducers im-
mersed in mercury were employed as passive cavitation de-
tectors �PCDs� to record acoustic activity produced within
mercury by the collapsing cavitation bubbles.

II. EXPERIMENTAL SETUP

A. Mercury target and PCD alignment

The test target was approximately rectangular in shape
with walls made of 4.8-mm-thick 316L stainless steel. The
inner dimensions were 203.2�142.9�41.3 mm3: A sche-
matic of the target can be seen in Fig. 2. The back wall of the
chamber was fitted with two ultrasonic transducers, which
were mounted off the axis of the incident proton beam in
order to reduce direct radiation exposure to the transducers.
The transducers were angled at 11° so that their acoustic axes

crossed where the proton beam entered the chamber. The two
transducers employed were a 2.25 MHz, 25.4 mm diameter,
200 mm spherically focused transducer �model V304,
Olympus-NDT, Waltham, MA�, and a 1 MHz, 19.05 mm
diameter, unfocused transducer �model V314, Olympus-
NDT, Waltham, MA�. The predicted acoustic fields for the
two transducers are also shown in Fig. 2, with the unfocused
field calculated using a semi-analytical expression12 and the
focused source by means of an angular spectrum calculation.
Piezoelectric transducers typically act as reciprocal
devices,13 and therefore field patterns shown in Fig. 2 also
correspond to the regions that the transducers are sensitive to
when they are used as receivers. The unfocused transducer
was chosen to allow cavitation to be detected over a rela-
tively broad region and the focused transducer was chosen to
provide a more sensitive response, albeit for a smaller re-
gion.

Prior to immersion in mercury the transducers were
mounted into the stainless steel wall and their acoustic fields
characterized in water. We note that the sound speed in mer-
cury ��1450 m /s� is close to that of water ��1500 m /s�
and therefore the measured spatial acoustic field should be
close to that in mercury �the difference in density is only a
multiplicative factor�. Figure 3 shows results obtained by
scanning a broadband point source 175 mm away from the
front face of the transducer in the Y-Z plane. As seen in Fig.
3 the alignment of the transducers’ beam axes in the Z-axis
was approximately 10 mm off. This suggests a 2°–3° offset
in the welded mounting holes used to secure the PCDs. This
misalignment was not ideal, but as seen in Fig. 2 the acoustic
sensing region of both transducers still coincides with the
expected location of the incoming proton beam.

Scans in the X-Y plane were also conducted to check the
axial sensitivity of the transducers. As expected the unfo-
cused transducer has a larger diameter beam width, �20
mm, than the focused transducer �6 mm. On the other hand
the tighter beam of the focused transducer resulted in great
sensitivity at X=0, the location where cavitation is antici-
pated to be most prevalent. The measured beams were well
aligned in the Y-axis and also in good agreement with the

FIG. 1. �Color online� Picture of a specimen extracted from the first SNS
target module. This specimen �diameter �60 mm; original thickness 3 mm�
is from an interior vessel wall layer that separates the main mercury flow
volume from a channel flow that is dedicated to cooling the vessel where the
proton beam enters the target.

FIG. 2. �Color online� Plan view schematic of the mercury target. The
incoming proton beam profiles are shown by the solid ellipse with the width
in the Y-axis and the height, which is out of the page shown in the X-axis.
The dashed ellipse shows the large beam profile. The predicted sensing
regions for the focused and unfocused transducers are portrayed by the color
maps.

FIG. 3. �Color online� �Top� Y-Z scan in the plane of the incident proton
beam for the unfocused 1 MHz focused 2.25 MHz transducers. �Bottom�
X-Y scan of the unfocused 1 MHz and focused 2.25 MHz transducers.
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predicted profiles shown in Fig. 2. The sensitive regions also
extend along the length of the chamber and so cavitation
activity will also be detected away from the wall.

The PCD transducer configuration was tested by moni-
toring cavitation activity produced by a shock wave lithot-
ripter in water.9,14–16 The PCDs were mounted in the plate
and placed 175 mm away from the focus of the lithotripter
�same distance as in the mercury tests�. In this test 50 m long
Bayonet Neill-Concelman �BNC� coaxial cables were em-
ployed to mimic the long cable path in the proton beam tests
as the electromagnetic pulse generated by the proton beam
can adversely affect nearby electronic equipment. Cavitation
signals were detected by both PCDs with no spurious signal
or noise artifacts induced by the use of 50 m cables. In one
set of mercury experiments the signal level was determined
to be too low and an active filter �model 3944, Krohn-Hite,
Brockton, MA� with a 10 kHz high pass filter and 20 dB
input gain was placed in a shielded enclosure close to the test
target and drove the BNC cable. The data from both PCDs
were collected by a digital oscilloscope �LeCroy Waverunner
LT344, 8 bits, 500 Msample/s�.

B. Pulsed proton beam facility

The Los Alamos Neutron Science Center �LANSCE� at
the Los Alamos National Laboratory �LANL� provided the
pulsed proton beam used in the experiment. In the LANSCE
facility, a linear accelerator accelerates protons to approxi-
mately 84% of the speed of light �800 MeV�. The proton
beam was varied from 1% of full beam charge �0.041 �C�
to 100% of full beam charge �4.1 �C�. A total of 86 shots
were fired over a 2-h time period with at least 30 s in be-
tween each shot. The duration of the proton pulse was
0.3 �s. The spatial distribution of the beam is elliptical with
3:1 X :Y aspect ratio and for the bulk of the experiments
reported here a beam of 21�7 mm2 half-width half-height
was employed. A full charge of 4.1 �C results in 26�1012

protons with a corresponding flux of 28
�109 protons /mm2 per pulse. Even though the charge is
less than in the SNS at 1.4 MW on a per pulse basis the
4.1 �C charge is equivalent to the SNS running at 2.1 MW
because in the SNS the protons are spread over a larger area.
Based on nuclear calculations the absorption of the proton
beam by mercury should result in a peak pressure of 35 MPa
in the mercury.17 To first order the peak pressure scales lin-
early with proton flux, that is, at 10% charge �0.41 �C� the
peak pressure in the mercury will be 3.5 MPa. Over the
duration of the experiment the temperature of the mercury
increased by 7.6 K. The primary objective of the proton
beam study was to assess damage to the steel chamber,6 and
the PCD experiments reported here were subsequently added
to the test plan. The digital oscilloscope used to acquire the
PCD signals was triggered by a synchronization pulse pro-
vided by LANSCE. This trigger was generated by a sensor
that detected the proton beam nanoseconds prior to hitting
the mercury target and defines time t=0 for all waveforms
shown below.

III. RESULTS AND DISCUSSION

Examples of the raw waveforms recorded from both
PCDs for a beam charge of 2% �0.082 �C� are shown in
Fig. 4. The transducers were located 178.5 mm from the
entrance of the proton beam and therefore �based on the 1450
m/s sound speed in mercury� the first arrival associated with
acoustic activity where the proton beam enters the mercury
will be at 124 �s. It is expected that the dominant acoustic
signals from the thermo-elastic response of the mercury and
the dominant cavitation activity will originate close to where
the proton beam enters. Signals prior to 124 �s can most
likely be attributed to acoustic waves generated by the proton
pulse elsewhere in the fluid and electronic noise. In the raw
data shown in Fig. 4, a low frequency signal ��20 kHz� was
observed prior to the expected 124 �s arrival time. The am-
plitude of this low frequency signal nearly doubled when the
beam charge was increased to 5%. The low frequency signal
became less prevalent with a continuing increase in the beam
energy, but was nonetheless still a substantial part of the
signal. Simulations of the acoustic field in the chamber �data
not shown� indicated that the �20 kHz signal could be at-
tributed to reverberation in the vertical axis of the chamber;
the height of 41.3 mm has a propagation time of 60 �s. We
note that this signal is 50 times lower than the center fre-
quency of the PCDs and thus has already been reduced by
the transfer function of the transducers. Given that emissions
associated with cavitation are generally high frequency sig-
nals ��100 kHz� a digital high pass filter �fourth order, But-
terworth filter with a 100 kHz cut off frequency� was applied
to the received data in order to further attenuate these low
frequency signals.

Figure 5 shows digitally high passed filtered waveforms
collected by the focused and unfocused transducers for beam
charges ranging from 1% �0.041 �C� to 100% �4.1 �C�. In
the waveforms recorded by the focused transducer, for 1%,
2%, and 5% beam charges, there are signals around 124 and
440 �s that appear above the noise. The unfocused trans-
ducer also picked up weak signals at 124 and 440 �s with

FIG. 4. �Top� Unfiltered signal obtained by the focused transducer for a
beam charge of 0.082 �C �2%�. �Bottom� Unfiltered signal obtained by the
unfocused transducer for a beam charge of 0.082 �C �2%�.
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the amplitude of this signal approximately half the amplitude
produced by the focused transducer. The signal at 124 �s
corresponds to the first arrival of the initial pressure wave
created by rapid heating of the mercury at the entry point of
the proton beam �path length approximately 178 mm�, and it
what follows it will be referred to as the “direct wave.” The
signal at 440 �s is caused by a wave that reflects off the
back wall, then the front wall, and propagates to the trans-
ducer �total path length of about 628 mm�; this will be re-

ferred to as the “reverberation wave.” These two signatures
are not associated with cavitation activity and will be iden-
tified by circles on the figures.

A. Cavitation threshold

For a beam charge of 1% there was no evidence of cavi-
tation in either PCD trace. As the proton beam charge was
increased to 2% �0.082 �C� the amplitude of the direct

FIG. 5. �Color online� Filtered signals obtained by the focused transducer �left column� and the unfocused transducer �right column� for beam charges of
0.041, 0.082, 0.20, 0.40, 0.90, 2.05, 3.31, and 4.10 �C. Ellipses represent acoustic signals and squares represent cavitation signals. Note that the temporal
scale increases as charge increases from 0.4 to 2.05 �C.
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wave doubled consistent with the expected linear relation-
ship between beam charge and acoustic generation. Evidence
of a very weak cavitation emission is present in the focused
transducer data at approximately 240 �s; however, this sig-
nal was not detected by the unfocused PCD.

For a beam charge of 5% �0.205 �C� the increase in the
amplitude of the direct wave remained consistent with a lin-
ear pressure-charge relationship. The focused transducer
showed the emergence of two distinct cavitation-related sig-
nals: one at 240 �s and the other at approximately 290 �s.
These are consistent with the collapse of a cavitation bubble
or bubble cloud near the wall where the proton beam was
incident. The cavitation event was characterized by a char-
acteristic time tc�115 �s, which is the time between the
direct wave �that initiates the cavitation� and the acoustic
emission from the bubble collapse.10 The rebound time tr

�50 �s is the time between the acoustic emission from the
initial bubble collapse and the second emission from the
bubble presumably as a result of a rebound.11 Again, the
cavitation signals were not observed above the noise floor of
the unfocused PCD. The focused PCD provides greater sen-
sitivity to cavitation activity and the presence of the cavita-
tion signals indicates that the bubble activity was in or near
the sensing volume of the focused PCD. In what follows all
transient signals that do not correspond to the direct and
reverberation waves will be classified as cavitation signals
and in the figures they will be identified by a rectangle.

For a beam charge of 10% �0.41 �C� the arrival of the
direct wave was still clearly visible at 124 �s. However, the
rest of the waveform has now changed qualitatively. The
expected reverberation wave, which should arrive at 440 �s,
is not distinguishable from a sequence of signals that arrive
over the time period of 375–500 �s. The spikes appear to
grow in amplitude and peak at around 450 �s and then rap-
idly decay such that after 500 �s the signal is barely detect-
able. The same signal structure was observed in both the
focused and unfocused PCDs. We propose that at this beam
charge a cloud of cavitation is generated that extends from
the entrance window into the bulk of the mercury. These
cavitation bubbles are driven hard enough that they have a
lifetime greater than the reverberation time of the chamber.
As the reverberation wave returns to the front wall it scatters
off and/or collapses the cavitation bubbles along its path,
which result in the sequence of arrivals observed in the figure
with the peak occurring when the reverberation wave inter-
acts with the largest bubbles near the entrance window.

At the next increase in beam charge �20% or 0.90 �C�,
the focused transducer was still able to pick up the direct
wave at 124 �s. The cavitation activity now extended over a
time frame that started almost immediately after the incident
pulse arrival and grew with time, reaching a peak at 800 �s
and then quickly concluding by 900 �s, with the hint of a
rebound signature at 1100 �s. There is significant “noise”
after the emission at 900 �s suggesting that bubbles re-
mained active for a long time either oscillating and continu-
ing to radiate sound or scattering reverberation waves. The
unfocused transducer showed similar behavior but with the
direct wave and collapse emission appearing less distinct.
These data suggest that cavitation activity is now occurring

through much of the mercury. The bubbles further from the
window are not driven as hard resulting in a shorter collapse
time and a less energetic collapse. In addition, these events
are closer to the transducer and therefore will arrive sooner.
The cavitation near the window is likely driven the hardest
and therefore has the longest time scale, most energetic col-
lapse, and due to the propagation distance will arrive the
latest. This is consistent with the strong collapses seen
around 800–900 �s. The absence of minor peaks for the
unfocused transducer may have been because it was sensitive
to a much larger region of space and the emissions from the
various bubbles did not arrive in phase.

At a beam charge of 50% �2.05 �C� the direct wave at
124 �s was detectable on both transducers. The focused
transducer showed emission activity from 250 to 600 �s
with a peak around 440 �s, the time of flight corresponding
to the reverberation wave in a bubble free fluid, and may be
due to scattering of the reverberation wave from bubbles
near the window or acoustic emissions from bubbles that are
driven to collapse by the reverberation wave. The cavitation
emissions showed a second distinct peak at 1600 �s after
which activity decayed.

At a beam charge of 80% �3.31 �C� no clear direct
wave was identifiable but this may be related to the apparent
loss of sensitivity of the transducer, as will be described in
Sec. III C. The PCDs now recorded three “time windows” of
cavitation activity. The first window at 550 �s does not cor-
respond to the travel time of the reverberated wave; however,
the pulse propagated through a two-phase mercury mixture.
We speculate that the presence of bubbles in the bulk of the
mercury reduced the effective sound speed thus delaying the
arrival of the reverberation wave. The second “time window
of activity” occurred between 1100 and 1600 �s similar to
the second peak at 50%. A third distinct event occurred at
2100 �s suggestive of a rebound.

For proton beam charge of 4.10 �C �100%� again three
windows of cavitation activity were observed. The first win-
dow occurred from 400 to 750 �s with distinct acoustic ac-
tivity around 600 �s. This is an additional 100 �s later than
at 80% beam charge and suggests that the propagation speed
of the echo signal may have been further slowed by the pres-
ence of bubbles in the mercury. The second distinct “time
window” occurred from 1250 to 1600 �s. A third time win-
dow of cavitation signal occurred around 2250 �s. These
windows of cavitation activity were also present in the unfo-
cused signal.

B. Rayleigh collapse

For the lower beam charges of 0.082 and 0.205�C the
PCD recorded the characteristic double bang signature of
inertial cavitation with a tC=120 �s. This behavior is in-
dicative of single bubble activity or perhaps a coherent cloud
at the surface of the wall. If we assume that the emissions are
due to a single bubble and further assume that a bubble
spends half of this time in a growth phase and half in a
collapse phase then tC will be twice the Rayleigh collapse
time of a cavity.11,18 The maximum radius of the bubble can
then be estimated from the Rayleigh collapse time
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Rmax =
tC

1.83
�P0

�0
,

where P0 and �0 are the ambient pressure and density of the
mercury. In these experiments the mercury was slightly over-
pressured and P0=112 kPa in which case the relationship
becomes Rmax=1.6 m /s · tC and the measured time of
120 �s corresponds to a maximum radius of 0.19 mm. For
beam charges of 0.41 �C and higher the double bang signa-
ture was lost and instead there were distinct windows of
extended cavitation activity. We speculate that for the higher
beam charges the collapse time of the cavitation increased
such that it was longer than the reverberation time of the
chamber. Based on the reverberation time of the chamber the
Rayleigh collapse formula predicts that cavitation bubbles
grew to a radius greater than 0.5 mm. It is also likely that at
the higher beam charges a cloud of cavitation exists in the
mercury. Therefore, when the reverberation wave reflected
off the back wall it propagated through the bubbles before
they had collapsed inertially. Instead the bubbles were driven
to collapse by the reflected acoustic pulse.

C. Transducer status

In the course of the experiments, an apparent reduction
in the sensitivity of the transducers was observed. This was
assessed by monitoring the amplitude of the direct wave dur-
ing the tests. The pressure amplitude of the direct wave
should be linearly proportional to the proton flux and there-
fore the direct wave amplitude divided by the beam charge
should remain constant throughout the experiments. Figure 6
shows the direct wave amplitude normalized by the beam
charge as a function of time �top� and the beam charge as a
function of time �bottom�. Also shown is the amplitude of the
noise normalized by the beam charge.

For the first 18 min both the normalized direct wave and
the normalized noise remain reasonably constant. At 18 min,
when a beam charge of 50% �2.05 �C� was employed, the
direct wave amplitude dropped to that of the noise floor. As
the beam charge was increased to 4.10 �C both normalized
levels dropped reaching a minimum at about 35 min—
associated with the last proton beam at 4.10 �C. In particu-
lar, the normalized direct wave amplitude was about 400
times less than the value at 0 min. From 35 to 65 min the
beam charge was stepped down to 0.41 �C and the normal-
ized levels started to increase. However, at 65 min, neither
the direct wave nor noise level has recovered to their initial
values. The data suggest a transient change in the signal
levels detected by the PCDs for the higher beam charge.

In order to estimate the performance of the transducers,
the response was assessed before, during, and after radiation
exposure by transmitting a broadband pulse with the unfo-
cused transducer and sensing the reflection from the window
with the focused transducer. This yielded information regard-
ing the combined response of both transducers �plus the re-
flectivity of the window� rather than the response of an indi-
vidual transducer. The unfocused transducer was excited
with a pulser-receiver �model 5072PR, Panametrics �now
Olympus-NDT�, Waltham, MA�. Figure 7 shows the evolu-

tion of the combined response �temporal and spectral�. Prior
to exposure to proton beam pulses, the received signal was
400 mVpp and the spectrum contained two distinct peaks at
0.75 and 1.75 MHz. A measurement taken midway in the
beam experiments �at a time just after 65 min on Fig. 6,
which corresponded to approximately 50 beam pulses�
showed a dramatic change in the temporal and spectral re-
sponses to the reflected wave. The amplitude dropped by
nearly a factor of 50 to about 8 mVpp, and the two peaks at
0.75 and 1.75 MHz are no longer present in the spectrum.
The change in amplitude is consistent with the change in the
normalized direct wave shown in Fig. 6.

Waveforms taken immediately following the completion
of beam exposure show a shape similar to that taken midway
through beam exposure; however, the waveforms did show
an increase in the signal level to about 70 mVpp, and the
spectral signal around 1 MHz is beginning to recover. The
transducer’s response recovered to near pre-exposure levels
�approximately 325 mVpp� 20 h after beam exposure, and
was comparable to the pre-beam exposure temporal and
spectral responses. It is possible that the proton beam in-
duced a transient change in the piezoelectric efficiency of the
transducers, although we would anticipate that in this sce-
nario a permanent depolarization would occur. Another ex-

FIG. 6. �Color online� �Top� Response, normalized to beam power, of the
focused PCD prior to the arrival of the direct wave �squares� and the sub-
sequent noise floor �circles� of that response as a function of time. �Bottom�
Beam charge in microcoloumb as a function of time.
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planation is that the increases in temperature of the bulk fluid
may have contributed to the changes. However, only a 7 K
increase in temperature was recorded and this certainly did
not affect the sound speed as can be ascertained from the
arrival times in Fig. 7. Also the temperature hypothesis is not
consistent with the initial recovery seen at the end of the
experiments as the temperature should have still be increas-
ing.

A more likely explanation for the change is the presence
of bubbles, which attenuated the acoustic wave. The absence
of a temporal shift in the arrival time of the pulses suggests
that it was probably not due to bubbles in the bulk. Therefore
we speculate that the reduction in sensitivity was due to the
accumulation of stable bubbles on the face of the transducer.
Mercury does not readily wet most solid surfaces �typical
contact angles between 130° and 140°� and further our expe-
rience indicates that mercury tends to push out particulates
and impurities and deposit them on the surfaces of the cham-
ber. Cavitation bubbles formed close to the transducers at
high beam charges may have migrated to the surface and
remained there—perhaps partially stabilized by the impuri-
ties that had been ejected by the mercury. Such a bubble wall
would serve to acoustically isolate the sensor. The mercury
was slightly overpressured with helium gas and so there was
gas in the mercury, which could have diffused into bubbles

during cavitation activity. This gas would diffuse back into
the mercury in the quiet times between proton pulses. We
speculate that as the beam charge was increased the amount
of gas driven into the bubbles increased and the bubbles
grew to a large enough size or number density that they
shielded the PCDs. As the beam charge was reduced the
cavitation activity also reduced and so less gas was driven
into the bubble and the bubbles shrunk during the quiet
periods—this would be consistent with the slow recovery
observed in Fig. 6 toward the end of the experiments.

Figure 8 shows PCD measurements after the change in
sensitivity of the transducers for a beam charge of 50%. In
comparison to the waveforms shown in Fig. 5 for 50% beam
charge it can be seen that the direct wave is no longer de-
tected but three distinct windows of cavitation activity are
observed. The first at 450 �s is consistent with the emis-
sions shown in Fig. 5. The second at 1600 �s is about
100 �s later than seen in Fig. 5. A third out-lying distinct
cavitation signal also occurred at 1950 �s, which was not
detected in the earlier data. These three windows of cavita-
tion activity are also present in the unfocused signal. These
later signals also show an apparent reduction in “noise” sig-
nal between the emissions.

FIG. 7. �Color online� Response of the PCDs prior to, midway through, immediately following, and 1 day after proton beam exposure. �Left� Temporal
response measured by pulsing with the unfocused transducer and listening to reflected wave off the front window of the mercury chamber with the focused
transducer. �Right� The associated amplitude spectra. For the later responses the initial response is also shown as a solid line.
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D. Beam shape study

The previous experiments all employed an elliptical in-
cident beam profile that had a nominal half-width of 21 mm
and a half-height of 7 mm. In order to assess the effect of the
spatial profile of the proton beam on cavitation activity, full
beam charge experiments were conducted with a small �15
�5 mm2� and a large beam �30�11 mm2�. To account for
the reduction in sensitivity of both PCDs signals from each
transducer were amplified with 20 dB gain and filtered at 10
kHz high pass. The digitized signals were then passed
through the 100 kHz digital high pass filter described previ-
ously. Figure 9 shows representative waveforms taken for the
small and large beams.

For the small beam the PCD waveforms look remark-
ably similar to those for the nominal �medium� beam size in
Fig. 5. There are windows of cavitation activity from 400–

700 and 1250–1600 �s, which are temporally and morpho-
logically similar to what was observed for the regular beam.
It is not possible to conclude whether cavitation fields gen-
erated by the small and medium beams are significantly dif-
ferent.

In contrast, the waveforms for the large beam showed a
distinct change in the cavitation signature. There was no
longer the presence of two distinct time windows of cavita-
tion. Instead there was one window of activity, which began
slightly earlier ��300 �s� and remained present until an
abrupt transition at approximately 1300 �s. This single epi-
sode of cavitation suggests that the large beam produced a
cavitation cloud of larger spatial extent that interfered so
strongly with the acoustic reverberation that the cavitation
patterns seen for the medium and small beams did not occur
here.

IV. CONCLUSIONS

We have demonstrated that both focused and unfocused
megahertz-frequency immersion transducers, acting as pas-
sive cavitation detectors, are able to identify acoustic emis-
sions from cavitation induced by the rapid absorption of a
pulsed proton beam in mercury. The focused PCD proved
more sensitive and was able to detect cavitation signals for a
beam charge as low as 0.082 �C. Calculations predict a
pressure amplitude of 0.6 MPa in the mercury at this charge
and this is therefore an estimate of the cavitation threshold in
mercury.

PCD measurements taken for a proton beam with a re-
duced beam size resulted in cavitation signatures similar to
the normal-sized beam. However, for a wider proton beam,
cavitation signals were only received over one time window
indicating that the proton beam energy produced a cavitation
field with different spatial and temporal characteristics. De-
spite exposure to an intense proton beam the two transducers
remained operational throughout the process. However, the
overall sensitivity and high frequency response of both de-
tectors did decay during exposure. The effect proved tran-
sient, as the response recovered the following day, and we
speculate that it was due to the buildup of bubbles on the
transducer surface.

These results demonstrate that proton beam induced
cavitation can be detected in mercury using PCDs. By using
a focused detector, one can achieve resolution in both space
and time. For low beam powers the cavitation signatures
were similar to the double bang emissions expected from
inertial cavitation. As the beam power increased it appeared
that reverberation in the chamber interacted with the cavita-
tion field to result in more complex cavitation activity with
cavitation collapses throughout the mercury. The results sug-
gest that PCDs could be incorporated into the SNS mercury
target in order to monitor cavitation activity during opera-
tion.
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Pseudo interface waves can exist at the interface of a fluid and a fluid-saturated poroelastic solid.
These waves are typically related to the pseudo-Rayleigh pole and the pseudo-Stoneley pole in the
complex slowness plane. It is found that each of these two poles can contribute �as a residue� to a
full transient wave motion when the corresponding Fourier integral is computed on the principal
Riemann sheet. This contradicts the generally accepted explanation that a pseudo interface wave
originates from a pole on a nonprincipal Riemann sheet. It is also shown that part of the physical
properties of a pseudo interface wave can be captured by loop integrals along the branch cuts in the
complex slowness plane. Moreover, it is observed that the pseudo-Stoneley pole is not always
present on the principal Riemann sheet depending also on frequency rather than on the contrast in
material parameters only. Finally, it is shown that two additional zeroes of the poroelastic Stoneley

dispersion equation, which are comparable with the P̄-poles known in nonporous elastic solids, do
have physical significance due to their residue contributions to a full point-force response.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3308473�
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I. INTRODUCTION

Interface waves such as Rayleigh and Stoneley waves
are often used to investigate materials. One can think of ap-
plications in ultrasonic testing of structures, borehole logging
in geotechnical and reservoir engineering, and surface seis-
mics in geophysics, see, e.g., Refs. 1–4. In the case of porous
materials, interface waves carry information on elastic prop-
erties but also on properties such as porosity, permeability,
and fluid mobility.1 Rosenbaum5 found that, compared to all
other surface and body wavemodes, the Stoneley-type wave
that travels along the open-pore interface of a fluid and a
porous medium, carries the best measure of permeability.

Several theoretical studies were performed on interface
waves that propagate along the boundary of a porous me-
dium. These studies were carried out in the context of Biot’s
theory for wave propagation in fluid-saturated poroelastic
solids. Deresiewicz6 showed the existence of a Rayleigh-type
wave that propagates along the free surface of a poroelastic
half-space and analyzed the frequency-dependent phase ve-
locity and attenuation.

For a fluid/poroelastic-medium configuration, Rosen-
baum5 predicted the existence of the pseudo-Rayleigh �pR�
and the pseudo-Stoneley �pSt� wave. The latter was explic-
itly named as such by Feng and Johnson,7,8 since a pseudo
interface wave has part of its energy leaking into slower bulk
modes as it propagates along the interface. Feng and
Johnson7 also showed the existence of another interface
wavemode, the nonleaky true interface wave. It was found
that the existence of this wave depends on whether or not the
pores are open for pore fluid to flow across the interface.

Feng and Johnson8 derived Green’s functions �impulse re-
sponses� for high-frequency Biot theory that confirmed the
existence of the three different waves.

Experimental evidence was found for all three types of
interface wavemodes, see, e.g., Refs. 9–11.

Feng and Johnson7 argued that other zeroes of the po-
roelastic Stoneley dispersion equation have no physical sig-
nificance as pseudo interface modes. The corresponding
propagation velocities would be larger than that of shear
waves, which is not realistic.

In order to obtain the characteristics of the interface
wavemodes, Feng and Johnson7 used the zeroes of the non-
viscid poroelastic Stoneley dispersion equation in the com-
plex plane to obtain the propagation velocities and attenua-
tions. Gubaidullin et al.12 went a step further and analyzed
the frequency dependence of the interface wavemodes by
incorporating the viscous loss mechanism of Johnson et al.13

They also used the zeroes of the dispersion equation to de-
rive the characteristics of the interface waves. The same ap-
proach was adopted by Edelman and Wilmanski,14 Albers,15

and Markov.16 In most of the papers, specific restrictions for
the involved square roots �i.e., their Riemann sheets� are
given.

The generally accepted explanation for a pseudo inter-
face wave is that it originates from a zero that forms a pole
singularity on another Riemann sheet than the so-called
“principal” sheet. It affects the behavior of the integrand on
the principal Riemann sheet by causing a local maximum in
the integrand.17 In case the pole lies close to the real axis, it
might have a contribution to the Green’s function.

In a series of publications, Allard et al.11,18,19 studied the
propagation of interface waves along the boundaries of po-
roelastic and nonporous elastic media. In the case of an air/
air-saturated poroelastic-solid configuration, they found that

a�Author to whom correspondence should be addressed. Electronic mail:
k.n.vandalen@tudelft.nl
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taking the residue of the pseudo-Rayleigh pole is sufficient to
describe the entire pseudo-Rayleigh waveform.19 For the
water/water-saturated poroelastic-solid configuration, they
found that the pseudo-Stoneley pole residue describes the
entire waveform of the pseudo-Stoneley wave.11 However,
for the water/elastic-solid configuration, they found that the
pseudo-Rayleigh waveform is strongly affected by the loop
integrals along the branch cuts.

In summary, taking just the location of the zeroes of the
dispersion equation rather than computing the full transient
response is a very fast way to predict the kinematic proper-
ties of pseudo interface waves, but the question arises if
these predictions are always complete.

Therefore, in this paper we analyze the three-
dimensional transient wave propagation due to a point force
applied at the interface of a fluid and a fluid-saturated po-
roelastic solid. The aims are as follows.

�1� To investigate if a zero of the poroelastic Stoneley dis-
persion equation indeed yields the pertinent physical
properties of the corresponding pseudo interface wave-
mode. This is done by quantitative comparison between
the residues of specific poles and the full transient re-
sponse.

�2� To verify if a pseudo interface wave indeed necessarily
originates from a pole on a nonprincipal Riemann sheet.

�3� To verify the physical significance of additional zeroes
of the poroelastic Stoneley dispersion equation that are
not related to pseudo interface waves.7

The paper is organized as follows. In Sec. II, we present
the model to analyze the fluid/poroelastic-medium configu-
ration. Subsequently, in Sec. III, the derivation of Green’s
function is summarized. The implementation of the numeri-
cal integration is discussed in Sec. IV. We discuss the results
in Sec. V. The conclusions are given in Sec. VI.

II. MODEL

To study the transient wave propagation in a fluid/
poroelastic-medium configuration, we consider a configura-
tion that consists of a fluid half-space on top of a fluid-
saturated poroelastic half-space. A vertical point force F�t� is
applied at the interface �see Fig. 1�a�; Fig. 1�b� is referred to
later�. Both half-spaces are considered to be homogeneous
and isotropic. The configuration is similar to the one applied
by Gubaidullin et al.12 but extended to three dimensions.

The behavior in the lower half-space �x3�0� is gov-
erned by the well-known Biot equations of motion for a
fluid-saturated poroelastic solid that were extensively dis-
cussed in this journal, see, e.g., Refs. 20 and 21. Following
Biot’s theory, we assume that for long wavelength distur-
bances with respect to the characteristic pore scale, average
local displacements can be defined for the solid �frame�
u�x , t�= �u1 ,u2 ,u3�T and the fluid U�x , t�= �U1 ,U2 ,U3�T.
Considering a cube of unit size of bulk material �porosity ��,
the forces per unit bulk area applied to that part of the cube
faces occupied by the solid are denoted by �ij. They are
constituted by both fluid pressure pf and intergranular
stresses �ij according to

�ij = − �ij − �1 − ��pf�ij , �1�

where �ij is the Kronecker delta. The total normal tension
force per unit bulk area applied to the fluid faces of the unit
cube, denoted by �, is constituted by pf only,

� = − �pf . �2�

Here, �ij and pf are defined positive in compression and,
consequently, �ij and � are positive in tension, see also Ref.
12. In the case of isotropic materials, the stress-strain rela-
tions for the solid and the fluid can be written as

�ij = G��iuj + � jui� + A�kuk�ij + Q�kUk�ij , �3�

� = Q�kuk + R�kUk, �4�

where Einstein’s summation convention for repeated indices
is applied, and � j =� /�xj. A, Q, and R are generalized elastic
constants that can be related via Gedanken experiments to
porosity, grain bulk modulus Ks, fluid bulk modulus Kf, bulk
modulus of porous drained frame Kb, and shear modulus G
of both drained frame and total composite.22,23 The physical
background of Eqs. �3� and �4� is discussed in more detail in
Ref. 20.

The equations of motion are found from combination of
momentum conservation and the stress-strain relations, Eqs.
�3� and �4�, and can be written as20,21

�11�t
2u + �12�t

2U + b � �t�u − U� = P � � · u − G � � � � u

+ Q � � · U , �5�

�12�t
2u + �22�t

2U − b � �t�u − U� = Q � � · u + R � � · U , �6�

where the asterisk denotes convolution, P=A+2G, and the
effective densities are defined as

�11 = �1 − ���s − �12,

�22 = �� f − �12,

�12 = − ��	 − 1��� f , �7�

where the tortuosity �	
1, and hence �12�0. Solid and
fluid densities are denoted as �s and � f, respectively. The
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FIG. 1. �a� Point force F�t� applied at the interface of a fluid-saturated
poroelastic half-space and a fluid half-space. Both half-spaces are homoge-
neous and isotropic. �b� Schematic snapshot of the full response with sepa-
rate arrivals: fast compressional �P1� wave, slow compressional �P2� wave,
shear �S� wave, fluid �F� wave, pseudo-Rayleigh �pR� wave, and pseudo-
Stoneley �pSt� wave. The double-mode symbols �e.g., SP1� indicate lateral
waves �¯ �. The first symbol denotes the wavemode of the specific arrival;
the second denotes the one from which it is radiated. Here, the F-wave
velocity is assumed higher than the P2-wave velocity. For clarity, we omit-
ted the following arrivals: FS, P2P1, P2S, P2pR, and P2F.
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linear time-convolution operator b was formulated in the fre-
quency domain as the viscous correction factor by Johnson et
al.,13 according to

b̂��� = b0�1 + 1
2 iM�/�c�1/2, �8�

where the viscous damping factor b0=�2 /k0. Here, the dy-
namic fluid viscosity is denoted by  and k0 represents the
zero-frequency Darcy permeability. The shape factor M is
usually taken equal to 1.24 The rollover frequency, which
represents the transition from low-frequency viscosity-
dominated to high-frequency intertia-dominated behavior, is
defined as �c=� / ��	� fk0�.

The behavior of the upper �fluid� half-space �x3�0� is
governed by the acoustic wave equation

�F�t
2pF = KF�2pF, �9�

where KF and �F denote the bulk modulus and density of the
fluid, respectively, and pF denotes the fluid pressure.

We assume that the behavior at the interface is governed
by conventional open-pore conditions, i.e., by continuity of
volume flux and fluid pressure, and vanishing intergranular
vertical and shear stresses. The force is applied to the solid.
The open-pore boundary is a realistic choice to model the
fluid/poroelastic-medium interface,1 and a limiting case of
the situation where a finite surface flow impedance is con-
sidered, see e.g., Refs. 12, 25, and 26. It implies that the true
interface wave is absent in the response.7,8 Hence, in the
limit of x3→0, the following conditions should be satisfied

�1 − ��u3 + �U3 − UF,3 = 0, �10�

pf − pF = 0, �11�

�13 = 0, �12�

�23 = 0, �13�

�33 = F�t���x1���x2� , �14�

where ��¯ � denotes the Dirac delta function, and UF,3 de-
notes the vertical particle displacement in the upper half-
space. The fact that the intergranular stress �33 is zero does
not imply that the total solid stress �33 vanishes, see Eq. �1�.

The medium is considered to be at rest at t�0. At infi-
nite distance from the source, the motions are bounded.

III. GREEN’S FUNCTIONS

In this section, we summarize the derivation of the
Green’s functions �impulse responses� as described by the
solution to the set of governing equations, Eqs. �5�, �6�, and
�9�–�14�. The main part of the derivation is given in Appen-
dices A and B and we refer to them where necessary.

In order to analyze the response in the plane-wave do-
main, the Fourier transform is applied over time according to

û�x,�� = �
−	

	

u�x,t�exp�− i�t�dt , �15�

where � denotes radial frequency. It is assumed that u�x , t� is
real valued and hence, it is sufficient to consider �
0. Fol-

lowing Aki and Richards,4 the Fourier transform over hori-
zontal spatial coordinates can be defined as

ũ�p,x3,�� = �
−	

	 �
−	

	

û�x,��exp�i�p · r�dx1dx2, �16�

where p= �p1 , p2�T is the horizontal slowness vector and r
= �x1 ,x2�T is the horizontal space vector. The transforms are
applied similarly to the other field quantities. The hat refers
to the �x ,��-domain and the tilde to the �p ,x3 ,��-domain.

The response in the �p ,x3 ,��-domain is described by the
physical quantities ũi and p̃f in the lower half-space, col-
lected in the vector w̃= �ũ1 , ũ2 , ũ3 ,−�p̃f�T, and by p̃F in the
upper half-space, see Eqs. �A1�, �A4�, and �A6�. The expres-
sions for the response are obtained using Helmholtz decom-
position of the equations of motion and substitution of the
general solutions into the boundary conditions. This gives a
set of equations that is solved analytically �see Appendix A�.

The response can be written in terms of Green’s func-
tions according to

w̃ = g̃+F̂ =
ñ+

�St
F̂ , �17�

p̃F = g̃−F̂ =
ñ−

�St
F̂ , �18�

where g̃+ and g̃− are the Green’s functions in the lower and
upper media, respectively, ñ+ and ñ− are the corresponding

numerators, and F̂ is the Fourier transform of the force sig-
nature. From Eqs. �A1�, �A4�, and �A6�, it follows that g̃+

consists of a superposition of all possible body modes: the
fast �P1� and slow �P2� compressional waves, and the verti-
cally polarized shear �SV� wave. The horizontally polarized
shear �SH� mode is not excited by the vertical force. The
Green’s function g̃− only contains the fluid �F� compres-
sional mode. Both Green’s functions have the “poroelastic
Stoneley-wave denominator” �St=�St�p ,�� that is associated
with interface waves along the fluid/poroelastic-medium in-
terface, which is very similar to the “Scholte-wave denomi-
nator” for a fluid/elastic-solid interface.27 Here, p= �p1

2

+ p2
2�1/2 denotes the magnitude of the horizontal slowness.

The body-wave slownesses sj, j= �P1 , P2 ,F ,S�, are de-
fined in Appendix A �Table III�. The corresponding vertical
slownesses are defined as qj = �sj

2− p2�1/2, where Im�qj��0
due to Sommerfeld’s radiation condition.

To find the Green’s functions in the �x ,��-domain, the
inverse Fourier transform is applied according to

ĝ+ =
�2

�2��2�
−	

	 �
−	

	 ñ+�p,x3,��
�St

exp�− i�p · r�dp1dp2,

�19�

where �
0. We only show the derivation of ĝ+, but the
expressions for ĝ− are obtained by simply replacing ñ+ by ñ−.
When cylindrical coordinates are introduced, Eq. �19� can be
written as
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ĝ+ =
�2

4�
�

−	

	 ñ+�p,��,x3,��
�St

H0
�2���pr�pdp , �20�

where r= �x1
2+x2

2�1/2 and in which the horizontal derivatives
��, �= �1,2�, are applied to the Hankel function H0

�2��¯ �,
see Eqs. �B3� and �B4� �Appendix B�.

Now we change the real-axis integral into a contour in-
tegral in the complex p-plane. The idea is that by integration
in the complex plane, contributions from loop integrals and
from pole residues can be distinguished. We choose branch
cuts along the hyperbolic lines3 Im�qj�=0. In this way
Im�qj��0 ∀ p, which ensures the decay of the exponential
terms exp��i�qjx3� for large p �see Eqs. �A1� and �A4��.
The branch cuts depart from the branch points associated
with the body-wave slownesses sj, as shown in Fig. 2. The
qF-branch cut reduces to the imaginary axis and part of the
real axis since the slowness of the fluid wave �sF� is real.

The current branch cuts are referred to as the “funda-
mental” branch cuts.28 The corresponding Riemann sheet is
referred to as the principal Riemann sheet17 or the “physical”
Riemann sheet.4

In Fig. 2 the closed contour is also displayed. It is
formed by the entire real axis, the loops along the branch
cuts and around the branch points, and an arc of infinite
radius in the lower half-plane. For Re�p��0, the horizontal
part of the contour lies just below the axis due to the pres-
ence of a branch cut of the Hankel function at the negative
real axis.29

Applying Cauchy’s residue theorem,30 we obtain

ĝ+ = �
−	

	

f̃+dp = − 2�i�
m

Resp=sm
f̃+ − �

j
�

Cj

f̃+dp ,

f̃+ =
�2

4�

ñ+�p,��,x3,��
�St

H0
�2���pr�p , �21�

where every sm denotes a first-order pole of the integrand
inside the integration contour and every Cj denotes a loop
along the specific branch cut. In Eq. �21�, the contribution of
the arc vanishes because of Jordan’s lemma.31 The contribu-
tions around the branch points are also zero.

The poles sm result from zeroes of the poroelastic Stone-
ley dispersion equation ��St=0� on the principal Riemann
sheet. The number of poles N present inside contour C is
determined by applying the principle of the argument to the
Stoneley equation30

N =
1

2�i.C

�p�St

�St
dp . �22�

The residue of the integrand at a first-order pole is given as

Resp=sm
f̃+ = 	 �2

4�

ñ+�p,��,x3,��
�p�St

H0
�2���pr�p


p=sm

. �23�

IV. NUMERICAL IMPLEMENTATION

To perform the integration along the hyperbolic branch
cuts, we choose pi=Im�p� as the variable of integration ac-
cording to

�
Cj

f̃+ �p

�pi
dpi, �24�

where

p =
Re�sj�Im�sj�

pi
+ ipi,

�p

�pi
= −

Re�sj�Im�sj�
pi

2 + i . �25�

For the qF-branch cut, the integration path is the imaginary
axis and part of the real axis, which follows from Eq. �25� for
vanishing imaginary part of the slowness Im�sF�↑0 �Fig. 2�.
Along the cut of qj, at the left side Re�qj��0 and at the right
side Re�qj��0. At the specific cut Im�qj�=0 and everywhere
else Im�qj��0.

The numerical integration is performed using an adap-
tive eight-point Legendre–Gauss algorithm,29,32 which can
handle integrable singularities such as branch points.

For the numerical implementation of the principle of the
argument, we apply Eq. �22� separately for the areas between
the various parts of the integration contour �branch cuts, real
axis, and arc, see Fig. 2� to find out where the poles can be
expected. Subsequently, the pole locations are found numeri-
cally by minimizing the left-hand side of equation ��St�=0.
Since it contains local minima and branch-cut discontinui-
ties, it is important to choose a proper starting value. This
requires some manual iteration. The accuracy, as expressed
by ��St�p=sm�� / ��St�p=0��, is typically O�10−10�. Here sm de-
notes the numerical value of the pole location.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we investigate the transient responses for
four different fluid/poroelastic-medium configurations �see
Table I�. In the first three configurations, water-saturated
Bentheimer sandstone �see Table II� is used as porous me-
dium. The upper half-space is subsequently filled with water,
air, or a light fluid. In the fourth configuration, which is the
one of Feng and Johnson,7,8 the porous medium is formed by
water-saturated fused glass beads, while the upper half-space
is filled with water.

For every configuration, we will show the vertical com-
ponent of particle velocity v3 and the fluid pressure pf for an

1Ps

Ss

2Ps

Fs Re p

Im p

pRs*

2PC

*Pas*Pbs

1Ps

Ss

2Ps

Fs Re p

Im p

pRs*

2PC

*Pas*Pbs

FIG. 2. Complex p-plane with �– –� branch cuts, �•� branch points sj, j
= �P1 , P2 ,F ,S�, and �� � poles spR �pseudo-Rayleigh�, sP̄a and sP̄b �addi-
tional�, for the calculation of the Green’s functions for Bentheimer/air con-
figuration 2 �see Table I�. The branch points are formed by the body-wave
slownesses specified in Appendix A �Table III�. The hyperbolic branch cuts
are described by Im�qj�=0. Poles are zeroes of the poroelastic Stoneley
denominator, see Eq. �21�. Only part of the closed integration contour �–� is
displayed: real axis, arc in lower half-plane, and loop CP2 along the
qP2-branch cut. The direction of integration is indicated.
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observation point at the interface x3=0 at offset r=x1

=0.1 m. Fluid pressure is related to dilatation only �see Eq.
�4�� and hence, v3 and pf contain different information. Also,
the comparison between the full response and a pole residue
can be different in v3 and pf, as will be shown.

The point force has Ricker signature,33

F�t� = Fmax� 1
2�0

2t̄2 − 1�exp�− 1
4�0

2t̄2� , �26�

where t̄= t− ts, �0=2�f0, and center frequency f0=500 kHz
�see Fig. 3�. The magnitude Fmax=1 N and time shift ts

=5 �s. We perform the integration for the frequency range
0� f �2 MHz. The full response is obtained by multiplica-
tion of the spectra of the Green’s functions and the source
�see Eqs. �17� and �18��, and using a standard fast Fourier
transform algorithm.

A. Residue contribution vs full response

First, we address the relation between a pole and a
pseudo interface wave, as raised in point �1� in the Introduc-
tion �Sec. I�. For configurations 1–3, the full transient re-
sponses and separate pole residues �see Eq. �21�� are dis-
played in Figs. 3–5. We identified the different arrivals in the
full responses using the propagation velocities as obtained
from the modal slownesses. Head waves are identified geo-
metrically using the pertaining modal velocities and are in-
dicated with double-mode symbols �e.g., SP1: the shear �S�

wave radiated by the fast �P1� compressional wave�. For the
sake of clarity, a schematic snapshot of the full response with
the different arrivals is shown in Fig. 1�b�.

We first note that the P1-wave is present quite strongly
in v3 although this component is perpendicular to the direc-
tion of propagation of this longitudinal wave �Figs. 4 and 5�.
This is due to the contraction in vertical direction that can
easily take place at the air/sandstone or light-fluid/sandstone
interface. Remarkably, there is an arrival present in pf at the
S-wave arrival time �Figs. 4 and 5�. This is not an
S-wavefront but radiated slow compressional �P2� and fluid
�F� head waves, see Fig. 1�b�.

Now, we focus on the comparison of interface waves in
the full responses and corresponding pole residues. The
pole�s� that are present on the principal Riemann sheet con-
tributing a residue are given in Table I, for each configuration
separately. We found the pseudo-Stoneley �pSt�, the pseudo-

Rayleigh (pR), and two additional �P̄a , P̄b� poles. The latter
ones are discussed in Sec. V C.

TABLE I. Various configurations for which the transient response is calcu-
lated. The type of sandstone is Bentheimer. For fused glass beads, the bulk
modulus of the drained matrix is chosen as Kb=10 GPa and the permeabil-
ity is chosen as k0=10−11 m2. The upper half-space is filled with either
water �KF=Kf , �F=� f�, or air �KF=1.42�102 kPa, �F=1.25 kg m−3�, or
a light fluid �KF=Kf /10, �F=� f /8�. For every configuration, the poles
present on the principal Riemann sheet are indicated: pseudo-Stoneley �pSt�,
pseudo-Rayleigh �pR�, and two additional �P̄a , P̄b� poles.

Porous solid Saturating fluid Upper half-space Poles

1 Sandstone Water Water pSt

2 Sandstone Water Air P̄a , P̄b,a pR
3 Sandstone Water Light fluid pR, pSt a

4 Fused glass beads Water Water pSt a

aIts residue is not shown.

TABLE II. Material parameters as used for water-saturated Bentheimer
sandstone �Ref. 34�. The bulk modulus of the matrix Kb is found according
to Kb=Kp− 4

3G.

Solid �frame� density �s 2630 kg m−3

Fluid density � f 1000 kg m−3

Tortuosity �	 2.4
Porosity � 0.23
Permeability k0 3.7 �m2

Dynamic fluid viscosity  0.001 Pa s
Shear modulus G 6.8 GPa
Constrained modulus Kp 14 GPa
Grain bulk modulus Ks 36.5 GPa
Fluid bulk modulus Kf 2.22 GPa
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FIG. 3. Full response and pSt-pole residue at x2=x3=0 and offset x1

=0.10 m for Bentheimer/water configuration 1. The pSt-pole residue coin-
cides with the pSt-waveform in the full response. Other wavemodes are too
weak to be observed in this figure. The source signature F�t� is also dis-
played.
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FIG. 4. Full response and residues of pR-pole and P̄a-pole at x2=x3=0 and

offset x1=0.10 m for Bentheimer/air configuration 2. The P̄a-pole residue
has been scaled down by a factor 200 to make it entirely visible. The
pR-pole residue coincides with the pR-waveform in the full response of v3.
The double-mode symbols are explained in Fig. 1�b�.
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For configuration 1 �water as upper fluid�, only the
pSt-pole is found on the principal Riemann sheet. From Fig.
3, we observe that its residue yields the entire pSt-waveform.
For configuration 2 �air as upper fluid�, the pR-pole is found
on the principal Riemann sheet. From Fig. 4, it is observed
that its residue coincides with the pR-waveform in the full
response of v3 �actually, the difference is nonzero but too
small to be observed�. However, it does not coincide with
that in the full response of pf. Its contribution is opposite,
which means that the loop integrals along the branch cuts
also contribute to the pseudo interface waveform. This was
also found by Allard et al.11 It implies that part of the perti-
nent physical properties of the pseudo interface wave is cap-
tured by the loop integrals.

This is more pronounced for configuration 3 �light upper
fluid�, as shown in Fig. 5, in which both the pR-pole and the
pSt-pole are found on the principal Riemann sheet. In both
components �v3 and pf�, the pR-pole residue does not coin-

cide with the pR-waveform in the full response. The pSt-pole
residue is not displayed separately because the pSt-wave
strongly interferes with the F-wave.

To investigate how the residues and the interface wave-
forms in the full responses compare for an observation point
that lies off the interface, we calculated the responses for
configurations 1 to 3 at x3=0.01 m and offset r=x1=0.1 m.
The corresponding results are displayed in Figs. 6–8. Com-
pared to the previous responses at x3=0, various head waves
can now be distinguished as separate arrivals, generated by
the body wavefronts that propagate along the interface, cf.
Fig. 1�b�. From Figs. 6–8, we also observe that the residues
now yield two waveforms in the full responses. The first one
�pR or pSt� is the waveform of the specific interface wave
itself, while the second �P2pR or P2pSt� corresponds to the
P2-mode that is radiated by the propagating pseudo interface
wave. For configurations 1 �water as upper fluid, Fig. 6� and
2 �air as upper fluid, Fig. 7�, it is observed that both wave-
forms are now captured entirely by the residue of the corre-
sponding pole. For configuration 3 �light upper fluid, Fig. 8�,
this is not the case, as for x3=0.
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FIG. 6. Full response and pSt-pole residue at x2=0, x3=0.01 m, and offset
x1=0.10 m for Bentheimer/water configuration 1. The pSt-pole residue co-
incides with the pSt- and P2pSt-waveforms in the full response. The double-
mode symbols are explained in Fig. 1�b�.
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In addition to the observations on responses with entire
waveforms, we give attention to the characteristics of a
pseudo interface wave. With regard to the propagation veloc-
ity, we observe that it is predicted properly by the residue of
the corresponding pole for all presented numerical results.
Concerning the attenuation, it was proposed by van der
Hijden17 to quantify the true attenuation of a pseudo inter-
face wave based on the full transient response. This is also
done by Rosenbaum,5 but he only showed the decay of the
total waveform, which would result in one value for the at-
tenuation. This is quite restrictive and therefore we use the
following method to retrieve the frequency-dependent at-
tenuation from a windowed pseudo interface waveform in
the full response. Here, attenuation is defined by Im�sm

tr�,
where sm

tr represents the true wave slowness and m
= �pR , pSt�. As a starting point, we consider the pseudo in-
terface wave in the far field where it does not interfere with
other wavemodes, and we assume that it is described by

v̂m,3�r� � r−1/2 exp�− i�sm
trr� , �27�

which is found from the asymptotic behavior of the Hankel
function.29 The imaginary part of the wave slowness can be
retrieved by comparing the amplitude spectra of the win-
dowed waveform �v̂m,3�r�� at two different observation points
r=ra and r=rb, according to

Im�sm
tr�f�� =

1

2�f�rb − ra�
ln� rb

1/2�v̂m,3�rb��
ra

1/2�v̂m,3�ra��
 . �28�

For configurations 1 �water as upper fluid� and 3 �light upper
fluid�, the attenuations are displayed in Figs. 9 and 10, re-
spectively, together with the corresponding predictions ob-
tained from the poles p=sm. The limited frequency range is
due to the limited bandwidth of the retrieved spectra. For
configuration 1 �water as upper fluid�, we observe that the
attenuation is described very well by the pSt-pole, except for
the low frequencies where the far-field approximation of the
Hankel function in Eq. �27� is not valid. For configuration 3
�light upper fluid�, however, the true attenuation of the
pR-wave is much greater than the value obtained from the

pR-pole residue. Obviously, the loop integrals along the
branch cuts cannot only affect the waveform but also the
spatial decay of a pseudo interface wave.

Sometimes, a residue of a pole is �implicitly� considered
to represent the corresponding interface-wave part of the
spectrum of the Green’s function �see e.g., Refs. 7, 12, and
14–16�, while the loop integrals are considered to constitute
the part related to body waves and head waves �if present�.
This can be true but we emphasize that the choice of branch
cuts is not unique. Therefore, the integration can be per-
formed on another physically allowed Riemann sheet, i.e., a
Riemann sheet that also meets the requirement of Im�qj�
�0 for real p,2,4 which is the original path of integration �see
Eq. �20��. This was done by Allard et al.11 and Tsang,35 and
clarified by Harris and Achenbach.36 Then, the construction
of the �x ,��-domain Green’s function is different as other
poles have to be taken into account and different loop inte-
grals are to be evaluated. Therefore, it might very well be
that �part of� the pertinent physical properties of a true or
pseudo interface wave are captured by the integrals along the
closed contour, rather than by the residue of a specific pole
�alone�.

From the current observations, we conclude that a resi-
due of a pole on the principal Riemann sheet does not nec-
essarily yield all the pertinent physical properties of the cor-
responding pseudo interface wave.

B. Presence of pR-pole and pSt-pole on Riemann
sheets

Now we address the issue concerning the origin of a
pseudo interface wave, as raised in point �2� of the Introduc-
tion �Sec. I�. In the computations in Sec. V A, we already
found that a pole related to a pseudo interface wave can be
located on the principal Riemann sheet and, obviously, con-
tribute a residue to the full response �see Table I�. This con-
tradicts the conventional explanation that a pseudo interface
wave originates from a pole on a different Riemann sheet
and is accounted for only by the loop integrals along branch
cuts by causing a local maximum in the integrand. Allard et

0 0.2 0.4 0.6 0.8 1 1.2 1.4
−1.2

−1

−0.8

−0.6

−0.4

−0.2

0 x 10
−5

Im
(s
pS
t)

f [MHz]

pSt-waveform
pSt-pole

FIG. 9. True attenuation, defined as Im�spSt
tr �, retrieved from windowed

pSt-waveforms for Bentheimer/water configuration 1, at x2=x3=0 and fro-
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al.11 already found this contradiction, but they did not refer
to this as such because their concern was to determine
whether or not a pole is related to a separate arrival in the
full response.

Surprisingly, in case of fused glass beads saturated with
water and covered with water �configuration 4, Fig. 11� the
pSt-pole is present on the principal Riemann sheet only for a
limited frequency range. In Fig. 12, the position of the pole
in the complex plane is given, as expressed by Im�spSt�. Also
the position of the qP2-branch cut is displayed, as expressed
by its imaginary part at Re�p�=Re�spSt�. As frequency in-
creases, the pSt-pole moves toward the branch cut and as
soon as it reaches the cut, it vanishes from the sheet. The
pole is not present on the principal sheet for 310 kHz� f
�2 MHz. Therefore, the residue of the pSt-pole is not
shown in Fig. 11. For the material properties used by
Gubaidullin et al.,12 exactly the same situation occurs, al-
though the transition takes place at a different frequency.
Obviously, the presence of a pole on a certain Riemann sheet

is not only a matter of the contrast in material parameters of
the half-spaces37 but can also depend on frequency in case of
viscous poroelastic media.

The behavior of the pSt-pole illustrates both the noncon-
ventional and the conventional explanation about the origin
of a pseudo interface wave. The pole does contribute a resi-
due over a certain frequency range and not outside that spe-
cific range. For the pR-wave present in the full response of
configuration 4 �Fig. 11�, only the conventional explanation
holds as the pR-pole is not found on the principal Riemann
sheet and the entire waveform is captured by the loop inte-
grals.

C. Physical significance of additional poles

Finally, we give attention to the physical significance of
two additional zeroes of the poroelastic Stoneley dispersion
equation ��St=0� as raised in point �3� of the Introduction
�Sec. I�. In configuration 2 �air as upper fluid�, these zeroes
show up as poles on the principal Riemann sheet at p=sP̄a

and p=sP̄b. They are located to the left of the fast
compressional-wave slowness �Re�sP̄a,P̄b��Re�sP1�� close to
the qP1-branch cut �see Fig. 2; p=sP̄a signifies the pole that

lies the closest to p=sP1�. The additional �P̄a , P̄b� poles are

comparable with the so-called P̄-poles that occur in nonpo-
rous elastic solids with an interface, as described by Gilbert
and Laster38 and Aki and Richards.4 The scaled real and
imaginary parts of the poles are displayed in Fig. 13. The

P̄b-pole is only present on the principal Riemann sheet for
limited frequency range 818.75 kHz� f �2 MHz.

Allard et al.18 also found one of the poles and refer to it
as an improper surface mode. Feng and Johnson7 stated that
poles located to the left of shear-wave branch point �Re�p�
�Re�sS�� have lost all physical significance as pseudo inter-
face modes. In the latter paper, the authors consider pseudo
interface modes in the conventional way. In their configura-
tion, the additional poles might indeed lie on a different Rie-
mann sheet, but we find that they can also show up on the
principal Riemann sheet. From Fig. 4 we observe that the

P̄a-pole has a substantial residue contribution to the full re-
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sponse, although it does not correspond to an interface wave-

mode �P̄b-pole similarly�. Any pole that contributes to the
full response should be considered as physically significant.

Gilbert and Laster38 and Aki and Richards4 related the

P̄-poles in elastic solids to a separate arrival. Van der
Hijden,17 however, stated that the concept of a separate pulse
should be dismissed because it is just a peculiar tail to the
compressional head-wave arrival. Harris and Achenbach36

confirmed this by stating that the poles yield features of the
lateral waves. The observations in the current computations
for poroelastic media also confirm this. From Fig. 7, we ob-

serve that the P̄a-pole contributes to the head waves gener-
ated by the P1-wavefront. It also contributes to the
P1-wavefront itself because it yields a strong pulse that ar-
rives even earlier �Figs. 4 and 7�, which is obviously ex-
plained by the pole lying to the left of the compressional-

wave slowness. The same is true for the P̄b-pole. The early-
arriving parts are not present in the full responses and hence,
the P1-waveform is constituted by both the residues of the

P̄-poles and the loop integrals along the branch cuts. The fact
that a pole contributes to the P1-waveform illustrates that it
lies in the vicinity of the saddle point of the body wave, as
used in asymptotic ray theory.35,39

There is one remarkable difference between the P̄-poles
in elastic and the ones in poroelastic media. In former, the
poles never show up on the principal Riemann sheet4 while
this is possible for the latter. A similarity lies in the fact that
in elastic solids �with rather small values of Poisson’s ratio�,
the poles lie also to the left of the compressional-wave
slowness.35

VI. CONCLUSIONS

In this paper, we analyze the three-dimensional transient
response of a fluid/poroelastic-medium configuration that is
subjected to a vertical point force at the interface. For differ-
ent materials, we quantitatively compare the full transient
response with the residue contributions of pole singularities
present on the so-called principal or physical Riemann sheet
of integration. The poles are formed by zeroes of the po-
roelastic Stoneley dispersion equation, i.e., the pseudo-
Stoneley (pSt) and the pseudo-Rayleigh (pR) poles.

We find that the residues of these poles do not necessar-
ily contain all pertinent physical properties of the corre-
sponding pseudo interface waves. Part of them can be cap-
tured by the loop integrals along the branch cuts. Therefore,
it can be erroneous to use only the location of a zero of the
Stoneley dispersion equation on the principal Riemann sheet,
to predict the entire waveform, the propagation velocity, and
attenuation of the corresponding pseudo interface wave.

According to the generally accepted explanation about
the origin of a pseudo interface wave, it originates from a
pole that lies on a nonprincipal Riemann sheet. The influence
of the pole is only indirect in the sense that it causes a local
maximum in the integrand of the Green’s function when its
location is close to the real axis. We find, however, that this
conventional explanation is not necessarily confirmed in the
context of Biot’s theory for poroelasticity. The poles can

show up on the principal Riemann sheet. For the pSt-pole,
we even show that its presence on the principal Riemann
sheet is not only determined by the contrast in the material
properties, but also by frequency.

Finally, we find that two additional zeroes of the po-
roelastic Stoneley dispersion equation do have physical sig-
nificance due to their residue contributions to the fast com-
pressional wavefront and to the head waves that are radiated
by this wavefront. In the literature the additional poles are,
however, referred to as nonphysical because they are not
related to pseudo interface waves. The poles are comparable

with the P̄-poles known in nonporous elastic solids, Refs. 38
and 4. Depending on the specific material parameters and
frequency, they can be present on the principal Riemann
sheet or on another one.
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APPENDIX A: TRANSFORM-DOMAIN RESPONSE

In this Appendix, we derive the �p ,x3 ,��-domain solu-
tion to Eqs. �5�, �6�, and �9�–�14�. Many of the involved
symbols are explained in Table III.

The general solution to the acoustic wave equation �Eq.
�9�� in the �p ,x3 ,��-domain can be readily found by apply-
ing the Fourier transform �Eqs. �15� and �16�� and solving
the obtained ordinary differential equation. The result is

TABLE III. Symbols used in Appendix A The various indices are defined as
j= �P1 , P2 ,F ,S�, k= �P1 , P2�, and �= �P1 , P2 ,S�. Behind a number of defini-
tions, references are displayed where the specific expressions originate from.

�̂11 = �11− ib̂ /� Ref. 23

�̂22 = �22− ib̂ /� Ref. 23

�̂12 = �12+ ib̂ /� Ref. 23
d0 = �̂11�̂22− �̂12

2 Ref. 23
d1 = −�R�̂11+ P�̂22−2Q�̂12� Ref. 23
d2 = PR−Q2 Ref. 23
sk

2 = �−d1� �d1
2−4d0d2�1/2� / �2d2� , Im�sk��0 Ref. 23

sS
2 = d0 / �G�̂22� , Im�sS��0 Ref. 23

sF
2 = �F /KF

p = �p1
2+ p2

2�1/2
0
qj = �sj

2− p2�1/2 , Im�qj��0

�̂k = −��̂11− Psk
2� / ��̂12−Qsk

2� Ref. 23

�̂S = −�̂12 / �̂22 Ref. 23
A� = A− �1−��Q /� Ref. 12
Q� = Q− �1−��R /� Ref. 12

Hk = Q+R�̂k Ref. 12

Kk = A�+Q��̂k+2G Ref. 12

�� = 1−�+��̂� Ref. 12
�1 = sP2

2 HP2−sP1
2 HP1

�2 = qP1sP2
2 HP2−qP2sP1

2 HP1

�3 = −4p4��̂22
−1�qP1sP1

2 HP1−qP2sP2
2 HP2�+4p2qSqP1qP2��̂22

−1�1

+2p2sS
2�qP1��P1+�d2

−1HP1KP2�−qP2��P2+�d2
−1HP2KP1��

−sS
2G−1�qP1�P1sP2

2 KP2−qP2�P2sP1
2 KP1�
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p̃F = i��FÃF exp�+ i�qFx3�, x3 � 0, �A1�

where ÃF is the complex plain-wave amplitude of the fluid
�F� wave and qF= �sF

2 − p2�1/2 is the vertical slowness. It con-
tains the wave slowness sF and the magnitude of the hori-
zontal slowness p that are defined in Table III.

The general solution to the Biot equations �Eqs. �5� and
�6�� can be derived by applying Helmholtz decomposition in
the �x ,��-domain to these equations, according to12,23

û = ��̂P1 + ��̂P2 + � � �̂, �A2�

Û = �̂P1 � �̂P1 + �̂P2 � �̂P2 + �̂S � � �̂, �A3�

where �̂P1 and �̂P2 denote the scalar potentials for the fast

�P1� and slow �P2� compressional waves, respectively, and �̂

denotes the shear-wave �S� vector potential. �̂P1, �̂P2, and �̂S

are the well-known fluid-solid �frame� amplitude ratios23 for
the separate body wavemodes �Table III�.

Applying the Helmholtz decomposition, the governing
equations are decoupled and once the spatial Fourier trans-
form �Eq. �16�� is applied, the decoupled equations turn into

ordinary differential equations for �̃P1 and �̃P2, and �̃ that
can be solved separately. The general solution for the dis-
placements is obtained by adding the separate contributions
according to Eqs. �A2� and �A3�. When the shear-wave term
is split into a vertically polarized �SV� and a horizontally
polarized �SH� part, the result for the wave vector w̃
= �ũ1 , ũ2 , ũ3 ,−�p̃f�T can be written as

w̃ = �
p1 p1 qS

p1

p
sS

2 p2

p2

p2 p2 qS
p2

p
− sS

2 p1

p2

qP1 qP2 − p 0

− i�sP1
2 HP1 − i�sP2

2 HP2 0 0

�
��

ÃP1 exp�− i�qP1x3�

ÃP2 exp�− i�qP2x3�

ÃSV exp�− i�qSx3�

ÃSH exp�− i�qSx3�
�, x3 � 0. �A4�

Next to the solid displacements ũ, the wave vector w̃ con-
tains the fluid pressure p̃f rather then the fluid displacements

Ũ because the four components of w̃ describe the wave field
totally: there are only four independent variables, see Ref.

40. In Eq. �A4�, ÃP1, ÃP2, ÃSV, and ÃSH denote the complex
plain-wave amplitudes of the corresponding body wave-
modes. In Table III, the vertical slownesses qP1, qP2, and qS

are defined �together with qF�, as well as the fluid compress-
ibility terms HP1 and HP2.

The body-wave slownesses have Im�sj��0 and Som-
merfeld’s radiation condition requires that Im�qj��0 for all
body modes, j= �P1 , P2 ,F ,S�.

The complex plane-wave amplitudes are determined by
the boundary conditions at the interface x3=0. Applying the
transforms �Eqs. �15� and �16�� to the boundary conditions
�Eqs. �10�–�14�� and substituting the wave fields �Eqs. �A1�
and �A4��, the following set of equations is obtained

�
2Gp2 − sP1

2 KP1 2Gp2 − sP2
2 KP2 0 2GpqS 0

sP1
2 HP1 sP2

2 HP2 − ��F 0 0

qP1�P1 qP2�P2 qF − p�S 0

2pqP1 2pqP2 0 sS
2 − 2p2 +

p2

p1p
qSsS

2

2pqP1 2pqP2 0 sS
2 − 2p2 −

p1

p2p
qSsS

2
�

��
ÃP1

ÃP2

ÃF

ÃSV

ÃSH

� = �
F̂

i�

0

0

0

0

� , �A5�

which is similar to that in Ref. 12, but extended to three
dimensions. The constrained moduli KP1 and KP2 are defined
in Table III. The solution is calculated analytically using
MAPLE

©:

ÃP1 =
− F̂

i�G�1�St
���FqP2�sS

2�P2 − 2p2��̂22
−1sP2

2 HP2�

+ qF�sS
2 − 2p2�sP2

2 HP2� ,

ÃP2 =
F̂

i�G�1�St
���FqP1�sS

2�P1 − 2p2��̂22
−1sP1

2 HP1�

+ qF�sS
2 − 2p2�sP1

2 HP1� ,

ÃF =
F̂

i�G�1�St
��qP1�P1sP2

2 HP2 − qP2�P2sP1
2 HP1�

� �sS
2 − 2p2� + 2p2�2�S� ,

ÃSV =
2pF̂

i�G�1�St
��2�F�̂22

−1qP1qP2�1 + qF�2� , �A6�

and ÃSH=0. Here, the “poroelastic Stoneley-wave denomina-
tor” �see Sec. III� is defined as

�St = qF�R + ��F�3/�1, �A7�

which is associated with interface waves along the fluid/
poroelastic-medium interface. It is very similar to the
“Scholte-wave denominator” for a fluid/elastic-solid
interface,27 and equivalent to the one as given by Denneman
et al.41 It contains the “poroelastic Rayleigh-wave denomi-
nator” that is associated with interface waves along a
vacuum/poroelastic-medium interface

�R = �sS
2 − 2p2�2 + 4p2qS�2/�1, �A8�

which is very similar to the one for a vacuum/elastic-solid
interface.4,31
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Now the plain-wave amplitudes are known, the
�p ,x3 ,��-domain solution to Eqs. �5�, �6�, and �9�–�14� is
determined and given by Eqs. �A1� and �A4�.

APPENDIX B: INVERSE FOURIER INTEGRAL

In this Appendix, we show how Eq. �19� can be written
in terms of a single integral according to Eq. �20�, following
Ref. 4. Transforming Eq. �19� to cylindrical coordinates ac-
cording to p1= p cos �, p2= p sin �, and x1=r cos �, x2

=r sin �, where r= �x1
2+x2

2�1/2, it can be written as

ĝ+ =
�2

�2��2�
0

	 �
0

2� ñ+�p,�,x3,��
�St

�exp�− i�pr cos�� − ���pd�dp . �B1�

The �-dependence of ñ+ can be replaced by �horizontal�
partial-derivative operators ��, �= �1,2�, since the factors p�

that appear in ñ+ �see Eqs. �A4� and �17�� correspond to
horizontal derivatives �−i�p�↔��� in the �x ,��-domain.
Therefore, ñ+�p ,� ,x3 ,�� is defined such that it contains the
appropriate derivative operators according to

ĝ+ =
�2

�2��2�
0

	 ñ+�p,��,x3,��
�St

��
0

2�

exp�− i�pr cos�� − ���d�pdp

=
�2

2�
�

0

	 ñ+�p,��,x3,��
�St

J0��pr�pdp , �B2�

where we used the integral representation of the zeroth-order
Bessel function J0�¯ �, see Ref. 42. The Bessel function is
replaced by the sum of two zeroth-order Hankel functions of
the first and second kinds,42 i.e., J0�z�= 1

2 �H0
�1��z�+H0

�2��z��.
Using the equality H0

�1��z�=−H0
�2��−z� and the evenness of the

�p ,x3 ,��-domain Green’s functions in p, Eq. �B2� can be
written as

ĝ+ =
�2

4�
�

−	

	 ñ+�p,��,x3,��
�St

H0
�2���pr�pdp , �B3�

where the horizontal derivatives are applied to the Hankel
function before the integration is performed, according to

��H0
�2���pr� = − �p

x�

r
H1

�2���pr� . �B4�
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Needle-free injection is a novel technique for transdermal drug and vaccine delivery, the efficacy of
which depends on the number density and mean penetration depth of particles beneath the skin. To
date, these parameters have been assessed optically, which is time-consuming and unsuitable for use
in vivo. The present work describes the development of a scanning acoustic microscopy technique
to map and size particle distributions following injection. Drug particles were modeled using a
polydisperse distribution of polystyrene spheres, mean diameter 30.0 �m, and standard deviation
16.7 �m, injected into agar-based tissue-mimicking material, and later, as polydisperse stainless
steel spheres, mean diameter 46.0 �m, and standard deviation 13.0 �m, injected both into agar and
into porcine skin. A focused broadband immersion transducer �10–75 MHz�, driven in pulse-echo
mode, was scanned over the surface of the injected samples. Recorded echo signals were
post-processed to deduce particle penetration depth �30–300 �m�. Furthermore, post-injection size
distribution of the spheres was calculated using a novel, automated spectral analysis technique.
Experimental results were validated optically and found to predict penetration depth and particle
size accurately. The availability of simultaneous particle penetration depth and particle size
information makes it possible for the first time to optimize particle design for specific drug delivery
applications. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3314252�

PACS number�s�: 43.35.Sx, 43.40.Fz �YHB� Pages: 2252–2261

I. INTRODUCTION

Needle-free particle injection is a technique, which al-
lows pain-free, transdermal delivery of drugs and vaccines.1

Typically, devices employ a high-speed gas flow, caused by
rupturing a pressurized gas canister held at 60 bars, in which
particles are entrained. The gas flow, with an exit velocity in
the region of Mach 0.8–1.0, is aimed at the skin, and the
particles penetrate to depths of hundreds of microns.2

Previous work has suggested that, based on calculations
using momentum and size, particles penetrate to depths pro-
portional to the product of their density, radius, and velocity.3

Though no experimental evidence is available, which con-
firms this hypothesis, it is believed that larger particles pen-
etrate deeper into a target than smaller ones. Work has pre-
viously been conducted using monodisperse polystyrene
particles, of diameter 48.0�3.8 �m and density of
1050 kg /m3 �Thermo Fisher Scientific�, which were fired
into agar targets. The penetration depth of these particles was
subsequently measured by slicing the sample and analyzing
sections using optical microscopy �see Fig. 1�.4 It has been
shown that 48.0 �m polystyrene particles penetrate 3% agar

to an average depth of around 300 �m over a surface, or
injection “footprint,” which is approximately circular with a
diameter of 10 mm.4

As optical microscopy is time-consuming and inherently
invasive, it would be desirable to develop an automated, non-
invasive method of measuring particle penetration depth and
size in order to assess the efficacy of the injection device, or
to assess other forms of subcutaneous dosage administration.
Previous work by the authors has shown that ultrasonic im-
aging techniques show great promise in identifying particles
beneath a surface, with work at 15 MHz providing accurate
estimations of relative particle number density within a
tissue-mimicking material.4 Furthermore, it has been sug-
gested that frequency domain analysis could provide a means
of measuring particle size, though such a technique has never
been applied to the case of polydisperse size distributions,
nor automated5 and compared directly to optical measure-
ments in order to assess its accuracy. For these reasons, this
study considers the development of an acoustic microscopy
technique—over technologies such as optical coherence
tomography6—which can be used to assess the size distribu-
tion and penetration depth of particles injected using needle-
free injection. Unlike previous works, this study considers
polydisperse particle distributions, injected into both agar
and skin targets.

Though the acoustic scattering from particles in agar has
been considered previously,5,7 to the best knowledge of the

a�Author to whom correspondence should be addressed. Electronic email:
jamie.condliffe@gmail.com

2252 J. Acoust. Soc. Am. 127 �4�, April 2010 © 2010 Acoustical Society of America0001-4966/2010/127�4�/2252/10/$25.00



authors, the present work represents the first attempt to de-
velop an acoustic microscopy technique to image particles
embedded within skin, following transdermal delivery. Fur-
thermore, this work develops a novel means of non-
invasively measuring the size of polydisperse particles sur-
rounded by both inviscid and visco-elastic media. The
overall objective is to develop a microscopy technique to
measure particle size and penetration depth in agar and skin
simultaneously, that can be exploited to optimize particles
and devices for a broad range of drug and vaccine delivery
applications.

II. THEORY

A. Scattering from an elastic sphere

The acoustic microscopy technique presented here relies
on the ability to relate the acoustic signal backscattered by
particles embedded in agar or skin samples to the electrical
signal received by the interrogating transducer. The scattered
wave varies depending on the acoustic properties of the sur-
rounding medium and the scatterer, the frequency of the in-
cident sound, and the size and shape of the scatterer. In gen-
eral, the surrounding medium and scatterer will support both
compressional and shear waves. To simplify the theoretical
discussion, the case of a particle surrounded by agar is first
considered. Agar has a shear modulus G of 100 kPa, as-
sumed to be negligible compared to the bulk modulus K of
2.25 GPa.8,9 In what follows, therefore, theoretical modeling
is shown, which assumes that a particle is surrounded by
agar, treated as an inviscid compressible fluid. This theory is
developed into a means of assessing particle size in later
sections.

The particles considered here are made of polystyrene
and stainless steel. Polystyrene spheres have a density of
1050 kg /m3, bulk modulus of 5.8 GPa, shear modulus of
1.27 GPa, and Poisson’s ratio � of 0.34; stainless steel par-
ticles have a density of 8000 kg /m3, bulk modulus of 193
GPa, shear modulus of 82 GPa, and Poisson’s ratio of 0.30.
The surrounding medium is assumed to be a 3% agar gel,
with density of 1030 kg /m3, bulk modulus of 2.25 GPa, and
shear modulus of 100 kPa.

An exact solution for scattering of sound by an elastic
sphere in an inviscid fluid was developed by Faran.10 This
solution is implemented here to model the response of the
particles in agar to an incident ultrasound pulse. Figure 2
shows the theoretical variation in differential backscattering
cross-section—backscattered power per unit incident
intensity—with frequency for a 48.0 �m polystyrene sphere
in agar. Also plotted in Fig. 2 is the experimentally acquired

frequency response of a single, isolated particle known to be
of diameter 48.0 �m, measured using the 10–75 MHz trans-
ducer described in Sec. III B, which has been normalized to
match the peak amplitude at 20 MHz. It can be seen that the
two results are in close agreement, with the theoretical model
correctly predicting the sharp resonances of the particle.
Similar agreement �data not shown� was obtained for the
case of a stainless steel sphere surrounded by agar—a second
particle type that will be used in subsequent studies.

B. Spectral method for particle sizing

In Fig. 2, it can be seen that the 48 �m sphere has five
distinct resonance peaks below 50 MHz, and the spacing
between these peaks is 6.2 MHz. For small values of the
non-dimensional size parameter ka, where k is the wavenum-
ber and a is the particle radius, it is found that the spacing
between the resonance peaks is inversely proportional to the
particle diameter. For the particular case of a 48.0 �m poly-
styrene sphere in agar, this is no longer true above 60 MHz,
where the simple, low-order elastic resonances of the particle
become confounded with higher-order modes of oscillation.
However, over the frequency range containing the strong
resonances, the spectral peak spacing can be directly corre-
lated with particle diameter, as illustrated in Fig. 3. The val-
ues for inter-peak spacing in Fig. 3 were determined from the
Faran solution, which was evaluated for polystyrene and

FIG. 1. Image of a typical lateral agar slice, containing 48.0 �m polysty-
rene particles, captured using a Nikon CCD-equipped microscope.

FIG. 2. Plot showing variation in differential back scatter, �dbs, with fre-
quency for a polystyrene particle, diameter 48.0 �m, surrounded by agar, as
predicted by the Faran model �dashed�. Shown for comparison is the experi-
mentally measured frequency response of a particle of the same size, ac-
quired using a 10–75 MHz transducer �black�. The experimental result is not
corrected for the frequency response of the transducer.

FIG. 3. A plot showing variation in particle size with inter-peak spacing in
frequency response.
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stainless steel particles of size 1–100 �m. The resonances
were detected using a peak finding algorithm, and their spac-
ing was recorded. The relationship shown in Fig. 3 provides
a means of non-invasive, real-time particle sizing, under cer-
tain assumptions, which are discussed in Sec. III E 1.

C. Multiple scattering

The particle sizing concept described in Sec. II B can
only be applied to an experimental situation involving mul-
tiple scatterers if it can be assumed that individual scatterers
do not interact. The multiple scattering criterion developed
by Waterman and Truell11 states that the single scattering
approximation holds when

n�s

k0
� 1, �1�

where �s is the total scattering cross-section of the object, n
is the number of scatterers per unit volume, and k0 is the
wave number in the surrounding medium. In the current
work, this parameter is of the order of 0.2, even for the
highest payload conditions of both polystyrene and stainless
steel particles, assuming frequencies in the range 10–75
MHz. It may therefore be assumed that the single scattering
approximation holds.

III. MATERIALS AND METHODS

A. Needle-free injection apparatus

The experimental needle-free particle injection system
shown in Fig. 4 was used. Particles were weighed using a
microbalance �MT 5, Mettler-Toledo, U.K.� and inserted into
a disposable cartridge, which fits into the main body of the
needle-free device. The number density of particles was cho-
sen to reflect that typically injected in a clinical setting. The
particles were fired at the sample from a height of 10 mm
above the surface with the “gun” mounted on a specially
designed delivery console to ensure that the direction of in-
jection was orthogonal to the target surface.

Two targets were used during this work. The first was a
3%, by mass, agar gel, which has been previously shown to
provide a good experimental model for needle-free
injection.4 In terms of acoustic properties, a 3% agar gel has
a density of 1030 kg /m3 and sound speed of 1540 m/s.8

These values compare favorably with the acoustic properties
of human skin, which has a density of approximately
1000 kg /m3 and a sound speed of 1480 m/s.12–14 The tissue-
mimicking agar material was manufactured in the laboratory
by combining agar powder with water, which was heated
��80 °C� while stirring, and then degassed under a vacuum
��50 kPa�. The resulting molten agar was injected into spe-
cially designed molds, and refrigerated for at least 3 h to
ensure complete solidification prior to injection of particles.

The second target was excised porcine tissue, which is
similar histomechanically and biomechanically to that of
humans,15 and is also of a similar thickness.16 Pig skin ex-
hibits a sound speed that is slightly higher than that of human
skin, at around 1720 m/s.13 Samples were taken from the
inguinal region �inner thigh� and dorsal pinna �back of the

ear� of an English white pig. The skin was marked before
removal from the body, and its dimensions were noted so
that the skin could be tensioned, to restore its dimensions
before retrieval during experimentation, providing continuity
between the in vivo and ex vivo cases. Experiments were
conducted in the shortest time possible, following harvest
from the pig, and in all cases, experiments were performed
within 3 days. The skin was at all times stored at a constant
temperature of 4 °C.

Monodisperse polystyrene particles of diameter
48.0 �m and density 1050 kg /m3 have been used in previ-
ous works to model drug and vaccine particles.4 However,
the use of monodisperse particle distributions undoubtedly
constitutes an over-simplification of the polydisperse par-
ticles, which are injected in a clinical context. The work
presented here therefore uses polydisperse polystyrene par-
ticles, mean diameter of 30.0 �m, and standard deviation of
16.7 �m, and stainless steel particles, mean diameter of
46.0 �m, and standard deviation of 13.0 �m �Thermo
Fisher Scientific�. The polystyrene spheres are able to pen-
etrate human skin, but we found that these were not able to
penetrate deep enough into porcine skin. Therefore, stainless
steel particles were chosen for the experiments in the porcine
skin because their higher density allowed them to penetrate

FIG. 4. Needle-free injection system mounted on a delivery console, which
enables accurate positioning of the phantom and orthogonal injection of
particles.
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to depths more relevant to the clinical application. We note
that this does not affect signal to noise ratio, with the scat-
tering cross-section of 46 �m stainless steel spheres being
of the same order as that of 30 �m polystyrene spheres over
the frequency range investigated here. It should be noted that
all references to size distributions hereafter refer to number
distributions and not to volume distributions.

B. Scanning acoustic microscopy apparatus

Following injection, targets were exposed to ultrasound
using the scanning acoustic microscopy �SAM� set-up pic-
tured in Fig. 5. The basic premise of the experimental layout
was that the sample, with embedded particles, was held in a
fixed position inside the ultrasound tank while planar scans,
parallel to its surface, were performed using an ultrasound
transducer.

The sample was mounted on a goniometer stage
�GN1/M, Thorlabs� with its free surface facing upwards in-
side a custom-built water tank, which contained filtered, de-
gassed, and deionized water maintained at a temperature of
20 °C. A 10–75 MHz, spherically focused PVDF transducer
�PI175–1-R0.50, S/N: 200411, Olympus NDT� was mounted
above the sample holder on a software-controlled, three-
dimensional motorized positioning system of sub-micron
precision �Z825 and TST001, Thorlabs�. The transducer was
mounted with its acoustic axis normal to the sample surface
and driven in pulse-echo mode using a high frequency
pulser-receiver �DPR500, JSR Ultrasonics�. The waveform
received by the pulser-receiver was recorded by a digital
oscilloscope �1 GHz bandwidth, 8-bit, Wavesurfer 104Mxi,
LeCroy�, and transferred to a PC �XPS, Dell� via TCP/IP for
storage and further processing.

C. Transducer characterization

According to O’Neil’s theoretical model for focused
radiators,17 the focal point of the transducer used in the
present study is 13.2 mm from the face of the transducer
when calculated at a frequency of 75 MHz. The focal zone

depth, defined as the distance between the −6 dB points for
pulse-echo response, is 6 mm, and the beam diameter is
120 �m at the −6 dB points.

The implication of these calculations is twofold. Axially,
the focal zone depth of the transducer is such that the pres-
sure amplitude of the ultrasound wave received by the em-
bedded particles can effectively be assumed to be constant
over penetration depths of hundreds of microns. The beam
diameter further determines the scanning step size required
to achieve complete characterization of the sample.

D. Sample alignment and data acquisition

Following mounting of the sample in the water tank, the
transducer was moved axially until its focus coincided with
the water-sample interface. The goniometer, on which the
sample holder was mounted, was then adjusted to ensure that
the surface of the sample was perpendicular to the transducer
axis. Performing this alignment at several points across the
sample surface ensured that the water-sample interface was
normal to the transducer axis, and was always coincident
with the transducer focus.

Motion control, pulser-receiver settings, and data acqui-
sition from the oscilloscope were controlled using a custom-
built graphical user interface developed in MATLAB �Math-
works�. The excitation pulse settings were set so as to keep
the pulse length short, to improve axial resolution, while also
maintaining high signal-to-noise ratio �SNR�. Parameters of
330 V driving voltage, 25 � damping, and “high” energy
produced an ultrasound pulse duration of 20 ns, equivalent to
a spatial pulse length of 30 �m, which was generated with a
pulse repetition frequency of 20 kHz.

Once alignment was achieved, the transducer was
moved transversely so that its focus approximately coincided
with the center of the needle-free injection site. A scan was
launched in a plane parallel to the sample surface, henceforth
referred to as the XY plane. Based on the transducer charac-
terization, a transverse step size of 100 �m was chosen. At
each XY position, 50 consecutive traces were averaged on
the oscilloscope to enhance SNR before transferring the data
to the PC.

E. Post-processing

A typical raw trace, taken from an experiment using
polystyrene particles in agar, is shown at the top of Fig. 6.
Two features are readily discerned. At 17.6 �s, the discon-
tinuity in acoustic impedance between the water and the agar
surface causes a reflection of the incident ultrasound pulse.
The second feature, starting at 18 �s, consists of a multiple
set of pulses, which corresponds to scattering from a single
particle in the agar. Traces taken from experiments per-
formed in skin are extremely similar, though there is an ap-
preciable increase in signal noise present. Post-processing of
these raw time traces is required to quantify particle proper-
ties and particle position beneath the target surface.

The distinctive features of these waveforms can be used
to extract parameters of interest: Signal amplitude and time
of flight can yield an estimate of penetration depth, while
frequency domain analysis can be used to predict particle

FIG. 5. General layout of the scanning acoustic microscope, showing the
automated positioning system and support frame �Thorlabs�, acoustic tank,
pulser-receiver �DPR500, JSR Ultrasonics�, and the digital oscilloscope
�Wavesurfer 104MXi, LeCroy� used for data acquisition.
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size. The following two post-processing algorithms were de-
veloped to analyze the raw data; the first uses a novel means
of frequency domain analysis to measure post-injection par-
ticle size non-invasively, while the second uses thresholding
and analysis of B-mode images to measure particle penetra-
tion depth.

1. Measuring particle size

As illustrated in Fig. 3, the inter-peak spacing of the
sharp resonances in the frequency response are unique for a
given particle size. To measure the size of the particles from
the echo data, an algorithm has been developed, which de-
termines the periodicity of resonances in the frequency do-
main and matches this to the most probable particle size.
First, the reflection from the water-sample interface is gated
out, leaving just the signal present as a result of scattering
from the particles. This is shown in the top plot in Fig. 6,
which shows an echo signal from a 48.0�3.8 �m particle.
The dashed box represents the gated signal that is used. The
Fourier transform of this part of the signal is taken, providing
the frequency spectrum of the signal due to scattering, as is
shown in the middle plot of Fig. 6. Finally, the periodicity of
the peaks in this spectrum is calculated by evaluating the
Fourier transform of the amplitude spectrum in the range
1–100 MHz, providing a plot of peak periodicity, as shown at
the bottom of Fig. 6.

A sharp peak is apparent in this plot, whose position
corresponds to the periodicity of the peaks due to scattering
in the frequency domain. The peak periodicity, of units
MHz−1, is the inverse of the peak spacing. Here, the peak
occurs at 0.163 MHz−1, corresponding to a peak spacing of
6.16 MHz. This value can be used to asses particle size using
the curve presented in Fig. 3. In the illustrated case, the
algorithm would predict that the particle has diameter
49 �m. This procedure is undertaken across the footprint to
identify a particle size for each XY point. This algorithm is

reliable for the cases where �i� there is one particle of any
size in the focal zone of the transducer, and �ii� where there
are multiple particles in the focal zone of the same size. For
cases where this is not true, it is assumed that multiple par-
ticles in the focal region are of the same size. However,
optical examination of the injection footprints in several
samples reveals that over 90% of the data points will contain
only one particle, which implies that sizing errors introduced
by signals attributable to multiple particles in a single time
trace should be relatively small over the entire injection foot-
print.

2. Measuring particle penetration depth

The magnitude of the analytic signal �described inter-
changeably from here on as the “envelope”�, generated using
the Hilbert transform, is commonly used in medical ultra-
sound imaging systems to create B-mode images.18 The
B-mode image shown at the top of Fig. 7 was created using
this technique. The magnitudes of the analytic signals from
each RF line, across a particular line of constant x or y, were
calculated, and “stacked” next to each other in a two-
dimensional matrix. The magnitudes of each element of the
matrix were then converted to a log-compressed greyscale.
The resulting images, shown for the case of skin in Fig. 7
�top�, clearly show the surface of the sample and the particles
lying beneath.

To measure penetration depth, successive B-mode im-
ages taken from the footprint were considered separately.
Thresholding and image analysis were used to correctly
identify particles below the surface, and filtering of object
properties allowed the effects of artifacts from skin to be
ignored. In each case, the surface of the sample was identi-
fied using thresholding. The first return from the agar inter-
face was roughly located along each A-line in the B-mode
image using thresholding, whereby the first occurrence of the
signal, being greater than five times the amplitude of the
noise floor, was sought. The noise floor was calculated as the
mean value of the first 1 �s of the envelope signal, which is
a part of the signal originating from before the surface of the
sample. Upon locating the first occurrence of the signal be-
ing above this threshold, the local maximum along the
A-line, within 20 ns of the first occurrence, was sought, and
the interface between water and sample was defined to be
half of an acoustic pulse length prior to this maximum. This
was used to define the sample surface across each B-mode
image.

In the current case, the scattered power from the particle
was greater in magnitude than that reflected by the surface.
In fact, this was true over the range of size and particle types
used throughout this work. By assessing the return from the
agar surface, at a position away from the injection footprint,
it was possible to calculate an average return from the sur-
face. A threshold was then set, at 1.5 times the average sur-
face reflection amplitude, above which a peak was assumed
to occur due to the possible presence of a particle. This
threshold was used to create a binary image. Pixels with a
value lower than the threshold were assigned a value of zero,
while those greater than the threshold were assigned a value

FIG. 6. A typical, averaged, received echo signal from a polystyrene particle
in agar �top�, with returns from the water-sample interface, and the polysty-
rene spheres are clearly visible. The dashed box represents the gated signal,
which is used in the spectral analysis explained in the text. Below this is the
corresponding frequency content of the signal, determined by taking a Fou-
rier transform of the gated echo signal �middle�. Finally, the periodicity of
the resonance peaks is obtained by taking a Fourier transform of the ampli-
tude spectrum �bottom�.
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of unity. The resulting black and white image is shown in the
second sub-plot of Fig. 7, which includes the superposition
of the skin surface.

At this point, the spatial characteristics of the objects
identifiable on the binary image were analyzed to extract the
area, minimum axis length lmin, major axis length lmaj, and
perimeter, where all values were measured in pixels. We ob-
served that particles appeared circular in the B-mode images.
As a result, in order for a shape to be identified as a particle,
it had to be sufficiently “round” �i.e., have a ratio of lmaj / lmin

close to unity and a perimeter approximately given by �
�lmaj+ lmin�� and have a pixel area within a certain range.
Objects, which were sufficiently small, large, or strangely
shaped, were excluded, and those of the correct size and
shape were included. This process allowed artifacts due to
hair follicles, sweat glands, and other skin sub-structures to
be ignored in the analysis. Those objects, which were in-
cluded, had their centroids defined as the particle center, and
a penetration depth calculated using the speed of sound in
skin and the time delay from the sample surface to the afore-
mentioned centroid. For illustrative purposes, those objects
determined to be particles are plotted at the bottom of Fig. 7
as circles, and beneath the skin surface, plotted as a line.
Each value of penetration depth was recorded and tagged
with the XY position at which it was measured.

F. Validation

Penetration depth measurements were validated using
optical microscopy. Following completion of the acoustic

scan, the sample was removed from the tank and was sec-
tioned. Previous work has introduced a variety of optical
imaging techniques to evaluate particle penetration depths.4

Agar was sectioned in the laboratory perpendicular to its
surface, in the XZ plane, using a specially produced “guillo-
tine” that resulted in slices of around 200 �m in thickness.
The sections were then photographed using a microscope
with a CCD-camera �ECLIPSE Ti, Nikon�, providing images
such as that in Fig. 1. An algorithm developed in MATLAB

allowed the upper surface of the gel to be detected and the
distance from this surface to the centroid of each particle to
be measured. A calibration image from the microscope was
then used to convert measurements in pixels to an actual
penetration depth that can be directly compared with acous-
tic measurements.

For the case of tissue, the sample was fixed in a solution
of saline buffered 10% formalin, and histology subsequently
performed at the Northwick Park Institute for Medical Re-
search �U.K.�. The samples were cut to provide transverse
slices, sectioned perpendicular to their surface in the XZ
plane, and stained with hematoxylin and eosin. Images of the
slides were captured using the CCD-camera equipped micro-
scope, and depth measurements were performed using image
analysis software �NIS-Elements, Nikon�.

All particle size measurements were validated using
laser-light diffraction. Measurements were performed using a
Mastersizer S �Malvern Instruments�, fitted with a 300RF
lens and backscatter detector, within a small volume sample
dispersion unit. This provided accurate distributions of par-

FIG. 7. Schematic explaining algo-
rithm used to determine penetration
depth in skin. A B-mode image �top� is
converted to a binary image �middle�
using thresholding. The skin surface is
shown in white for reference. The bi-
nary image’s “objects” are then sized
and classified either as particles or as
non-particles. This image allows a plot
�bottom� of the skin surface and par-
ticles �circles� to the created.
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ticles size. Optical microscopy and laser-light diffraction
were considered to be the “gold standard” for the purposes of
validation of the acoustic technique.

IV. RESULTS AND DISCUSSION

Samples of 3% agar were prepared, and differing pay-
loads of polydisperse polystyrene and stainless steel particles
were embedded into each using the experimental needle-free
injection device. Porcine tissue samples were also prepared
and injected with polydisperse stainless steel particles. Each
sample was individually analyzed using the SAM apparatus,
in conjunction with the two aforementioned algorithms for
measuring penetration depth and estimating particle size, be-
fore being sliced and analyzed optically.

A. Penetration depth

Use of the post-processing algorithm described in Sec-
tion III E 2 can be used to evaluate the distribution of pen-
etration depth in the sample. Figure 8 shows a plot of the
distribution of penetration depths for the case of a 350 �g
payload of polydisperse polystyrene particles, mean diameter
of 30 �m, injected into agar. Alongside values computed
from the acoustic data, the reader may observe results ac-
quired from the optical validation, normalized in the same
way. It can be seen that the modal penetration depth, repre-
sented graphically as the peak of the curve, is accurately
measured by the acoustic technique. Furthermore, computa-
tion of the mean penetration depth, measured to be 173 �m
acoustically and 184 �m optically, and standard deviation,
measured to be 105 �m acoustically and 103 �m optically,
are in good agreement.

For the sake of brevity, the mean and standard deviation
of penetration depth was calculated and recorded for each
experiment, which was performed, providing values for ten
data sets in total: three corresponding to polydisperse poly-
styrene particles in agar, three to polydisperse stainless steel

particles in agar, and four to polydisperse stainless steel par-
ticles in skin. Similar values were calculated from the optical
analysis for comparison. Figure 9 �top� shows a scatter plot
of mean penetration depth of particles, measured acoustically
and optically. It can be seen that there exists strong correla-
tion between the two, with correlation coefficient of R
=0.9866. Alongside this strong value of correlation coeffi-
cient, the data exhibits an extremely small p-value �calcu-
lated by transforming the R value into a paired, two-tailed
t-statistic� at p=1.3944�10−7. Therefore, the results exhibit
strong correlation, which is also statistically significant, sat-
isfying a 99.99% confidence interval. The mean penetration
is therefore accurately represented by the acoustic technique.

Figure 9 �bottom� shows a similar scatter plot for the
standard deviation of penetration, measured both acoustically
and optically. Relatively strong correlation is once again ob-
served, with a correlation coefficient of R=0.9335, which is
again shown to be statistically significant, with a p-value of
p=7.8756�10−5. The standard deviations seem to vary
rather more than the mean penetration depth, and it is hy-
pothesized that this is due to slight disruption of the particles
during optical validation. As the cutting blade is passed
through a sample, particles, especially in the case of those
made of stainless steel, are dislodged, and as a result, there is
a tendency for increased variation between the two measure-
ments. Regardless, these results suggest that the acoustic
technique is capable of accurately representing the mean
penetration depth, and provides a good indication of the stan-
dard deviation.

B. Particle size

Post-processing of the acoustic microscopy data using
the novel algorithm described in Section III E 1 provides es-
timates of particle size at every point across the acoustic
scan. The same algorithm developed in agar was employed
to estimate particle size in skin. Shown in Fig. 10 �top� is a

FIG. 8. Comparison between acoustical and optical estimates of particle penetration depth of polydisperse polystyrene particles, mean diameter 30 �m,
in agar.
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histogram representing particle size distribution measured
acoustically for the case of a 350 �g payload of polydis-
perse polystyrene particles injected into agar. The overlaid
black curve represents the particle size distribution mea-
sured, pre-injection, using laser-light diffraction techniques,
and is normalized such that the integral under the curve is
equal to that of the histogram. It can be seen that the mean
particle size of 30.0 �m is accurately measured by the
acoustic technique, though the standard deviation of the dis-
tribution, at 13.4 �m, is smaller than that measured using
light diffraction, at 16.7 �m. The lack of smaller particles in
the distribution may be due to the inability of such particles
to penetrate the agar surface; previous experiments have
tended to suggest that smaller particles penetrate less effec-
tively, so that very small particles may not penetrate the
sample at all. Prior evidence also suggests that larger par-
ticles may deform on impact with the target, meaning that
they are effectively converted into smaller particles post-
injection. This was confirmed by melting an agar sample

post-injection and performing laser-light diffraction measure-
ments using the remaining particles, showing a similar de-
crease in the number of large particles present. This could,
therefore, account for the acoustically measured decrease in
the number of particles in the larger size range.

Figure 10 �bottom� shows a typical acoustically mea-
sured size distribution of polydisperse stainless steel particles
in skin �histogram�, alongside the size distribution of the
same particles measured pre-injection using laser-light-
diffraction �solid line�. It can be observed that, though the
modal size �i.e., the size exhibited by most particles; the peak
of the distribution� of the acoustically measured distribution
is different to that measured pre-injection, the mean at
43 �m, and standard deviation at 16 �m, are extremely
similar to those measured using laser-light diffraction. These
observations suggest that the particle sizing technique is, to
some extent, affected by the change in surrounding medium
from agar to skin. It is worth noting that the sizing technique
assumed that the particle, which was being sized, was sur-
rounded by an inviscid fluid. The algorithm could be adapted
to compensate for the visco-elastic effects of the surrounding

FIG. 9. Scatter plots for mean �top� and standard deviation �bottom� of
penetration depth data, for polystyrene and stainless steel particles injected
in agar, and for stainless steel particles injected in skin, as measured acous-
tically and optically. Values of correlation coefficient R and significance
p-value are included.

FIG. 10. Distribution of particle sizes, as predicted by the acoustical tech-
nique following injection �gray histogram� and optical method prior to in-
jection �black line�, for the case of polydisperse polystyrene particles in agar
�top� and polydisperse stainless steel particles in skin �bottom�. The opti-
cally generated curves are normalized to have the same integral over the
plotted range as the histogram.
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medium, but as the properties of skin vary so much with
depth, site, and age,13 assigning correct elastic parameters to
the model will likely be extremely difficult. The results
achieved with the inviscid model were deemed accurate
enough, and the algorithm was used throughout this work to
measure particle size.

The mean particle size measured acoustically was re-
corded for each experiment performed, providing data across
all ten experiments. The acoustically measured penetration
depth is plotted against the mean particle size measured us-
ing laser-light diffraction, and this is shown in Fig. 11. It can
be seen that there is strong correlation between the acoustic
and optic measurements, with a value of correlation coeffi-
cient R=0.9556. This may also be shown to be statistically
significant, with a p-value of 1.611�10−5, which satisfies a
99.99% confidence interval. The acoustic technique therefore
provides a way of measuring particle size, following needle-
free injection, non-invasively, in both agar and skin. This has
never been achieved in the past, and provides a useful new
tool for the developers of needle-free injection. The ability to
size and localize particles using a single modality, scanning
acoustic microscopy, offers a unique opportunity for the first
time to correlate particle size with penetration depth. This is
explored in Sec. IV C.

C. Correlating penetration depth and particle size

It has been hypothesized in previous works that larger
particles will penetrate samples to greater depths due to their
greater momentum.3 The data presented above makes it pos-
sible to correlate penetration depth and particle size, as for
every position, where a penetration depth was measured, a
particle size has been calculated. The use of a bubble plot—a
two-dimensional scatter plot where a third variable is repre-

sented by the size of the points—allows analysis of correla-
tion between particle size and penetration depth, while also
providing an insight into where small and large numbers of
points lie. Shown in Fig. 12 are bubble plots from typical
experiments performed using polydisperse particles in both
agar and skin during this research: polydisperse polystyrene
in agar �top�, and stainless steel in agar �middle� and skin
�bottom�. The circle diameter on the bubble plot is directly
proportional to the number of particles present at a particular
size and depth, and each circle is centered at the mean par-
ticle size and penetration depth of its constituent points. Data
was binned along the particle size axis.

It is immediately obvious in each case that there is a
strong trend for large particles to penetrate to greater depths
than smaller ones, as predicted by previous works. However,
it can be seen that, though it is clear that penetration depth
increases monotonically with increasing particle size, the lin-
ear relationship predicted by previous works is less
obvious.2,3 This further emphasizes the potential usefulness

FIG. 11. Scatter plot of mean particle diameter, for polystyrene and stainless
steel particles injected in agar, and for stainless steel particles injected in
skin, as measured acoustically and optically. Values of correlation coeffi-
cient R and significance p-value are included.

FIG. 12. Variation in penetration depth with particle size, both measured
acoustically, for polydisperse polystyrene particles in agar �top�, and stain-
less steel particles in agar �middle� and skin �bottom�. Circle diameter is
directly proportional to number of particles, and each circle is centered at
the mean particle size and penetration depth of its constituent points. Data
was binned along the particle size axis.
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of the acoustic technique in establishing the relationship be-
tween particle size and penetration depths for particular par-
ticle types in different media. The data in Fig. 12 can be
acquired non-invasively and in a relatively short time using
the novel acoustic technique presented here, and such results
have not been acquired in the past. The value of this data for
the development of transdermal drug and vaccine delivery
modalities should not be underestimated: From a single ex-
periment using a range of particle sizes, it becomes possible
to choose the right particle size range for a particular appli-
cation.

V. CONCLUSIONS AND FUTURE WORK

An innovative acoustic microscopy technique, which is
capable of measuring penetration depth and particle size, si-
multaneously following needle-free injection, has been de-
veloped. Acoustic measurements of particle penetration
depth are in strong agreement with those measured using
optical microscopy, in both agar and porcine skin. In fact,
there exists a strong, statistically significant, correlation be-
tween mean and standard deviation of particle depth mea-
sured acoustically and optically. The novel, automated par-
ticle sizing algorithm presented here has also been shown to
provide an accurate measurement of post-injection particle
diameter. Once more, strong correlation exists between par-
ticle diameter measurements performed acoustically and us-
ing laser-light diffraction. The unique opportunity to com-
pare size and penetration depth showed that the two are
strongly correlated, with larger particles penetrating the
sample to greater depths. Scanning acoustic microscopy
could provide a viable means of non-invasively optimizing
particle size and properties to achieve specific penetration
depths for particular transdermal drug and vaccine delivery
applications.

The sizing techniques presented here offer the most in-
teresting opportunities for future development. The obvious
extension is to develop the technique to assess changing par-
ticle size, as real drug-loaded particles tend to dissolve over
time. Furthermore, though the technique has been shown to
be of use in assessing the efficacy of needle-free injection, it
is suggested that it could also be utilized in analyzing many
other solid dosage forms administered to the skin, such as
implants. It is hoped that the acoustic technique developed as
part of the present work will act as a springboard, and a
common denominator, in several future studies of particle
behavior in skin.
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Sound radiation from a resilient spherical cap on a rigid sphere
Ronald M. Aartsa� and Augustus J. E. M. Janssen
Philips Research Europe, HTC 36 (WO-02), NL-5656AE Eindhoven, The Netherlands

�Received 25 June 2009; revised 7 January 2010; accepted 7 January 2010�

It has been argued that the sound radiation of a loudspeaker is modeled realistically by assuming the
loudspeaker cabinet to be a rigid sphere with a resilient spherical cap. Series expansions, valid in the
whole space outside the sphere, for the pressure due to a harmonically excited cap with an axially
symmetric velocity distribution are presented. The velocity profile is expanded in functions
orthogonal on the cap, rather than on the whole sphere. As a result, only a few expansion coefficients
are sufficient to accurately describe the velocity profile. An adaptation of the standard solution of the
Helmholtz equation to this particular parametrization is required. This is achieved by using recent
results on argument scaling of orthogonal �Zernike� polynomials. The approach is illustrated by
calculating the pressure due to certain velocity profiles that vanish at the rim of the cap to a desired
degree. The associated inverse problem, in which the velocity profile is estimated from pressure
measurements around the sphere, is also feasible as the number of expansion coefficients to be
estimated is limited. This is demonstrated with a simulation.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3303978�
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I. INTRODUCTION

The sound radiation of a loudspeaker is quite often mod-
eled by assuming the loudspeaker cabinet to be a rigid infi-
nite baffle around a circularly symmetric membrane. Given a
velocity distribution on the membrane, the pressure in front
of the baffle due to a harmonic excitation is then described
by the Rayleigh integral1 or by King’s integral.2 These inte-
grals have given rise to an impressive arsenal of analytic
results and numerical methods for the pressure and other
acoustical quantities in journal papers3–17 and textbooks.18–24

The results thus obtained are in good correspondence with
what one finds, numerically or otherwise, when the loud-
speaker is modeled as being a finite-extent boxlike cabinet
with a circular, vibrating membrane. Here, one should limit
attention to the region in front of the loudspeaker and not too
far from the axis through the middle of and perpendicular to
the membrane. The validity of the infinite baffle model be-
comes questionable, or even nonsensical, on the side region
or behind the loudspeaker22 �p. 181�. An alternative model,
with potential for more adequately dealing with the latter
regions, assumes the loudspeaker to be a rigid sphere
equipped with a membrane in a spherical cap of the sphere. It
has been argued by Morse and Ingard20 �Sec. 7.2� that using
the sphere as a simplified model of a loudspeaker, whose
cabinet has roughly the same width, height, and depth, pro-
duces comparable acoustical results as the true loudspeaker
�also see Fig. 2 of the present paper�. An application for the
cap model is that it can be used to predict the polar behavior
of a loudspeaker cabinet. Modeling the loudspeaker as a re-
silient spherical cap on a rigid sphere would have the attrac-
tive feature that the solution of the Helmholtz equation for
the pressure is feasible as a series involving the spherical

harmonics and spherical Hankel functions, see Ref. 18
�Chap. 11.3�, Ref. 19 �Chap. III, Sec. VI�, Ref. 20 �Chap. 7�,
and Ref. 21 �Chaps. 19–20�, and expansion coefficients to be
determined from the boundary condition at the sphere �in-
cluding the resilient cap�.

In the present paper, the velocity profile is assumed to be
axially symmetric but otherwise general. It was shown by
Frankort25 that this is a realistic assumption for loudspeakers,
because their cones mainly vibrate in a radially symmetric
fashion. These loudspeaker velocity profiles can be param-
eterized conveniently and efficiently in terms of expansion
coefficients relative to functions orthogonal on the cap. The
orthogonal functions used are the Zernike terms R2�

0 as it
occurred in Refs. 16 and 17 for the case of a resilient circular
radiator in an infinite baffle, to which an appropriate variable
transformation is applied, so as to account for the geometry
of the cap. A formula will be developed that expresses the
required coefficients in the standard solution of the Helm-
holtz equation in terms of the Zernike expansion coefficients
of the velocity profile on the cap. This then gives rise to a
formula, explicitly in terms of these Zernike coefficients for
the pressure at any point on and outside the sphere. As ex-
amples of the resulting forward computation scheme, profiles
of the Stenzel type �certain type of smooth functions of the
elevation angle that vanish at the rim of the cap to any de-
sired degree� are considered. The corresponding inverse
problem, in which the expansion coefficients of the unknown
profile are estimated from the measured pressure that the
profile gives rise to, is also feasible. This is largely due to the
fact that the expansion terms are orthogonal and complete so
that for smooth velocity profiles only a few coefficients are
required. Thus, for such velocity profiles, the profile can be
readily estimated from pressure measurements around the
sphere.

In Refs. 16 and 17, a similar approach has been used for
radiation from a circular radiator in an infinite baffle. A spe-
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cial Zernike expansion of the exponential factor occurring in
the Rayleigh integral for the pressure yields in Ref. 16 an
explicit formula for the on-axis pressure in terms of the
Zernike coefficients of the velocity profile on the radiator.
This formula is used for forward computation of the on-axis
pressure, as well as for solving the inverse problem of esti-
mating the velocity profile through its Zernike coefficients
from measured on-axis pressure data. Furthermore, the ze-
roth order Hankel transform of the Zernike terms have a
particular simple form in terms of Bessel functions of the
first kind. In Ref. 16, this is used to express the far-field
pressure explicitly in terms of the Zernike coefficients of the
velocity profile on the radiator. In Ref. 17, a similar thing is
done, via King’s integral expression for the pressure, to find
series expansions for acoustical quantities such as the pres-
sure at the edge of the radiator, the radiator force on the
radiator, the radiated power, and the directivity.

The results and methods in the present paper differ from
those in the previous literature18–21 and from those in Refs.
16 and 17 in the following manner. In Refs. 18–21, the at-
tention is restricted to the case of a velocity profile with
constant radial or axial component. In this paper, general
axially symmetric profiles are allowed. Next, the pressure in
the whole space in and outside the sphere �and not just on the
axis or in the far field� is computed. This naturally gives rise
to expressions for the on-axis and for the far-field pressure,
as in Ref. 16, and to expressions for the acoustical quantities,
as considered in Ref. 17, for the case of radiation from a
spherical cap on a spherical baffle. Due to the different ge-
ometry than the one used in Refs. 16 and 17, a variable
transformation is required to pass from orthogonal functions
on the disk to orthogonal functions on the cap. Furthermore,
the expansion coefficients required in the solution of the
Helmholtz equation must be expressed in terms of the expan-
sion coefficients of the velocity profile on the cap. This is
achieved here by using a recent explicit result26,27 on
variable-scaling of Zernike terms, a result that has not been
used previously in the acoustical setting.

The results in this paper are of a �semi�analytical nature,
which distinguish these from the ones obtained by more nu-
merically oriented method, such as in Refs. 28 and 29. In
Ref. 28, a boundary element method �BEM� is used to pre-
dict acoustical radiation from axisymmetric surfaces with ar-
bitrary boundary conditions, and in Ref. 29, near-field acous-
tical holography �NAH� is used to characterize acoustical
radiators from near-field pressure data. While these methods
are powerful tools for the forward and inverse problem, the
analytic approach with a simplified model can yield addi-
tional insights as to the role of the various parameters and
expansion coefficients. In particular, in the forward method,
the influence on the pressure and related quantities of a par-
ticular Zernike term in the expansion of the velocity profile
is reflected directly in terms of the involved expansion coef-
ficient, of which, quite often, only a few are needed. Further-
more, the inverse method can also be used for design pur-
poses, in which one has to match a desired, rather than a
measured, pressure distribution in the field.

II. BASIC FORMULAS AND OVERVIEW

Assume a general velocity profile V�� ,�� on a spherical
cap, given in spherical coordinates as

S0 = ��r,�,���r = R, 0 � � � �0, 0 � � � 2�� , �1�

with R the radius of the sphere with center at the origin and
�0 the angle between the z-axis �elevation angle �=0� and
any line passing through the origin and a point on the rim of
the cap. See Fig. 1 for the geometry and the notations used in
this paper. Thus, it is assumed that V vanishes outside S0.
Furthermore, in loudspeaker applications, the cap moves par-
allel to the z-axis, and so V�� ,�� will be identified with its
z-component, and has normal component

W��,�� = V��,��cos � . �2�

The average of this normal component over the cap,

1

AS0

� �
S0

W��,��sin �d�d� , �3�

is denoted by w0, where AS0
is the area of the cap, see Eq.

�10�. Then the time-independent part p�r ,� ,�� of the pres-
sure due to a harmonic excitation of the membrane is given
by

p�r,�,�� = − i�0c 	
n=−�

�

	
m=−n

n

WmnPn
�m��cos ��

hn
�2��kr�

hn
�2���kR�

eim�,

�4�

see Ref. 20 �Chap. 7� or Ref. 21 �Chap. 19, Helmholtz equa-
tion with spherical boundary conditions�. Here, �0 is the den-
sity of the medium, c is the speed of sound in the medium,
k=� /c is the wave number, and � is the radial frequency of
the applied excitation, and r�R, 0����, 0���2�. Fur-
thermore, Pn

�m��cos ��eim� is the spherical harmonic Yn
m in ex-

ponential notation �compare with Ref. 20 �Sec. 7.2�, where
sine-cosine notation has been used�, hn

�2� is the spherical Han-
kel function, see Ref. 30 �Chap. 10�, of order n, and Wmn are
the expansion coefficients of W�� ,��, 0����, 0���2�,
relative to the basis Yn

m�� ,��. Thus,

R

z

x

0

y

r

θ
φ

θ0
z0

P

S0

FIG. 1. Geometry and notations. The area outlined with the thick curves is
the cap denoted by S0.
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Wmn =
n + 1/2

2�

�n − �m��!
�n + �m��!�0

� �
0

2�

W��,��Pn
�m��cos ��

	e−im� sin �d�d� , �5�

where it should be observed that the integration over � in Eq.
�5� is in effect only over 0����0 since V vanishes outside
S0.

In the case of axially symmetric velocity profiles V and
W, written as V��� and W���, Eqs. �4� and �5� become inde-
pendent on � and is simplified to

p�r,�,�� = − i�0c	
n=0

�

WnPn�cos ��
hn

�2��kr�
hn

�2���kR�
�6�

and

Wn = �n + 1/2��
0

�

W���Pn�cos ��sin �d� , �7�

respectively, with Pn as the Legendre polynomial of degree
n. The integration in Eq. �7� is actually over 0����0. Since
loudspeakers mainly vibrate in a radially symmetric fashion,
almost all attention in this paper is limited to axially sym-
metric velocity profiles V and W. In Sec. VI, the generaliza-
tion to nonaxial symmetric profiles is briefly considered.

The case that W is constant w0 on the cap S0 has been
treated in Ref. 19 �Part III, Sec. VI�, Ref. 20 �p. 343�, and
Ref. 21 �Sec. 20.5�, with the result that

Wn = 1
2w0�Pn−1�cos �0� − Pn+1�cos �0�� . �8�

The pressure p is then obtained by inserting Wn into Eq. �6�.
Similarly, the case that V is constant v0 on S0 has been
treated by Ref. 21 �Sec. 20.6�, with the result that

Wn =
1

2
v0
 n + 1

2n + 3
�Pn�cos �0� − Pn+2�cos �0��

+
n

2n − 1
�Pn−2�cos �0� − Pn�cos �0��� . �9�

In Eqs. �8� and �9� the definition P−n−1= Pn, n=0,1 , . . ., has
been used to deal with the case n=0 in Eq. �8� and the cases
n=0,1 in Eq. �9�. In Fig. 2, the resemblance is shown be-
tween the polar plots of: a real driver in a rectangular cabinet
�Fig. 2�a��, a rigid piston in an infinite baffle �Fig. 2�b��, and
a rigid spherical cap in a rigid sphere �Fig. 2�c�� using Eqs.
�6� and �9�. The driver �Vifa MG10SD09-08, a=3.2 cm�
was mounted in a square side of a rectangular cabinet with
dimensions 13	13	18.6 cm3 and measured on a turning
table in an anechoic room at 1 m distance. Figure 2 clearly
shows that the resemblance between polar plots of the mea-
sured loudspeaker �Fig. 2�a�� and those of the sphere model
�Fig. 2�c�� is much better than the often used infinite baffle
model �Fig. 2�b��. In particular, at low frequencies, the
�solid� curve in Fig. 2�b� is independent of the angle, which
is not the case for Figs. 2�a� and 2�c�. At higher frequencies,
the overall shape and, in particular, the notches of Fig. 2�b�,
does not exhibit the resemblance such as between Figs. 2�a�
and 2�c�. Finally, for angles between 90° and 270° the infi-

nite baffle model �Fig. 2�b�� is nonsensical. The area of the
spherical cap is equal to

AS0
= 4�R2 sin2��0/2� . �10�

If this area is chosen to be equal to the area of the flat piston,
there follows for the piston radius

a = 2R sin��0/2� . �11�

The parameters used for Fig. 2, a=3.2 cm, �0=� /8, R
=8.2 cm, are such that—using Eq. �11�—the area of the pis-
ton and the cap are equal. The radius R of the sphere is such
that the sphere and cabinet have comparable volumes, 2.3
and 3.1 l, respectively. If R is such that the sphere volume is
the same as that of the cabinet, and �0, such that the area of
the piston and the cap are equal, one gets R=9.0873 cm and
�0=0.353 99 rad ��20°�. The corresponding polar plot—
Fig. 2�d�—is very similar to Fig. 2�c�; the deviations are
about 1 dB or less. Apparently, the actual value of the vol-
ume is of modest influence.

It should be noted that the Wn in Eqs. �8� and �9� have
slow decay, roughly like n−1/2 �see Eq. �B5� in Appendix B�,
and this shows that the representation of W through its Leg-
endre coefficients is highly inefficient. While slow decay of
Wn in Eq. �6� is not necessarily a problem for the forward
problem �where the pressure p is computed from W using
Eqs. �6� and �7��, it certainly is for the inverse problem. In
the inverse problem, one aims at estimating the velocity pro-
file W �or V� from pressure measurements around the sphere.
This can be done, in principle, by adopting a matching ap-
proach in Eq. �6�, in which the Wn are optimized with respect
to match of the measured pressure p and the theoretical ex-
pression for p in Eq. �6� involving the Wn. Already for the
simplest case that W is constant, it is seen from the slow
decay of the Wn and the slow decay of Pn�cos �� that a very
large number of terms are required in the Legendre series
W���=	n=0

� WnPn�cos ��.
In this paper, a more efficient representation of W is

employed. This representation uses orthogonal functions on
the cap that are derived from Zernike terms

R2�
0 ��� = P��2�2 − 1�, 0 � � � 1, � = 0,1, . . . �12�

that were also used in Refs. 16 and 17. These Zernike terms
arise uniquely when the set of radially symmetric functions
�2j = �x2+y2� j, j=0,1 , . . ., on the unit disk x2+y2�1 are or-
thogonalized with respect to the inner product

� �
x2+y2�1

A�x,y�B��x,y�dxdy �13�

for functions A and B on the unit disk �also see Eq. �27� and
the text below Eq. �27��. Thus,

1

�
� �

x2+y2�1
R2�

0 ��x2 + y2�1/2�R2k
0 ��x2 + y2�1/2�dxdy

= 2�
0

1

R2�
0 ���R2k

0 ����d� =

�k

2� + 1
. �14�

Because of the geometry of the spherical cap, a variable
transformation is required to pass from orthogonal function
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R2�
0 on the disk to orthogonal functions on the cap. This is

achieved by setting

C2�
0 ��� = R2�

0 � sin
1

2
�

sin
1

2
�0
, 0 � � � �0 �15�

for �=0,1 , . . ., see Appendix A. With

� = 2 arcsin�s0��, s0 = sin1
2�0, �16�

the inverse of the variable transformation used in Eq. �15�, it
holds by completeness and orthogonality of the Zernike
terms that

W�2 arcsin�s0��� = w0	
�=0

�

u�R2�
0 ���, 0 � � � 1, �17�

where the expansion coefficients w0u� are given by

w0u� = 2�2� + 1��
0

1

W�2 arcsin�s0���R2�
0 ����d� . �18�

It is this parametrization of W in terms of the expansion
coefficients u� that will be preferred in the sequel. This pa-
rametrization is obtained by “warping” W according to Eq.
�16� and expanding the resulting warped function as in Eqs.
�17� and �18�, with s0 given in Eq. �16�.

The efficiency of the representation in Eq. �17� is appar-
ent from the fact that a smooth profile W requires only a
limited number terms with coefficients u� of relatively small
amplitude in Eq. �17� to yield an accurate approximation of
W�2 arcsin�s0���. For instance, the constant profile W=w0 on
S0 is represented exactly by only one such term, w0R0

0���, in
the expansion in Eq. �17�, and the profile W=v0 cos �, cor-
responding to the case that V is constant v0 on S0, is repre-
sented exactly by two terms v0��1−s0

2�R0
0���−s0

2R2
0����. More

complicated examples arise when V or W is a multiple of the
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FIG. 2. �Color online� Polar plots of the SPL �10 dB/div�, f =1 kHz �solid curve�, 4 kHz �dotted curve�, 8 kHz �dashed-dotted curve�, and 16 kHz �dashed
curve�, corresponding for c=340 m /s and a=3.2 cm to ka values: 0.591, 2.365, 4.731, 9.462. �a� Loudspeaker �radius a=3.2 cm, measuring distance r
=1 m� in rectangular cabinet. �b� Rigid piston �a=3.2 cm� in infinite baffle. �c� Rigid spherical cap �aperture �0=� /8, sphere radius R=8.2 cm, r=1 m�
using Eqs. �6� and �9�. The parameters a, R, and �0 are such that—using Eq. �11�—the area of the piston and the cap are equal. �d� Same as �c� but with a
sphere volume equal to that of the cabinet, and R=9.0873 cm and �0=0.353 99 rad. All curves are normalized, such that the SPL is 0 dB at �=0.
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Stenzel profile

�n + 1�� cos � − cos �0

1 − cos �0
�n

, �19�

and these require n+1 terms in the representation in Eq. �17�.
These profiles vanish at the rim of S0 to degree n and are
considered in Secs. V and VI to illustrate the methods devel-
oped in this paper.

In Sec. III, it will be shown that the expansion in Eq.
�17� gives rise to the formula

Wn = �− 1�ns0w0	
�=0

n

�R2n+1
2�+1�s0� − R2n−1

2�+1�s0��u�, �20�

expressing the coefficients Wn required in Eq. �6� for the
pressure in terms of the expansion coefficients u� in Eq. �17�.
From this a series expansion for the pressure p in the whole
space r�R, �� �0,��, and �� �0,2�� follows as

p�r,�,�� = − i�0cw0	
�=0

�

u�S��r,�� , �21�

where

S��r,�� = 	
n=�

�

�− 1�ns0�R2n+1
2�+1�s0�

− R2n−1
2�+1�s0��Pn�cos ��

hn
�2��kr�

hn
�2���kR�

. �22�

In Eqs. �20�, �22�

Rn
m��� = �mP�n−m�/2

�0,m� �2�2 − 1� , �23�

for integer n ,m�0 with n−m even and �0 �Rn
m�0 other-

wise� with Pk
��,���x� the general Jacobi polynomial.30 The

functions

Anm�x,y� = Rn
�m����eim�, x = � cos �, y = � sin � �24�

are known in optics31,32 as the circle polynomials of Zernike
and they have been introduced recently in acoustics as
well.16,17 They have been shown by Bhatia and Wolf31 to
arise uniquely as orthogonal functions, see Eq. �13�, that sat-
isfy form invariance under rotations of the unit disk.

The main result in Eqs. �20�–�23� provides the generali-
zation of the forward computation scheme in Eqs. �6�, �8�,
and �9� to general axially symmetric velocity profiles W. Fur-
thermore, it provides the basis for the inverse problem, in
which the expansion coefficients u� are estimated from mea-
sured pressure data around the sphere by adopting a best
match approach in Eq. �21�. From these estimated coeffi-
cients, an estimate of W can be made on basis of Eq. �17�.

In Sec. IV, the forward computation scheme embodied
by Eqs. �21�–�23� is discussed in some detail. It is shown
how the results in Eqs. �8� and �9� arise for the two special
cases considered there, and the matter of convergence of the
series in Eq. �22� and some computational issues are ad-
dressed. In Sec. V, the forward method is exemplified for the
case that V or W is a Stenzel-type profile, see Eq. �19�. In
Sec. VI, the inverse method is illustrated in simulation. In
Sec. VII, the extension of the methodology to nonaxial sym-

metric profiles is briefly discussed. In Sec. VIII, the results of
this paper are discussed, applications of these to audio engi-
neering phenomena and quantities are considered, and some
issues for future investigations are mentioned. The conclu-
sions are presented in Sec. IX. Finally, in Appendix A, the
orthogonality of the functions C2�

0 in Eq. �15� is established,
in Appendix B, the asymptotics of the terms in the series for
S� in Eq. �22� as n→� is given, which is required for the
convergence matter in Sec. IV, and in Appendix C, the Rn

m

are given in the form of a discrete cosine transform, which
allows fast and reliable computation of the Zernike terms of
large degree.

III. DERIVATION OF THE MAIN RESULT

In this section, the main result of Eqs. �20�–�23� on the
coefficients Wn required in the solution of the Helmholtz
equation and the pressure p due to an axially symmetric,
radial velocity component W��� vanishing outside the spheri-
cal cap S0 is proved. Our initial aim is to show Eq. �28� that
expresses Wn in terms of W���, warped according to Eqs.
�16� and �17�, and the scaled Zernike terms R2n

0 �s0��. Then a
result from the scaling theory of Zernike terms is used to
establish Eq. �20� and, subsequently, Eqs. �22� and �23�.
Thus, from Eq. �7� and the substitutions =cos �, =2y2

−1, it follows that

Wn = �n + 1/2��
0

�0

W���Pn�cos ��sin �d�

= 4�n + 1/2��
cos1/2�0

1

W�arccos�2y2 − 1��

	Pn�2y2 − 1�ydy . �25�

Next, the substitution y=�1−x2 is made, and it is used that

Pn�− z� = �− 1�nPn�z�, arccos�1 − 2x2� = 2 arcsin x .

�26�

This gives

Wn = 2�2n + 1��− 1�n�
0

s0

W�2 arcsin x�Pn�2x2 − 1�xdx ,

�27�

where s0=sin1
2�0 as in Eq. �16�. Next, the definition R2n

0 �x�
= Pn�2x2−1�, see Eq. �12�, is used, the substitution x=s0�
with 0���1 is made, and it follows that

Wn = 2�2n + 1��− 1�ns0
2�

0

1

W�2 arcsin�s0���R2n
0 �s0���d� .

�28�

Now there is the following general result26,27 on argument
scaling of the polynomials Rs

r, see Eq. �23�:

Rs
r���� = 	

t

t + 1

s + 1

1

�
�Rs+1

t+1��� − Rs−1
t+1����Rt

r��� . �29�

Here, r and s are integers �0 with s−r even and �0 �recall
that Rn

m=0 when n�m� and t in the summation in Eq. �29�
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assumes the values r ,r+2, . . . ,s; � and � are arbitrary �0.
Using this result with

r = 0, s = 2n, � = s0, � = � �30�

in Eq. �28�, together with Eq. �18�, it follows that

Wn = �− 1�ns0w0	
�=0

n

�R2n+1
2�+1�s0� − R2n−1

2�+1�s0��u�. �31�

This is Eq. �20�. Then Eq. �21� for p, with S� given by Eq.
�22�, follows upon inserting the result of Eq. �31� for Wn into
Eq. �6� and interchanging the summations over n and �.

IV. DISCUSSION OF THE MAIN RESULT

In this section, the main result in Eqs. �20�–�23� is dis-
cussed in some detail. It is shown how the special cases of
constant W or constant V on the cap arise, see Eqs. �6�–�9�.
Furthermore, the order of magnitude of the terms in the se-
ries for S� in Eqs. �22� as n→� is indicated. The latter analy-
sis shows that, especially when r is not large compared to R,
many terms of n are required. In Sec. IV C, it is proposed to
compute �high-degree� Zernike polynomials by employing
their representation in Eq. �23�, in terms of Jacobi polynomi-
als, where the latter are computed using MATHEMATICA. An
alternative method, based on an expression for Rn

m���, using
the discrete cosine transform, is presented in Appendix C.

A. Special case W=w0 on S0

The result in Eq. �8� for the special case that W is con-
stant w0 on S0 does not immediately follow from Eq. �20�. As
already noted, u0=1, u1=u2= ¯ =0 in this case. Due to the
various recurrence relations30 that exist for the Jacobi poly-
nomials, the result in Eq. �20� can be brought into a variety
of different forms. As one of these, there holds for n
=1,2 ,¯

2s0�R2n+1
1 �s0� − R2n−1

1 �s0�� = �R2n+2
0 �s0� − R2n−2

0 �s0�� , �32�

and Eq. �8� for Wn follows using that, see Eq. �12�,

R2k
0 �s0� = Pk�2 sin2 1

2�0 − 1�
= Pk�− cos ��

= �− 1�kPk�cos �� . �33�

In principle, recursion techniques can also be used to estab-
lish the result in Eq. �9� for Wn, in the case that V is constant
v0 on S0.

B. Special case W is a simple source on S0

If the polar cap aperture �0 is decreasing, in the limit, the
cap will act as a simple source. Using Eqs. �21�–�23� and by
proper normalization by the cap area AS0

, using Eq. �10�, and
the definition of w0 by Eq. �3�, there holds

p�r,�,�� = − i�0cw0	
n=0

�

�2n + 1�Pn�cos ��
hn

�2��kr�
hn

�2���kR�
. �34�

In Fig. 3, the corresponding polar plot is illustrated, where
the same sphere radius and frequencies are used as in Fig.
2�c�.

C. Convergence analysis of the series S� and
computational aspects

As already said, for smooth velocity profiles W, only a
limited number of coefficients u� in the expansion in Eq. �17�
have to be considered. In Appendix B, it is shown that the
terms

s0�R2n+1
2�+1�s0� − R2n−1

2�+1�s0��Pn�cos ��
hn

�2��kr�
hn

�2���kR�
�35�

in the series defining S� in Eq. �22� are of the order of mag-
nitude

kR

�n + 1�3/2�R

r
�n+1

and
kR

�n + 1�2�R

r
�n+1

, �36�

respectively, when � is near 0 or � and away from 0 and �,
respectively. Here, it is assumed that �0 is not close to 0 or �.
The estimate of the order of magnitude is accurate when � is
fixed and n exceeds 1

4 �kr�2. It then follows from the analysis
in Ref. 33 �Sec. V� that the truncation error after the Nth
term in the series of Eq. �22� for S� has order of magnitude
kN−1/2�R /r�N and kN−1�R /r�N, respectively, for the corre-
sponding �-ranges. Hence, when r is allowed to approach R,
a relatively large number of terms is required in the series for
S�.

Implementation of Eqs. �21� and �22� requires computa-
tion of the quantity in Eq. �35�, normally for low or moderate
values of � and possibly for large values of n. These compu-
tations have been done for the present paper in MATH-
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FIG. 3. �Color online� Polar plots of the SPL �10 dB/div� of a simple source
on a sphere of radius R=0.082 m. Frequency f =1 kHz �solid curve�, 4 kHz
�dotted curve�, 8 kHz �dashed-dotted curve�, and 16 kHz �dashed curve�, at
distance r=1 m, using Eqs. �34�. All curves are normalized, such that the
SPL is 0 dB at �=0.
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EMATICA. The Zernike polynomials and Legendre polynomi-
als occurring in Eqs. �35� can be expressed in terms of Jacobi
polynomials Pj

��,��, see Eqs. �12� and �23�, and MATH-

EMATICA computes these polynomials, virtually without any
restrictions to the values of the parameters � and � or to the
degree j, provided that a sufficient precision has been set. If
this is not applicable, then the method discussed in Appendix
C might be useful because Eq. �C2� is very robust against
precision problems. Next, hn

�2��kr� and hn
�2���kR� must be

computed. Now hn
�2�� can be expressed in terms of hn

�2�, hn�1
�2� ,

see Ref. 30, Eqs. 10.1.19–10.1.19.22, and the evaluation of
the h�2�-functions can be done in MATHEMATICA, virtually
without any restriction to the order j and argument z of
hj

�2��z�. Finally, hn
�2���kR� occurs in the numerator in Eq. �35�,

and for this it should be checked that hn
�2�� has no real zeros.

By Ref. 30, Eq. 10.1.6,

W�jn�z�,yn�z�� = jn�z�yn��z� − jn��z�yn�z� =
1

z2 �37�

and by Ref. 30, Subsec. 10.1.1,

hn
�2���z� = jn��z� − iyn��z� , �38�

in which jn��z� and yn��z� are real for real z. Hence,

�hn
�2���z��2 = �jn��z��2 + �yn��z��2 �

1

�z�4��jn�z��2 + �yn�z��2�
,

�39�

showing that hn
�2���z� is bounded away from 0.

V. STENZEL-TYPE PROFILES AND FORWARD
COMPUTATION

Consider the profile

V�K���� = v0
�K��K + 1�� cos � − cos �0

1 − cos �0
�K

, 0 � � � �0,

�40�

with V�K����=0 for �0���� �as usual�, K=0,1 , . . .. Then a
simple computation shows that

V�K��2 arcsin�s0��� = v0
�K��K + 1��1 − �2�K, 0 � � � 1.

�41�

The right-hand side of Eq. �41� is the Stenzel profile, consid-
ered extensively in Ref. 16. Thus,

V�K��2 arcsin�s0��� = v0
�K�	

�=0

K

q�
�K�R2�

0 ���, 0 � � � 1,

�42�

where

q�
�K� = �K + 1��− 1��2� + 1

� + 1

�K

�
�

�K + � + 1

K
� ,

� = 0,1, . . . ,K . �43�

From

W�K���� = V�K����cos � =
K + 1

K + 2
�1 − cos �0�V�K+1����

+ �cos �0�V�K���� , �44�

it follows that

W�K��2 arcsin�s0��� = w0
�K�	

�=0

K+1

u�
�K�R2�

0 ���, 0 � � � 1,

�45�

where

w0
�K� =

K + 1 + cos �0

K + 2
v0

�K�, �46�

and, for �=0,1 , . . . ,K+1,

u�
�K� =

v0
�K�

w0
�K��K + 1

K + 2
�1 − cos �0�q�

�K+1� + �cos �0�q�
�K�� .

�47�

Thus, one can compute the pressure using the formulas in
Eqs. �21�–�23� with u�=u�

�K�.
In Fig. 4, polar plots are displayed of the sound pressure

level �SPL� �10 dB/div� of a spherical cap ��0=� /8, R
=8.2 cm, r=1 m� with various Stenzel velocity profiles, K
=0 �solid curve�, K=1 �dotted curve�, K=2 �dashed-dotted
curve�, and K=3 �dashed curve�: �a� f =4 kHz and �b� f
=8 kHz. It appears that the difference between the various
velocity profiles are more pronounced at higher frequencies.
Also, the cap becomes less directive for higher K values
because in the limit K→�, it would behave like a simple
source on a sphere. Furthermore, it appears that the solid
curves �K=0� for �a� f =4 kHz and �b� f =8 kHz are the
same as the dotted and dashed-dotted curves, respectively, in
Fig. 2�c�, while different formulas were involved.

VI. INVERSE PROBLEM

Equations �21�–�23� show how to compute the pressure
in the space r�R due to a harmonically excited �wave num-
ber k� membrane on the spherical cap 0����0 with a
known radial component W of a velocity profile. In the re-
verse direction, Eqs. �21�–�23� can serve as the basis for a
method for estimating W from measurements of the pressure
p in the space r�R that W gives rise to. Such a profile W can
usually be estimated accurately by a limited number of ex-
pansion coefficients u� in Eq. �17�, and these can be esti-
mated by taking a matching approach in Eq. �22�, in which
the u� are chosen, such that they optimize the match between
the measured pressure and the theoretical expression involv-
ing the u� at the right-hand side of Eq. �22�. Given measure-
ments, see Fig. 1,
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p̂j = p̂j�Pj�, Pj = rj�cos � j sin � j,sin � j sin � j,cos � j� ,

�48�

where j=0,1 , . . . ,J, the numbers d�, �=0,1 , . . . ,L, are cho-
sen, such that

	
j=0

J � p̂j − 	
�=0

L

d�S��rj,� j��2

sin � j �49�

is minimal. The solution of this minimization problem can be
obtained by using “Solve” of MATHEMATICA or by other
means. Then w0, u�, �=0,1 , . . . ,L are estimated by setting

d0 = − i�0cw0, u� = d�/d0, � = 0,1, . . . ,L . �50�

There are various questions that arise in connection with
the above optimization problem, such as number and choice
of the measurement points Pj, choice of L, condition of the
linear systems that occur, influence of noise and of system-
atic errors �such as incorrect setting of R and/or �0�, etc. It is
out of the scope of the present paper to address any of these
issues in detail. Instead, just one simulation example is
given.

VII. SIMULATION EXAMPLE

Take R=8.2 cm, �0=� /4, k=� /c=2�f /c with c
=340 m /s, f =4 kHz, so that kR=6. The measurement
points Pj�rj ,� j ,� j� are taken in the form

R2 j1/J1 = r�j1�,
�� j2 −

1

2
�

J2
= ��j2� ,

2�� j3 −
1

2
�

J3
= ��j3� , �51�

with j1=1 , . . ., J1=4, j2=1 , . . ., J2=6, j3=1 , . . ., J3=6. Such
set of measurement points yields a convenient implementa-
tion of the solution of the optimization problem, but does not
need to be optimal in any other respect �matters as optimal
choice of the measurement points are outside the scope of
this paper�. The profile W is chosen to be

W�K���� = V�K����cos �, 0 � � � �0, �52�

where V�K���� is the Kth Stenzel-type profile as in Sec. V
�see Eqs. �40� and �44��, and K=2. We require for this ex-
ample v0=v0

�K�=1 m /s and by Eqs. �46� and �47�, we get,
respectively, w0=w0

�K� and

u�
�K� =

K + 2

K + 1 + cos �0
�K + 1

K + 2
�1 − cos �0�q�

�K+1�

+ �cos �0�q�
�K�� . �53�

Using q�
�K+1�, q�

�K� given by Eq. �43�, the pressure p is com-
puted in accordance with Eq. �21� with u�=u�

�K�. Measure-
ments p̂j are obtained in simulation by adding complex white
noise �by adding scaled random numbers by MATHEMATICA’s
“RandomComplex�−1−I, 1+I, Length�p��,” where the scal-
ing is such that the signal to noise ratio becomes 40 dB� to
the computed p�Pj�. The nonzero coefficients of W�K� are
estimated by taking L=K+1 in the optimization problem,
and this yields estimates ŵ0 , û0 , . . . , ûK+1 of w0 ,u0 , . . . ,uK+1.
Figure 5 shows the input profile W�K� of Eq. �52� using Eq.
�40� directly �solid curve�, together with the reconstructed
profiles

Ŵ�K���� = ŵ0
�K�	

�=0

K+1

û�R2�
0 � sin

1

2
�

sin
1

2
�0
, 0 � � � �0, �54�
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FIG. 4. �Color online� Polar plots of the SPL �10 dB/div� of a spherical cap
��0=� /8, R=8.2 cm, r=1 m� with various Stenzel velocity profiles, K=0
�solid curve�, K=1 �dotted curve�, K=2 �dashed-dotted curve�, and K=3
�dashed curve�. �a� f =4 kHz, �b� f =8 kHz. All curves are normalized, such
that the SPL is 0 dB at �=0.
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without noise �dotted curve� and with noise �dashed-dotted
curve� added to the pressure points p̂j. The recovered û� are
computed by solving Eq. �49�, and using Eqs. �50� and �45�,
and s0 from Eq. �16�. Figure 5 shows that the �noiseless�
reconstructed profile �dotted curve� coincides with the input
profile �solid curve�, and that the recovered profile using the
noisy pressure points �dashed-dotted curve� is very similar to
the other two curves. The method appears to be robust for
noise contamination. Figure 6 shows the pressure points at
various angles and distances vs. index i, using Eq. �51� and
i= j3+ �j2−1�J3+ �j1−1�J2J3, with the pressure points �pi�
without noise �filled circles�, pressure points �p̂i� with noise
�squares�, and recovered pressure points �45° rotated
squares�. Note that the noiseless and recovered pressure
points are nearly coincident, which again shows that the
method appears to be robust for noise contamination. Figure
7 shows the corresponding polar plot of the velocity profile
of Fig. 5. The solid curve in Fig. 7 is for the near field �r
=0.0975 m�, and the dotted curve is for the far field �r
=1 m�.

VIII. EXTENSION TO NONAXIALLY SYMMETRIC
PROFILES

Loudspeaker membranes vibrate mainly in a radially
symmetric fashion, in particular, at low frequencies. At
higher frequencies, break-up behavior can occur, and then it
may be necessary to consider nonradially symmetric profiles.
In the present context, where a loudspeaker is modeled as
consisting of a rigid spherical cabinet with a resilient spheri-
cal cap, this requires consideration of nonaxially symmetric
velocity profiles V�� ,�� and W�� ,�� on S0. Thus, the general
formula in Eq. �5� has to be considered now. The methodol-
ogy of this paper is extended to this situation by considering
the expansion on the disk 0���1, 0���2�,

W�2 arcsin�s0�,��� = w0 	
m=−�

�

	
s=0

�

a�m�+2s
�m� R�m�+2s

�m� ���eim�,

�55�

with the general polynomials Rn
m��� given by Eq. �23�. This

then leads to a series expansion for the pressure p of the form

p�r,�,�� = − i�cw0 	
m=−�

�

	
s=0

�

a�m�+2s
�m� Tms�r,�,�� , �56�

where

Tms�r,�,�� = 	
n=�m�

�

QmnsPn
�m��cos ��

hn
�2��kr�

hn
�2���kR�

, �57�

and where the quantities Qmns are to be discussed below. The
formula in Eq. �56� can be used for forward computation,
when the profile W and its expansion coefficients a�m�+2s

m are
known, as well as for solving the inverse problem, in which
the profile W is estimated via its expansion coefficients from
measured pressure data around the sphere r=R.

The Qmns in Eq. �57� are obtained by inserting the ex-
pansion in Eq. �55� into the integral expression in Eq. �5� for
Wmn. Upon integration over �, this yields

Qmns = 4�n + 1/2�s0
2 �n − �m��!
�n + �m��!

Jns
�m�, �58�

where
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FIG. 5. �Color online� Input profile W�K� / �K+1� �K=2 and �0=� /4� of Eq.
�52� using Eq. �40� directly �solid curve� together with the reconstructed

profiles Ŵ�K� without noise �dotted curve� and with noise added to the pres-
sure points p̂j �dashed-dotted curve�. The �noiseless� reconstructed profile
�dotted curve� coincides with the input profile �solid curve�.
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FIG. 6. �Color online� �a� Pressure points at various angles and distances vs.
index i, using Eq. �51� and i= j3+ �j2−1�J3+ �j1−1�J2J3, with the pressure
points �pi� without noise �filled circles�, pressure points �p̂i� with noise
�squares�, and recovered pressure points �45° rotated squares�. The noiseless
and recovered pressure points are nearly coincident. �b� Enlarged portion of
�a� from 90� i�110, and 0.6� log��p���1.3.
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Jns
�m� = �

0

1

Pn
�m��1 − 2s0

2�2�R�m�+2s
�m� ����d� . �59�

The evaluation of the J-integrals is still feasible in semi-
analytic form using the general scaling result in Eq. �29�, but
is quite a bit more complicated than in the case that m=0.
This is due to the fact that Pn

m�1−2x2� is given by the com-
plicated expression

Pn
m�1 − 2x2� =

�n + m�!
n!

xm�1 − x2�m/2Pn−m
�m,m��1 − 2x2� ,

�60�

with Pj
��,�� as the general Jacobi polynomials. Therefore, the

evaluation of the Jns
�m� as R�m�+2s

�m� -coefficients of the function
Pn

�m��1−2s0
2�2� requires dedicated results from the theory of

polynomial expansions. This is outside the scope of the
present paper.

IX. DISCUSSION AND OUTLOOK

In this paper, the foundation is laid for a method to
perform forward and inverse sound pressure computations
for a spherical cap on an otherwise rigid sphere with a non-
uniform velocity profile. This method naturally applies to
spherically shaped loudspeakers, but it appears that even
nonspherical loudspeakers with a cone shaped driver have
polar responses that resemble quite well the polar responses
produced by the spherical model for frequencies from low
frequencies to well over 10 kHz. Thus, the spherical model
can be used more generally to predict loudspeaker behavior
and for loudspeaker design purposes. In the forward prob-
lem, the velocity profile is assumed to be known and the
sound pressure is expressed in the whole space on and out-
side the sphere as a series involving the special functions S�,

of Eq. �22�, with coefficients u� as the expansion coefficients
of the velocity profile warped as in Eqs. �16� and �17�. This
yields a versatile tool, both for the forward problem of com-
puting p from the velocity profile and for the inverse prob-
lem. In the inverse problem, the velocity profile is unknown
and is estimated in terms of Zernike expansion coefficients
from pressure data measured around the sphere by adopting a
matching approach, based on the series solution just men-
tioned for the pressure. Well-behaved velocity profiles are
already adequately represented by only a few terms of their
Zernike expansion. Therefore, the Zernike series approach is
convenient for both the forward problems and the inverse
problem.

The inverse procedure has not been fully worked out in
the present paper due to a variety of practical issues that need
to be addressed. Among these practical issues are

• choice of the measurement points,
• condition of the linear systems that arise,
• influence of wave number k, radius R, and aperture angle

2�0,
• influence of noise,
• influence of misalignment of the measurement points, for

instance, due to wrong choice of origin,
• influence of inclination of the axis, and
• incorrect setting of the radius of the radiator.

While various combinations of these issues should also be
considered. The authors intend to work out the method for
the loudspeaker assessment with attention for the above
mentioned points.

In the present paper, we have considered only the pres-
sure in the field. However, having the required field point
pressure in analytical form, various acoustical quantities be-
come available in an analytical form. In investigations that
are carried out presently, a remarkable resemblance is seen
between measured quantities—such as baffle-step response,
sound power, directivity, and acoustic center—from the loud-
speaker of Fig. 2�a� and the corresponding quantities com-
puted using the spherical model.

There are presently available numerical methods that
can be used both for the forward problem, for instance,
BEMs,28 and for the inverse problem, for instance, NAH.29

These methods can be deployed in case of general geom-
etries and yield the pressure with arbitrary accuracy. How-
ever, for a general understanding and to get a feeling for the
influence of the various parameters on both the pressure and
associated quantities, the availability of a simple analytic, in
certain respects adequate model, as the one that we have
here, is of complementary value.

X. CONCLUSIONS

Appropriately warped Legendre polynomials provide an
efficient and robust method to describe velocity profiles of a
resilient spherical cap on a rigid sphere. Only a few coeffi-
cients are necessary to approximate various velocity profiles,
in particular, Stenzel profiles. The polar plot of a rigid spheri-
cal cap on a rigid sphere is already quite similar to that of a
real loudspeaker, and is useful in the full 4�-field. The
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FIG. 7. �Color online� Polar plots �10 dB/div� in the near field �solid curve,
r=0.0975 m� and in the far field �dotted curve, r=1 m�, corresponding to
the parameters of the simulation example and the velocity profile of Fig. 5.
All curves are normalized, such that the SPL is 0 dB at �=0.
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spherical cap model yields polar plots that exhibit good full
range similarity with the polar plots from real loudspeakers.
It thus outperforms the more conventional model, in which
the loudspeaker is modeled as a rigid piston in an infinite
baffle. The cap model can be used to predict the polar be-
havior of a loudspeaker cabinet. The presented method en-
ables one to solve the inverse problem of calculating the
actual velocity profile of the cap radiator using �measured�
on- and off-axis sound pressure data. This computed velocity
profile allows the extrapolation to far-field loudspeaker pres-
sure data, including off-axis behavior.
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APPENDIX A: ORTHOGONALITY OF C2�
0

From the definition in Eq. �15� and orthogonality of the
R2�

0 , as in Eq. �14�, it follows that

�
0

�0

C2�
0 ���C2k

0 ���sin �d�

= 4�
0

�0

R2�
0 � sin

1

2
�

sin
1

2
�0
R2k

0 � sin
1

2
�

sin
1

2
�0


	sin
1

2
�d�sin

1

2
��

=
2
�k

2� + 1
s0

2. �A1�

Here, s0=sin1
2�0, as in Eq. �16�, and the substitution �

=s0
−1 sin1

2� has been used so that Eq. �14� can be applied.

APPENDIX B: LARGE n BEHAVIOR OF THE TERMS
IN EQ. „36…

The large-n behavior of the terms in Eq. �35� is deter-
mined by the large-n behavior of the three factors

s0�R2n+1
2�+1�s0� − R2n−1

2�+1�s0��, Pn�cos ��,
hn

�2��kr�
hn

�2���kR�
. �B1�

Here, s0=sin1
2�0, r�R, and � is assumed to be fixed.

It follows from the definition of Rn
m in Eq. �23� and Ref.

34 �Thm. 8.21.12� that

s0�R2n+1
2�+1�s0� − R2n−1

2�+1�s0�� = �− 1�n−�� 1
2�0 tan1

2�0�1/2,

�
n+1J2�+1��n + 1��0� + 
nJ2�+1�n��� , �B2�

with absolute error of the order �0
1/2n−3/2. Here, J2�+1 is the

Bessel function of the first kind and of order 2�+1, and 0
�
n, 
n+1�1. It is assumed here that �0� �0,�� is not close
to �. When �0 is also not close to 0, it follows from the

asymptotics of J2�+1�z� as z→�, see Ref. 30 �Chap. 9� that

s0�R2n+1
2�+1�s0� − R2n−1

2�+1�s0�� = O� 1
�n + 1

� �B3�

as n→�, with constant implied by the O-symbol of order
unity.

Next, by Ref. 34 �Thm. 8.21.6�,

Pn�cos �� = � �

sin �
�1/2

J0��n + 1/2��� , �B4�

as n→�, with absolute error of the order �1/2n−3/2. Here, �
� �0,�� is not close to �. Using that Pn�cos��−���
= �−1�nPn�cos ��, it is concluded from �J0�z���1 and the as-
ymptotics of J0�z� as z→�, see Ref. 30 �Chap. 9�, that

Pn�cos �� = O�1� and O� 1
�n + 1

� , �B5�

as n→�, and where �� �0,�� is arbitrary and �� �0,�� is
away from 0 and �, respectively. The constants implied by
the O-symbols in Eq. �B5� are of the order unity. Finally,
from Ref. 30 �Chap. 10�,

hn
�2��z� = i

1 · 3 ¯ �2n − 1�
zn+1 ,

hn
�2���z� = − �n + 1�i

1 · 3 ¯ �2n − 1�
zn+2 �B6�

as n→�, with relative errors of the order z2 /4n. Thus,

hn
�2��kr�

hn
�2���kR�

=
− kR

n + 1
�R

r
�n+1

, �B7�

as n→�, with relative error of the order �kr�2 /4n when r
�R.

From Eqs. �B3�, �B5�, and �B7�, the claims on the order
of magnitude of the terms in Eq. �35� for large n and fixed �
follow.

APPENDIX C: COMPUTATION OF Rn
m WITH LARGE n

The Rn
m��� are polynomials in � of degree n, given ex-

plicitly as

Rn
m��� = 	

s=0

p �n − s

p
��p

s
��− 1�s�n−2s, �C1�

where p= 1
2 �n−m�. This explicit form is for some software

awkward to use in computations for large n: when m=0, n
=40, loss-of-digits occurs in 15 decimal places. For m
=0,1 , . . . fixed, and M =0,1 , . . . fixed, the Rn

m can be com-
puted for n=m ,m+2, . . . ,m+2M in the form of a discrete
cosine transform as35

Rn
m��� =

1

N
	
k=0

N−1

Un�� cos
2�k

N
�cos

2�mk

N
, 0 � � � 1,

�C2�

where Un is the Chebyshev polynomial of degree n and of
the second kind, and N is any integer �2�m+M�.
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A fully experimental modeling technique and a design optimization procedure are presented in this
paper for push-pull electret loudspeakers. Conventional electrical impedance-based parameter
identification methods are not completely applicable to electret speakers due to the extremely weak
electromechanical coupling. This prompts the development of an experimental technique for
identifying the electroacoustic parameters of the electret speakers. Mechanical parameters are
identified from the membrane velocity measured using a laser vibrometer. The voltage-force
conversion factor and the motional impedance are estimated, with the aid of a test-box method. This
experimentally identified model serves as the simulation platform for predicting the response of the
electret loudspeaker and optimizing the design. Optimal parameters are calculated by using the
simulated annealing �SA� algorithm to fulfill various design goals and constraints. Either the
comprehensive search for various parameters or the simple search for the optimal gap distance can
be conducted by this SA procedure. The results reveal that the optimized design has effectively
enhanced the performance of the electret loudspeaker.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3337224�
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I. INTRODUCTION

Electret loudspeakers are the electrostatic loudspeakers
with precharged membranes. Electret loudspeakers offer ad-
vantages of compactness, light weight, excellent mid- and
high frequency reproductions, high electroacoustic effi-
ciency, waiver of externally bias circuit, etc.1 Due to these
characteristics, the loudspeakers have promise in the appli-
cation to consumer electronics.

Electret configuration will result in slightly different
forms of voltage-force sensitivity and the associated nonlin-
earity from those of conventional push-pull electrostatic
loudspeakers. Nevertheless, one may equate the electret elec-
trostatic speaker with an external polarizing voltage. On the
surface, the two kinds of loudspeaker look alike. Their
equivalent electrical circuits are the same and the analyses of
their mechanical and acoustical parameters are identical.
However, where they differ is in the electromechanical force
conversion. A non-electret electrostatic has an external polar-
izing voltage supply, which creates a monopole charge on the
membrane. For an electret speaker this is difficult to achieve
because, in the absence of a supply, a monopole charge is
relatively unstable over time. Hence, electret speakers typi-
cally use membranes with conductive coatings, which carry
an induced charge of opposite polarity �dipoles� to that of the
membrane. This makes the analysis somewhat more compli-

cated. It turns out that the two kinds of loudspeaker are
equivalent but not the same. In the case of the dipole electret,
it is like applying a polarizing voltage of an equivalent non-
electret speaker across the conductive coating and a virtual
electrode somewhere in the middle of the membrane, where
this virtual electrode contains all the membrane charge in a
concentrated layer. The electrical input capacitance of an
electret speaker is also different from that of a non-electret
type due to the presence of the electret membrane, although
the contribution this makes depends on the size of the air
gap.2,3

Electret materials have been studied by several research-
ers. Lekkala and Paajanen4 introduced a new electret mate-
rial, electromechanical film �EMFi�, at the turn of the cen-
tury. Not before long, EMFi was applied to microphones,
actuators, and even loudspeaker panels.5 Cao et al.6 dis-
cussed the relationship between the microstructures and the
properties of the electret material, where the electret proper-
ties of the porous polytetrafluoroethylene �PTFE� were stud-
ied. It is found that the porous dielectrics can be good elec-
tret materials. Recently, Chiang et al.7 proposed the
nanoporous Teflon-fluorinated ethylene propylene film that
allows for higher charge density stored in the film with im-
proved stability. The nanoporous electret material was ap-
plied to flexible electrostatic loudspeakers.8 Their electret
diaphragms are made of fluoro-polymer with nano-meso-
micro-pores precharged by the corona method.

It was not until recently that Mellow and Kärkkäinen3,9

conducted a rigorous theoretical analysis of electret loud-
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speakers. Transducers with single-ended and push-pull con-
structions are investigated in terms of the static force acting
on the diaphragm and the stored charge density. Bai et al.10

suggested a hybrid modeling approach combining experi-
mental measurement and finite-element-analysis �FEA� for a
single-ended electret loudspeaker. Experimental verification
reported in the work revealed that the single-ended loud-
speaker suffered from high nonlinear distortion problems.

This paper aims at three purposes. First, electret loud-
speakers in push-pull construction are proposed in order to
reduce the nonlinear distortions encountered in the single-
ended device. Second, a more accurate fully experimental
modeling technique is suggested to estimate the lumped pa-
rameters of the equivalent circuits without resorting to FEA.
Because the coupling between the electrical and mechanical
systems is extremely weak, the parameters of the mechanical
system are unidentifiable using the electrical impedance
measurement.11–13 To overcome the difficulty, a test-box ap-
proach in conjunction with laser measurement is taken in this
paper. Third, on the basis of the preceding simulation model,
an optimization procedure using simulated annealing �SA�
algorithm14–16 is developed, aiming at optimizing design pa-
rameters of electret loudspeakers to maximize the sound
pressure level �SPL� output and the bandwidth as well.

II. EXPERIMENTAL MODELING OF ELECTRET
LOUDSPEAKERS

A. Operating principles

A sample of a 493�129 mm2 electret loudspeaker is
shown in Fig. 1�a�. In its push-pull construction, the loud-
speaker comprises a charged flexible membrane and two per-
forated rigid back plates with 52.1% perforation ratio. The
membrane is made of fluoro-polymer, which contains nano-
pores to enhance the charge stability and density.8 The mem-
brane is placed at the center between two electrode plates
spaced by 2.4 mm, as shown in Fig. 1�b�. The construction is
also referred to as the push-pull configuration with a fully
floating membrane by Mellow and Kärkkäinen.3 The mem-
brane is divided into six equal partitions �242�37 mm2� by
stainless steel spacers.

Due to high input impedance of the electret loudspeaker,
a transformer is used for impedance matching and espk is the
output voltage of the transformer. The turn ratio is 138. The
net force f acting on the membrane can be estimated by3

f =
�r�r1hSD�m

2��rd + �r1h�2espk +
�r�r1h2SD�m

2

2�0��rd + �r1h�3� = �espk + �� ,

�1�

where �r and �r1 are the relative permittivities of the mem-
brane and the medium at the gap, respectively, �0 is the
vacuum permittivity, h is one-half of the thickness of the
membrane, SD is the area of membrane, �m is the surface
charge density of the membrane, d is the gap between the
membrane and the electrode plate, and � is the displacement
of the membrane. The first term of Eq. �1� is due to the input
voltage, whereas the second term is due to the negative stiff-
ness resulting from the membrane attractions. The voltage-

force conversion factor � and the negative stiffness � can be
written as3

� =
K1

d2 , d �
�r1h

�r
�2�

with K1=�r1hSD�m /2�r, and

� =
K2

d3 , d �
�r1h

�r
�3�

with K2=�r1h2SD�m
2 /2�0�r

2.

B. Analogous circuits

The electret loudspeaker can be modeled with the analo-
gous circuit, as shown in Fig. 2�a�. The mechanical imped-
ance and the radiation impedance are identified as a lumped
sum in the parameter identification procedure. That is, the
radiation impedance has been taken into account in the mod-
eling. In the electrical domain, the circuit is modeled with
the Thévenin equivalent circuit, where ein is the voltage
source of the transformer input, i is the current, and RE and
LE are the electric resistance and inductance of the trans-
former. CE is the static capacitance when the membrane is
blocked. In the mechanical domain, ZM represents the open-
circuit mechanical impedance and u is the membrane veloc-
ity. In the acoustical domain, ZA represents the acoustical
impedance.

(a)

spke

(b)

FIG. 1. �Color online� The push-pull electret loudspeaker. �a� Photo. �b� The
schematic of the loudspeaker construction.
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Figure 2�b� shows the combined circuit as the mechani-
cal and acoustical systems are reflected to the electrical sys-
tem, where the motional impedance Zmot is defined as

Zmot =
Zms + SD

2 ZA

�2 , �4�

Zms = ZM − � j�
CE

�2�−1

, �5�

where Zms is the short-circuit mechanical impedance and � is
the angular frequency. To measure the electrical impedance,
we need an experimental arrangement, as shown in Fig. 3�a�.
The input voltage from the signal generator eg is 1.5 V and
the current-sampling resistor R is 100 	. The electrical im-
pedance of the loudspeaker is given by

Zspk =
egG1G2 − eR

eR
R , �6�

where G1 and G2 denote the effective gains of the amplifier
and the transformer, respectively, and eR is the voltage drop
across the resistor R. The thus measured electrical impedance
of Fig. 3�b� resembles that of a capacitance due to weak
electromechanical coupling10

�ZE� = ��CE�−1. �7�

It follows that only the static capacitance CE can be extracted
from the electrical impedance measurement

CE = ���ZE��−1. �8�

For the sample in Fig. 1, the CE was found to be 1.86 nF.

C. Parameter identification

In Fig. 2�b�, as the inductance LE of the transformer
output end is connected to the electret loudspeaker, which
behaves like a capacitance due to the aforementioned weak

coupling, the combined electrical system becomes a second-
order low-pass system. Figure 4 shows the frequency re-
sponse of the unloaded transformer, which is nearly constant
throughout the range 20–20 kHz. As the electret loudspeaker
is connected to the transformer, the frequency response be-
comes a low-pass function with cutoff frequency �E0

=8736.4 Hz as follows:

1: u :1DS2
EC




ER EL

spke ECine

(a)

Zmot
+

-

ER EL

+

-
spkeine ECterminals

Reflected to electrical domain

(b)

FIG. 2. The electroacoustic analogous circuits of the push-pull electret loud-
speaker. �a� Electrical, mechanical, and acoustics systems. �b� Combined
circuit referred to the electrical system.
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FIG. 3. �Color online� The electrical impedance measurement of the push-
pull electret loudspeaker. �a� Experimental arrangement. �b� The electrical
impedance versus the motional impedance.
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FIG. 4. �Color online� The comparison of the measured and simulated out-
put voltage responses of the loaded and unloaded transformers.
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espk�s� = H�s�ein�s� =
1

CELEs2 + CEREs + 1
ein�s�

=
1

� s

�E0
�2

+
1

QE

s

�E0
+ 1

ein�s� , �9�

where H�s� is the transfer function between espk and ein, QE

is the quality factor, and s= j� is the Laplace variable. The
effective inductance and resistance at the output end of the
transformer can be calculated by

LE = ��E0
2 CE�−1, �10�

RE = �QE�E0CE�−1. �11�

At the resonance frequency, the real part of the transfer func-
tion in Eq. �9� is zero. It follows that the quality factor can be
calculated by

�H�j�E0�� = �− jQE� = QE. �12�

For the sample in Fig. 1, the quality factor QE=0.6845, the
inductance LE=0.178 H, and the resistance RE=14.3 k	,
respectively. In Fig. 4, the measurement �solid line� and the
simulation �dashed-dotted line� of espk are in good agree-
ment. The cutoff frequency is measured according to the
phase switching principle.

As mentioned previously, the mechanical parameters are
unidentifiable with the electrical impedance measurement.
We need to devise a method based on direct mechanical mea-
surement. To this end, the electrical and acoustical systems
are reflected to the mechanical system, as shown in Fig. 5�a�.
For simplicity, we approximate the combined acoustical im-
pedance and the mechanical impedance to be a second-order
system. The lumped parameters RM, MM, and CM� denote the
resistance, the mass, and the compliance, respectively, of the
combined impedance.

Due to weak coupling ���0�, RE�2 and LE�2 can be
neglected, leading to the simplified circuit of Fig. 5�b�. Solv-
ing the circuit yields the expression of the membrane veloc-
ity u as follows:

u =
CMs

MMCMs2 + RMCMs + 1
�ein

=
1

RM

1

Qu
� s

�0
�

� s

�0
�2

+
1

Qu
� s

�0
� + 1

�ein, �13�

where the compliance CM is the series combination of CM�
and the negative compliance −CE /�2, �0 is the fundamental
resonance frequency, and Qu is the quality factor. The mem-
brane velocity can be measured by a laser vibrometer, as
shown in Fig. 6�a�. In the following, we concentrate on only
the fundamental mode and ignore higher-order modes. From
the velocity measurement, the fundamental resonance fre-
quency �0 can be located and the quality factor correspond-
ing to the fundamental resonance can be estimated as fol-
lows:

u

ine 2
EC

 MC 

MM MR
2

ER  2
EL  2

EC




(a)

u

ine 2
EC

 MC

MM MR

(b)

FIG. 5. The electroacoustic analogous circuits of the push-pull electret loud-
speaker. �a� Combined circuit referred to the mechanical system. �b� The
weakly coupled approximation.
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FIG. 6. �Color online� The membrane velocity measurement of the push-
pull electret loudspeaker. �a� Experimental arrangement. �b� The comparison
of the velocity responses of the loudspeaker, with and without the test box.
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Qu =
�0

�2 − �1
, �14�

where the �2 and �1 are 
3 dB points in the velocity re-
sponse.

Given the �0=1 /	MMCM, it is impossible to determine
the respective values of the compliance CM and the mass MM

based on one measurement. To overcome the difficulty, a
test-box method with volume 5.51 l is employed to obtain
another velocity measurement. The result of the membrane
velocity measurement is shown in Fig. 6�b�. The fundamen-
tal resonance frequency is increased from 315 to 500 Hz due
to the acoustical compliance of the test box. The additive
acoustical compliance CAB and the additive mechanical com-
pliance �CM due to the test box can be calculated as

CAB =
Vbox

�c2 , �15�

�CM =
CAB

SD
2 , �16�

where Vbox is the volume of the test box, � is the density of
air, and c is the velocity of sound. Thus, based on these two
membrane velocity measurements, the mechanical param-
eters can be determined as

CM = 
��0B

�0
�2

− 1��CM , �17�

MM = ��0
2CM�−1, �18�

RM = ��0QuCM�−1, �19�

CM� =

CM�CE

�2�
CM +

CE

�2

, �20�

where �0B is the fundamental resonance frequency of the
velocity response when loaded with the test box and �CM is
the additive mechanical compliance due to the test box. Fi-
nally, the voltage-force conversion factor � can be deter-
mined by letting �=�0 in Eq. �13� as follows:

� =
RMu��0�

ein
, �21�

where u��0� is the peak magnitude of the membrane velocity
response at the fundamental resonance frequency. Using the
formula, � is found to be 1.88�10−4 for the sample in
Fig. 1.

D. Numerical and experimental investigations

Experiments were conducted to validate the preceding
model of the electret loudspeaker. The experimental arrange-
ment for measuring the on-axis SPL is shown in Fig. 7�a�.
According to the standard AES2-1984 �r2003�,17 a 2475
�2025 mm2 baffle is used in the measurement. The 132.6

Vrms swept-sine signal is used to drive the loudspeaker in
the frequency range 20–20 kHz. The microphone is posi-
tioned 1 m away from the loudspeaker.

Figure 7�b� compares the on-axis SPL responses ob-
tained using the simulation and the measurement. The simu-
lated response �solid line� is in good agreement with the
measured response �dashed line�, albeit discrepancies are
seen at high frequencies due to un-modeled flexural modes
of membrane. It should be borne in mind that, in the preced-
ing model, only the fundamental mode is modeled in the
analogous circuit and high-order modes are neglected.

It can also be observed from Fig. 7�b� that the SPL re-
sponse starts to roll off at approximately 8 kHz due to the
inductance of the transformer as predicted. Furthermore, in
Fig. 3�b�, the motional impedance obtained using the model
is much greater than the electrical impedance, rendering the
former an open circuit in Fig. 2�b�. This is the evidence of
weak coupling.

For assessing the nonlinear distortion of the electret
loudspeaker, total harmonic distortion �THD� is calculated
from the measured on-axis SPL response.18 In Fig. 8, the
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FIG. 7. �Color online� The on-axis SPL measurement of the push-pull elec-
tret loudspeaker. �a� Experimental arrangement. �b� The comparison of the
measured and the simulated on-axis SPL responses.
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measured THD of the electret loudspeaker in push-pull con-
struction is compared with that of the single-ended construc-
tion, which was investigated by Bai et al.10 The average
THD of the push-pull configuration is below 6% in the range
140–20 kHz, while the THD of the single-ended configura-
tion can reach as high as 17%. Evidently, the push-pull con-
figuration has effectively addressed the nonlinearity problem
of the single-ended configuration.

III. PARAMETER OPTIMIZATION OF ELECTRET
LOUDSPEAKERS

The preceding model of electret loudspeaker serves as a
useful simulation platform for optimizing the loudspeaker
parameters. In the following, a procedure based on the simu-
lated annealing �SA� algorithm14–16 is exploited for the de-
sign optimization.

A. The SA algorithm

The SA algorithm is a generic probabilistic meta-
algorithm for the global optimization problem, namely, locat-
ing a good approximation to the global optimum of a given
function in a large search space. The major advantage of the
SA is the ability to avoid becoming trapped in the local
minima. In the SA method, each state in the search space is
analogous to the thermal state of the material annealing pro-
cess. The objective function G is analogous to the energy of
the system in that state. The purpose of the search is to bring
the system from the initial state to a randomly generated
state with the minimum objective function. An improve state
is accepted in two conditions. If the objective function is
decreased, the new state is always accepted. If the objective
function is increased and the following inequality holds, the
new state will be accepted:16

P = exp�−
�G

T
�  � , �22�

where P is the acceptance probability function, �G is the
difference of objective function between the current and the

previous states, T is the current system temperature, and � is
a random number, which is generated in the interval �0,1�. In
the high temperature T, there is high probability P to accept
a new state that is “worse” than the present one. This mecha-
nism prevents the search from being trapped in a local mini-
mum. As the annealing process goes on and T decreases, the
probability P becomes increasingly small until the system
converges to a stable solution. The annealing process begins
at the initial temperature Ti and proceeds with temperature
that is decreased in steps according to

Tk+1 = �Tk, �23�

where 0���1 is a annealing coefficient. The SA algorithm
is terminated at the preset final temperature Tf. In the electret
loudspeaker optimization, we choose Ti=1000, Tf =1�10−9,
and �=0.95. Next, two design optimization problems will be
examined. The first problem concentrates on only optimizing
the gap distance d between the membrane and the electrode
plate, whereas the second problem attempts to optimize four
design parameters: the gap distance d, the compliance CM� ,
the mass MM, and the resistance RM.

B. Optimizing the gap distance

In the section, only the gap distance that is easiest to
alter in making a mockup will be optimized. If all other
conditions remain unchanged, the net attraction force acting
on the membrane and hence the SPL output will increase as
the gap is decreased. However, the gap cannot be reduced
indefinitely, or else, stick-up condition of the membrane and
the electrode plates can occur. Another issue is that the upper
roll-off frequency will also become lower �because of the
increased static capacitance� as the gap is decreased.

As we keep decreasing the gap to increase the attraction
force until the displacement of the membrane equals the gap
distance, we call this distance the critical gap distance. Only
dynamic distance needs to be concerned since, at the quies-
cent state, the static attraction forces due to resident charges
in the membrane are balanced with the push-pull construc-
tion. Membrane displacement can be obtained by integrating
the velocity expression in Eq. �13� as follows:

� =
u

s
=

K1

RMQu�0

1

� s

�0
�2

+
1

Qu
� s

�0
� + 1

ein

d2 , �24�

where �=K1 /d2 in Eq. �2� has been invoked. The collision
condition occurs when the peak value of the displacement
���max is equal to the gap distance d. This gives the critical
gap distance

d� = � K1

RMQu�0

Qu
2

	Qu
2 − 0.25

�ein�1/3

. �25�

In the experiment, the driving signal is a 132.6 Vrms swept
sine. That corresponds to a critical gap distance 0.19 mm,
which also represents an upper bound of displacement for the
following optimization. Figure 9�a� compares the SPL re-
sponses for various gap distances �including the critical gap�.
Clearly, the SPL is increased if the gap distance is decreased.
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FIG. 8. �Color online� The comparison of the measured THD of the electret
loudspeaker between the push-pull and the single-ended configurations.
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However, this comes at the expense of decreased bandwidth
due to increased static capacitance.

In order to find a compromise solution between the
original design and the design with the critical gap, the SA
algorithm is employed alongside the preceding simulation
model for finding the optimal gap distance. Two goals are set
up for the design optimization. It is hoped that the SPL in the
range 800–5 kHz is maximized while maximizing the upper
roll-off frequency, i.e.,

G1 =	 1

N
�
n=1

N

�SPLnew�n��2, f�n� � �800 Hz,5 kHz�,

n = 1, . . . ,N , �26�

G2 = fuc, �27�

where SPLnew is the current SPL response, n is the frequency
index in the range 800–5 kHz, and fuc is the upper 
3 dB
cutoff frequency of SPLnew. The compound objective func-
tion GTG can be written as

GTG =
1

G1
+ w �

1

G2
, �28�

where w is a weighting constant �w=0.23 in the simulation�.
In addition, the design variable �gap distance� and the asso-
ciated constraints are given in the following inequalities:

0.4 mm � d � 2.0 mm,

���max�mm� � d�mm� . �29�

With the SA procedure, the optimal gap distance is found to
be 0.86 mm, which enhances the average SPL by approxi-
mately 5 dB, as shown in Fig. 9�a�.

C. Optimizing multi-parameters

In the section, we shall extend the preceding one-
parameter optimization to more comprehensive optimization
for four parameters: the gap distance, the resistance RM, the
mass MM, and the compliance CM� . Apart from the level and
the upper cutoff design goals, a third goal of the lower cutoff
is added to the objective function

G3 = f lc, �30�

where f lc denotes the lower 
3 dB cutoff frequency of
SPLnew. The compound objective function GTM reads

GTM = w1 �
1

G1
+ w2 �

1

G2
+ G3, �31�

where the weights w1=2400 and w2=150 000 in the simula-
tion. The design variables and the associated constraints are
given in the following inequalities:

0.698 N s/m � RM � 69.8 N s/m,

1.4 � 10−3 kg � MM � 1.43 � 10−1 kg,

1.95 � 10−6 m/N � CM� � 1.95 � 10−4 m/N,

0.4 mm � d � 2.0 mm,

���max�mm� � d�mm� . �32�

The results of optimization using the SA algorithm are sum-
marized in Table I. The design with optimized parameters is
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FIG. 9. �Color online� The comparison of the on-axis SPL responses be-
tween the original and the optimal designs. �a� Results of optimizing only
the gap distance. �b� Results of optimizing four parameters including the gap
distance, the resistance, the mass, and the compliance.

TABLE I. Parameters of the optimized design versus the original non-
optimized design.

RM

�N s /m�
CM�

�m/N�
MM

�kg�
Gap

�mm�

Original �1� 3.47 1.95�10−5 1.17�10−2 1.2
Optimal �2� 4.0 1.03�10−4 1.1�10−2 0.55
�2�/�1�% 115.44 528.21 94.83 45.83
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simulated in Fig. 9�b�. The lower cutoff frequency of the
optimal design �circled mark� has been decreased from 315
Hz of the original design to 150 Hz as the mechanical com-
pliance is increased by 528%. The average SPL is enhanced
by about 12 dB as the gap is decreased to 0.55 mm.

IV. CONCLUSIONS

A fully experimental modeling technique and an optimi-
zation procedure have been developed in this work for push-
pull electret loudspeakers. The experimental modeling tech-
nique relies on not only the electrical impedance
measurement but also the membrane velocity measured by
using a laser vibrometer. With the aid of a test box, the
voltage-force conversion factor and characteristics of mo-
tional impedance can be identified from the membrane ve-
locity. One of the most important contributions of the present
work is that it verifies the theory and proves the linearity of
the transduction. The experimentally identified model serves
as the simulation platform for optimizing the design param-
eters of the electret loudspeaker. The SA algorithm was ex-
ploited to find the parameters that yield optimal level-
bandwidth performance. Either only the gap distance or the
comprehensive search for various parameters can be opti-
mized by using the SA procedure. The results reveal that the
optimized design has effectively enhanced the performance
of the electret loudspeaker, as compared to the original de-
sign. In addition, a high-quality audio transformer with wider
bandwidth may further enhance the performance and ease the
optimization limitations. The search of such transformers is
included in the list of action items of future work.
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The problem of nonstationary wave radiation in an infinitely long thick-wall piezoelectric cylinder
in fluid medium is considered. The influence of an oscillating circuit with lumped parameters on
characteristics of transient process is taken into consideration. Problem formulation is executed
within the forced electrostatic theory, acoustic approximations, and quasistatic theory for electric
circuit. The solution method is based on the integral Laplace transform in time. This allows
analytically reducing the problem to solving a system of Volterra integral equations with retarded
arguments. The numerical results of calculations are presented and analyzed.
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I. INTRODUCTION

The widespread use of piezoelectric energy transducers
drives the intensive development of electroelasticity and hy-
droelectroelasticity theories. The majority of studies consider
periodical processes in electroelastic bodies and hydroelec-
troelastic systems. Recent publications on this subject are
those of Refs. 1–3. The functional capacities of ultrasonic
devices having piezoelectric energy transducers can be sig-
nificantly expanded when they function in impulse condi-
tions. This is the underpinning of the significant interest in
hydroelectroelasticity problems in the nonstationary state-
ment. The studies in this problem to date have been summa-
rized in the monograph4 and the review paper.5 The publica-
tions of Refs. 6–11 should be also mentioned as recent
publications on bounded electroelasticity. Most modern stud-
ies assume that piezoelectric radiator excitation occurs due to
a set potential difference on its electroconductive coating. In
real conditions, electromechanical transducers interact with
media and are connected to generators by conducting lines.
The latter can be represented by linear electrical circuits with
point parameters. These circuits have inductances, capaci-
tances, and resistances �oscillating circuits� or distributed pa-
rameters �cables�. As a result, the radiator is driven by an
electric pulse differing from the input one. Several published
papers12–14 have studied the influence of the cable on the
functioning of the thin-wall spherical and cylindrical radia-
tors excited in nonstationary conditions. These studies were
conducted within the framework of the theory of thin-wall

electroelastic shells15 based on the Kirchhoff–Love hypoth-
eses. Note that the application of this model does not make it
impossible to consider the wave fields in the piezoelectric
transducer. This paper formulates the problem of waves ra-
diated by a thick-wall electroelastic cylinder immersed in
fluid and connected to the generator. The latter generates
nonstationary electric pulses in a conducting line with point
parameters. An effective method for solving the problem
with account of transient processes in the system is also of-
fered.

II. MATHEMATICAL MODELS

This paper is a study of a hydroelectroelastic system. It
consists of an infinitely long thick-wall radially polarized
cylindrical piezoelectric transducer in an infinite fluid me-
dium �Fig. 1�. The inside of the cylinder is assumed to be
vacuum. Piezoelectric material of the cylinder is in tetrago-
nal crystal system. The transducer is completely coated with
an electroconducting substance and connected to a source of
nonstationary electric pulses with a conducting line. The line
consists of a series-connected inductance, capacitance, and
resistance �a series oscillatory circuit�. Such a conducting
line with point parameters does not minimize the universal
nature of the offered solution method. The fluid is assumed
to be an ideal compressible medium and its perturbation is
considered using the acoustic theory. The equations of the
linear theory of electroelasticity15 are applied to describe
electromechanical fields in a cylindrical radiator. The pro-
cesses in the conducting line are considered as quasistation-
ary �i.e., instantaneous values of electrical quantities de-
scribed by the Kirchhoff law�.

a�Author to whom correspondence should be addressed. Electronic mail:
yanchevsky@khadi.kharkov.ua

2282 J. Acoust. Soc. Am. 127 �4�, April 2010 © 2010 Acoustical Society of America0001-4966/2010/127�4�/2282/8/$25.00



The radial coordinate is designated as r, time as t, the
geometric and physical characteristics of the electroelastic
cylinder as R1 and R2 �external and internal radii�; � is den-
sity; C33

E , C13
E , C11

E , and C12
E are elasticity modules; e33 and e31

are piezomodules; d33 is piezoelectric constant; and �33
S is

dielectric permittivity. The parameters of the acoustic media
are designated as � �density� and c �sonic velocity�. The pa-
rameters of the oscillating contour are L� �inductance�, C�

�capacitance�, and R� �resistance�.
At the initial moment of time �t=0�, the investigated

system is excited by an electric pulse at the input terminals
of the conducting line. The pulse shape is described by the
function ��t�H�t� �where H�t� is the Heaviside function�.

The quantities that characterize the transient processes in
the piezoelectric transducer are unknown: ur is radial com-
ponent of the displacement vector; �rr is normal stress in the
radial direction; Er, Dr, and � are intensity, electric displace-
ment, and potential of the electrical field; and Up is voltage
drop, occurring when the electric current flows through the
electrode surfaces of the cylinder. In the acoustic medium: Vr

is radial velocity of its particles; p is pressure; � is wave
potential, and in the conducting circuit: UL�, UC�, and UR�

are voltage drops across the inductance, capacitance, and re-
sistance, and I is electric current in these elements.

Then we apply dimensionless parameters, according to
which the quantities ur, r, R1, and R2 are divided by R1; p
and �rr are divided by �c2; Er is divided by 1 /d33; Dr is
divided by �33

S /d33; �, Up, UL�, UC�, and UR� are divided by
R1 /d33; I is divided by c�33

s R1 /d33; Vr is divided by c; � is
divided by cR1; and t is divided by R1 /c.

With all the above assumptions, we apply the following
initial system of equations describing the transducer motion:

�2ur

�r2 +
1

r

�ur

�r
− a1

ur

r2 − a2
�Er

�r
− a3

1

r
Er = a4

�2ur

�t2 , �1�

forced electrostatics,

�

�r
�rEr� = − a5

�ur

�r
− a6

�

�r
�r

�ur

�r
� , �2�

Er = −
��

�r
, �3�

and the dependences

�rr = a7
�ur

�r
+ a8

�ur

�r
− a9Er, �4�

Dr = Er + a5
ur

r
+ a6

�ur

�r
, �5�

for the electroelastic cylinder.15 Here, a1=C11
E /C33

E , a2

=e33 /C33
E d33, a3= �e33−e31� /C33

E d33, a4=�c2 /C33
E , a5=

e31d33 /�33
s , a6=e33d33 /�33

s , a7=C33
E /�c2, a8=C13

E /�c2, and
a9=e33 /d33�c2.

The wave equation of the perturbation motion potential
of the acoustic media � is

�2�

�r2 +
1

r

��

�r
=

�2�

�t2 . �6�

Using this equation, the radial velocity of its particles Vr and
pressure p are

Vr =
��

�r
, p =

��

�t
. �7�

The equation that demonstrates the accuracy of the Kirchhoff
law for electric current in the series oscillating circuit and the
piezoelectric transducer is

Up + UL� + UC� + UR� = ��t�H�t� , �8�

where

Up = ��r=R1
− ��r=R2

, UL� = �L
dI

dt
,

dUC�

dt

= �CI, UR� = �RI , �9�

�L=L��c2�33
S /R1�, �C=�33

S R1 /C�, and �R=R�c�33
S are con-

stants.
It is assumed that the joint motion of the cylinder and

the external acoustic medium on the contact boundary �r
=R1� excludes any interruptions and that the inner surface
�r=R2� has no load:

Vr�r=R1
= � �ur

�t
�

r=R1

, �rr�r=R1
= − p�r=R1

, �rr�r=R2
= 0.

�10�

The particles in the acoustic media, which are infinitely
far from the radiator, retain their unperturbed state.

Equal values of electric currents in the conducting line
and the piezoelectric radiator are described by the equation

�dDr

dt
�

r=R1

= −
I

2�R1
. �11�

The initial conditions are assumed to be zero.

III. SOLUTION METHOD

The problem is solved using the operational method.
The integral Laplace transform in time is applied to the ini-
tial equations and boundary conditions �1�–�11�. This serves
to satisfy zero initial conditions.

Integration of transformed equation �2� yields the fol-
lowing expression for electric field strength Er

L:

Er
L = − a5

ur
L

r
− a6

dur
L

dr
+

1

rs
CL�s� . �12�

FIG. 1. Schematic diagram of an electroelastic cylindrical radiator with an
oscillating circuit.
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Index L designates respective transformants, s is param-
eter of transformation, and CL�s� is unknown function of s.

Substitution of formula �12� into Laplace-transformed
equation: �1� gives an equation with respect to a single un-
known ur

L�s ,r�

d2ur
L

dr2 +
1

r

dur
L

dr
− �	2

r2 + �2s2�ur
L = 


1

sr2CL�s� , �13�

where 	=	�C11
E �33

s +e31
2 � / �C33

E �33
s +e33

2 �, �=
	�c2�33

s / �C33
E �33

s +e33
2 �, and 
=−e31�33

s / �C33
E �33

s +e33
2 �d33.

The general solution of Eq. �13� is obtained using the
method of variation of constants,

ur
L = CL�s�

1

s

AL�s�e−s��R1−r�f0	

L �s,�r�

+ BL�s�e−s��r−R2�g0	
L �s,�r� − 
�f0	

L �s,�r�WL�s,r�

+ g0	
L �s,�r�VL�s,r��� , �14�

where AL�s�, BL�s�, and CL�s� are unknown functions of pa-
rameter s,

fm	
L �s,�r� =

1

sme−s�rI	�s�r�, gm	
L �s,�r� =

1

smes�rK	�s�r� ,

VL�s,r� = �
R2

r

e−s�r1

x
I	�s�x�dx ,

WL�s,r� = �
r

R1

es�r1

x
K	�s�x�dx , �15�

where I	 and K	 are modified Bessel functions of the first and
the second kinds.

After integrating the Laplace-transformed wave equation
�6�, we obtain the following expression for potential �L:

�L = CL�s�
1

s
DL�s�es�r−R1�g00

L �s,r� . �16�

Functions AL�s�, BL�s�, CL�s�, and DL�s� will be found after
satisfying the boundary conditions. Formula �16� takes into
account the attenuation of perturbations in infinity points.

Based on the general solutions �14� and �16�, and depen-
dencies �4� and �7�, unknown values �rr

L , Vr
L, and pL can be

represented as

�rr
L = CL�s�AL�s�e−s��R1−r�FL�s,r�

+ BL�s�e−s��r−R2�GL�s,r� − 
FL�s,r�WL�s,r�

− 
GL�s,r�VL�s,r� − �
1

rs
� . �17�

Vr
L = − CL�s��DL�s�e−s�r−R1�g01

L �s,r�� .

pL = − CL�s��DL�s�e−s�r−R1�g00
L �s,r�� . �18�

In formulas �17� and �18�, the following designations have
been accepted:

FL�s,r� = �f0	+1
L �s,�r� + 

1

r
f1	

L �s,�r� ,

GL�s,r� = − �g0	+1
L �s,�r� + 

1

r
g1	

L �s,�r� , �19�

where

� =
C33

E �33
s + e33

2

�c2�33
s �,  =

C33
E �33

s + e33
2

�c2�33
s 	

+
C13

E �33
s + e33e31

�c2�33
s , � =

e33

�c2d33
.

According to Eqs. �3� and �12�, potential �L is expressed by
the displacements of ur

L as

�L�s,r� = a6�ur
L�s,r� − ur

L�s,R2�� + a5�
R2

r ur
L�s,x�

x
dx

− CL�s�
1

s
ln

r

R2
+ �L�s,R2� . �20�

Taking into account formulas �9�, �14�, and �20�, the
voltage drop across the electroelastic cylinder Up

L is

Up
L = CL�s�

1

s
��L�s� − ln

R1

R2
� , �21�

where

�L�s� = AL�s��a6f0	
L �s,�R1� + a5VL�s,R1��

+ BL�s��− a6g0	
L �s,�R2� + a5WL�s,R2��

+ a6�− AL�s�f0	
L �s,�R2� + BL�s�g0	

L �s,�R1��

�e−s��R1−R2� + 
a6�− g0	
L �s,�R1�VL�s,R1�

+ f0	
L �s,�R2�WL�s,R2�� − a5
ZL�s� , �22�

ZL�s� = �
R2

R1 1

x
I	�s�x��

x

R1 1

y
K	�s�y�dydx

+ �
R2

R1 1

x
K	�s�x��

R2

x 1

y
I	�s�y�dydx . �23�

Proceeding from Eqs. �3�, �5�, �11�, and �20�, the electric
current IL in the conducting circuit and the piezoelectric
transducer can be expressed by unknown functions CL�s� in
the space of representations:

IL = −
2�

R1
CL�s� , �24�

allowing to present voltages UL�
L , UC�

L , and UR�
L as

UL�
L = b1sCL�s�, UC�

L = b2
1

s
CL�s�, UR�

L = b3CL�s� ,

�25�

where b1, b2, and b3 are constants: b1= �−2� /R1��L, b2

= �−2� /R1��C, b3= �−2� /R1��R.
Subsequently, by substituting formulas �14�, �16�, �21�,

and �25� into Laplace-transformed conditions �10� and �8�,
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we obtain a system of three algebraic equations for unknown
values AL�s�, BL�s�, and DL�s�, and an equation for CL�s�,

AL�s�FL�s,R1� − DL�s�g00
L �s,R1�

= X1
L�s� − BL�s�e−s��R1−R2�GL�s,R1� ,

AL�s�f0	
L �s,�R1� + DL�s�g01

L �s,R1�

= X2
L�s� − BL�s�e−s��R1−R2�g0	

L �s,�R1� ,

BL�s�GL�s,R2� = Y1
L�s� − AL�s�e−s��R1−R2�FL�s,R2� . �26�

b1CL�s� + CL�s��L�s� =
1

s
�L�s� . �27�

Functions FL, GL, f0	
L , g0	

L , g00
L , and g01

L have been described
earlier �formulas �15� and �19��, and functions X1

L, X2
L, Y1

L,
and �L have the form

X
L
�s� = 
GL�s,R1�VL�s,R1� +

�

R1

1

s
,

X2
L�s� = 
g0	

L �s,�R1�VL�s,R1� ,

Y1
L�s� = 
FL�s,R2�WL�s,R2� +

�

R2

1

s
,

�L�s� =
1

s2�L�s� −
1

s2 ln
R1

R2
+ b3

1

s
+ b2

1

s2 . �28�

The formulas obtained by solving Eqs. �26� and �27�
will be so involved that the subsequent Laplace inversion of
the sought for quantities, intended to verify the results ob-
tained, appears to be challenging. According to the solution
method elaborated here, an exact inversion of Eqs. �26� and
�27� occurs, the boundary conditions being satisfied in the
space of the originals. As a result, the problem is reduced to
solving a system of integral Volterra equations with retarded
arguments to find unknown values A�t�, B�t�, and D�t�,

�
0

t

A���F�t − �,R1�d� − �
0

t

D���g00�t − �,R1�d�

= X1�t� − �
0

t−��R1−R2�

B���G�t − ��R1 − R2� − �,R1�d� ,

�
0

t

A���f0	�t − �,�R1�d� − �
0

t

D���g01�t − �,R1�d�

= X2�t� − �
0

t−��R1−R2�

B���g0	�t − ��R1 − R2�

− �,�R1�d� ,

�
0

t

B���G�t − �,R2�d�

= Y1�t� − �
0

t−��R1−R2�

A���F�t − ��R1 − R2� − �,R2�d� ,

�29�

and an equation for finding the unknown value C�t�,

b1C�t� + �
0

t

C�����t − ��d� = �
0

t

����d� . �30�

The originals g0	�t ,z�, g1	�t ,z�, f0	�t ,z�, and f1	�t ,z�
were taken from operational calculus tables.16 These formu-
las are presented in Appendix A. Functions V�t ,z� and
W�t ,z� are derived using these formulas. Formulas for V�t ,z�
and W�t ,z�, derived by calculating spatial value integrals
�15� in the space of original, are given in Appendix B.

The kernel F�t ,z� is a linear combination of functions
f0	+1�t ,z� and f1	�t ,z�, G�t ,z�-g0	+1�t ,z�, and g1	�t ,z� �19�.
The original X1�t�, X2�t�, and Y�t� are obtained as integrals

X1�t� = 
�
0

t

G�t − �,R1�V��,R1�d� +
�

R1
,

X2�t� = 
�
0

t

g0	�t − �,�R1�V��,R1�d� ,

Y1�t� = 
�
0

t

F�t − �,R2�W��,R2�d� +
�

R2
. �31�

The system of integral equations �29� was solved using
the quadratic formulas method. The time interval was di-
vided into segments. For each one, numerical integration was
applied �by using the mean-value theorem�. In so doing, the
sought for values of A�t�, B�t�, and D�t� were found stepwise
in time. Note that the shift in the arguments of the unknown
components in the right-hand parts of Eq. �31� allowed sat-
isfying boundary conditions �r=R1 and r=R2� independently
at any moment in time. Thus, when t���R1−R2�, integrals
with retarded arguments are equal to zero. The values of A�t�
and D�t� were obtained from the first two equations of sys-
tem �31�, and value B�t� was found from the third one. These
results take into account the time shift used. They have been
applied in calculations related to a later stage of the transient
process �t���R1−R2��.

As soon as A�t�, B�t�, and D�t� have been determined,
integral equation �29� is solved. To determine its kernel ��t�,
the original of function ZL�s� was created. In so doing, the
function was differentiated with respect to s to find the
primitives of double integrals �23�. Having analytically in-
verted the equation obtained, we can also express Z�t� as

Z�t� = −
2

t ��0

t

g1	��,�R1�V�t − �,R1�d�

− �
0

t

f1	��,�R2�W�t − �,R2�d�� . �32�
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Using the values A�t� and B�t� obtained by solving sys-
tem �29�, and by applying formula �32�, the integrals in rep-
resentation ��t� were numerically calculated using quadra-
ture formulas,

��t� = �
0

t

A����a6f0	�t − �,�R1� − a5V�t − �,R1�d��

+ �
0

t

B����− a6g0	�t − �,�R2� + a5W�t − �,R2��d�

+ a6�
0

t−��R1−R2�

�− A���f0	�t − � − ��R1

− R2�,�R2� + B���g0	�t − � − ��R1 − R2�,�R1��d�

+ 
a6�− �
0

t

g0	��,�R1�V�t − �,R1�d�

+ �
0

t

f0	��,�R2�W�t − �,R2�d�� − a5
Z�t� . �33�

Hence, the sought for original of function �L�s� can be
written down as

��t� = �
0

t

�t − ������d� − t�ln
R1

R2
+ b2� + b3. �34�

The quadrature formulas method was also used for solving
integral equation �30�. Having obtained the values of A�t�,
B�t�, D�t�, and C�t�, it is easy to calculate the physical char-
acteristics of the transient process under investigation. A for-
mula for calculating radial stresses �rr �17� is given below:

�rr�t,r� = �
0

t

C���N�t − �,r�d� , �35�

where

N�t,r� = �
0

t−��R1−r�

�A���F�t − ��R1 − r� − �,r�

+ a5W�t − �,R2��d�

+ �
0

t−��r−R2�

B���G�t − ��r − R2� − �,r�d�

− 
�
0

t

�F��,r�W�t − �,r� + G��,r�V�t − �,r��d� −
�

r
.

The displacement ur�t ,r�, the potential difference Up�t�, the
pressure in the acoustic media p�t ,r�, and other values were
determined likewise.

IV. NUMERICAL RESULTS

Calculations were based on the following physical
parameters of the piezoelectric cylindrical transducer of
dimensionless thickness R1−R2=0.2�R1=1� :C11

E =15.1�
1010 N /m2, C13

E =8.0�1010 N /m2, C33
E =13.6�1010 N /m2,

�=7.21�103 kg /m3, e31=−7.9 C /m2, e33=17.7 C /m2,
d33=2.86�10−10 C /N, �33

s =1.280�0, where �0=8.84�
10−12 F /m is the dielectric permittivity of vacuum �these

parameters correspond to the characteristics of material
TsTBS-3 �Ref. 17�� and the acoustic medium: c=1.5
�103 m /s and �=103 kg /m3 �water�. The calculation accu-
racy was controlled by varying the time interval �t steps.
Thus, the difference of the extreme values of the required
physical characteristics of the transient process, when �t
=1 /500 and �t=1 /1000, did not exceed 1%.

Curves in Fig. 2 are pressures p �r=R1
when the cylinder is

actuated by electric signal of step electric impulse ��t�
=H�t� �curve 1� and by electric signal of sinusoidal form
��t�=sin��0t� ·H�T0− t�, where H�t� is the Heaviside func-
tion, T0 is impulse duration, and �0=3 corresponds to the
radiator oscillating frequency. Thus for the second case dur-
ing time space 0� t�T0, amplitude of the pressure on out-
sides cylinder surfaces increases. After stopping actuating of
the cylinder by the external signal �t�T0�, amplitude de-
creases. Figures 3 and 4 illustrate the results of calculations
ur �r=R1

and p �r=R1
, obtained when the potential difference

��t�=1 was set across the input terminals of the conducting
circuit that includes inductance ��C=0 and �R=0�. Note that
the radiator has the form of a cylindrical capacitor. Its dimen-
sionless static �in the nondeformed state� capacitance is Cst

FIG. 2. Hydrodynamic pressure p on the cylindrical radiator surface r=R1,
where �0=3; �L=�C=�R=0 �the oscillating radiator is absent�, ��t�=1
�Curve 1�, ��t�=sin��0t�H�T0− t�, T0=4.7 �Curve 2�, and T0=4.2 �Curve 3�.

FIG. 3. Displacement ur of the cylindrical radiator surface r=R1, where
��t�=1, �C=�R=0, and �L=0.001 �Curve 1�, �L=0.004 �Curve 2�, and �L

=0.008 �Curve 3�.
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=2� / ln�R1 /R2�. That is why the value of dimensionless in-
ductance L� was selected from the condition 1 /	L�Cst=�0.
When this condition ��L=0.004 when the electric current
amplitude reaches its maximum� is satisfied, the resonance
frequency of the series circuit including capacitance Cst and
inductance L� coincides with the frequency �0. Figure 5 is
the potential difference between the cylinder electrodes vs
time dependence for this case. The diagrams above present
the results of calculations for �L=0.004 �Curve 1� and also,
for comparison, when �L=0.001 �Curve 2� and �L=0.008
�Curve 3�. Figure 6 shows the time behavior of p �r=R1

when
the conducting circuit has a capacitance and an inductance
��R=0� with the following initial parameters: �C=1 /Cst

=0.035 �C�=Cst�, �L=0.008 �Curve 1�; �C=2 /Cst=0.07, �L

=0.012 �Curve 2� and �C=1 / �2Cst�=0.0175, �L=0.006
�Curve 3�; ��t�=1. Parameter �L was found on the condition
that the resonance frequency of the oscillating circuit equals
�0. Figure 7 shows the pressure p �r=R1

for the case of the
input sinusoidal electric impulse ���t�=sin��0t�H�T0− t��.
The parameters of the oscillation circuit ��R=0� were chosen
as follows: �C=0.035 and �L=0.008 for Curve 1 �T0=4.7�
and Curve 2 �T0=4.2�; �C=0.07 and �L=0.012 for Curve 3

�T0=4.7� and Curve 4 �T0=4.2�; �C=0.0175 and �L=0.006
for Curve 5 �T0=4.7� and Curve 6 �T0=4.2�. Considering
that resistor R� affects only the amplitudes of the design
volumes, this element was not taken into account ��R=0�.

The calculations have demonstrated that when a step
electric impulse is applied to the conducting coatings of the
cylinder, the abrupt change in the potential difference across
the electrodes excites elastic waves with large gradients.
These waves are iteratively reflected from the boundary sur-
faces �r=R1 and r=R2� �Fig. 2, Curve 1�. A similar phenom-
enon occurs after the sinusoidal impulse termination with the
T0=4.7 length �Curve 2�. In this case the potential difference
��t� at the moment of time t=4.7 changes abruptly from 1 to
0. For T0=4.2 ��t� �t=T0

=0 and there are no sharp increases in
pressure p �r=R1

for t�T0 �Fig. 2, Curve 3�. These results
show that choice of the electrical signal duration can appre-
ciably influence on variation in time radiated by cylinder
acoustic waves. The conducting circuit with an inductance
�Fig. 5� significantly alters the form of the electric impulse

FIG. 4. Hydrodynamic pressure p on the cylindrical radiator surface r=R1,
where ��t�=1, �C=�R=0, and �L=0.001 �Curve 1�, �L=0.004 �Curve 2�,
and �L=0.008 �Curve 3�.

FIG. 5. Potential difference across the electrodes of the cylindrical radiator,
where ��t�=1, �C=�R=0, and �L=0.001 �Curve 1�, �L=0.004 �Curve 2�,
and �L=0.008 �Curve 3�.

FIG. 6. Hydrodynamic pressure p on the cylindrical radiator surface �r
=R1�, where ��t�=1, �R=0 and �C=0.035, �L=0.008 �Curve 1�, �C=0.07,
�L=0.012 �Curve 2�, and �C=0.0175, �L=0.006 �Curve 3�.

FIG. 7. Hydrodynamic pressure p on the cylindrical radiator surface �r
=R1�, where ��t�=sin��0t�H�T0− t�, �0=3, �R=0, and �C=0.035, �L

=0.008, T0=4.7 �Curve 1�; �C=0.035, �L=0.008, T0=4.2 �Curve 2�; �C

=0.07, �L=0.012, T0=4.7 �Curve 3�; �C=0.07, �L=0.012, T0=4.2 �Curve
4�; �C=0.0175, �L=0.006, T0=4.7 �Curve 5�; �C=0.0175, �L=0.006, T0

=4.2 �Curve 6�.
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between the electrodes of the transducer as compared to the
initial one ��t�=1. This results in actual elimination of high-
frequency oscillations ur and in sharp changes of p �Figs. 3
and 4�. The time dependence of displacements and pressures
has an oscillating nature characterized by a relatively low
frequency that rises with increasing parameter �L. If the pa-
rameters of the oscillating circuit with a capacitance and in-
ductance are chosen so that its resonance frequency with
account of the static capacitance of the electroelastic cylinder
is equal to �0, by varying �L and �C, the pressure amplitudes
in the emitted wave may be changed, when ��t�=1 �Fig. 6�
and when ��t�=sin��0t�H�T0− t� �Fig. 7�. After termination
of the impulse with the duration T0=4.7, when function ��t�
has a step and T0=4.2, when it is absent, the curves p �r=R1
differ insignificantly �Fig. 7�. In summary, note that the so-
lution method developed is applicable when the cylindrical
piezoelectric converter is connected to a source of electric
impulses with a parallel oscillating circuit and also when the
elements of a wire line are extended. Besides, this method
allows for calculations with an electric impulse of practically
any shape.

To estimate the reliability of results, a comparison of the
radial displacements ur has been executed. Values of ur were
calculated by the method presented in the manuscript and the
finite element analysis realized in complex ANSYS. Results of
specified calculations practically coincide and they are
shown in Fig. 8 where Curve 1 designates function ur in
point r=R1, Curve 3 designates ur in point R2, and Curve 2
designates in �R1+R2� /2, in case of the cylinder loading by a
step electric impulse ��t�=H�t� and oscillating circuit ab-
sence.

APPENDIX A: THE ORIGINALS OF FUNCTIONS g�
L

AND f�
L

g0	�t,z� =
ch�	 arcch��t + z�/z��

z	��t + z�/z�2 − 1
,

g1	�t,z� =
1

	
sh�	 arcch

t + z

z
� ,

f0	�t,z� =
cos�	 arccos��z − t�/z��

�z	1 − ��z − t�/z�2
H�2z − t�

−
sin�	��

�

e−	 arcch�t−z�/z

z	��t − z�/z�2 − 1
H�t − 2z� ,

f1	�t,z� =
sin�	 arccos��z − t�/z��

	�
H�2z − t�

+
sin�	��

	�
e−	 arcch�t−z�/zH�t − 2z� .

APPENDIX B: THE ORIGINALS OF FUNCTIONS VL

AND WL

V�t,z� =

sin�	 arccos
z − t

z
�

	��z − t�
H�z − �R2 − t�

+

sin�	 arccos
z − t

z
� − sin�	 arccos

z − t

�R2
�

	��z − t�

�H�t − z + �R2�H�z + �R2 − t�

+ � sin�	 arccos�z − t�/z�
	��z − t�

+
sin�	��

	�

e−	 arcch�t−z�/�R2

t − z
�H�t − z − �R2�H�2z − t�

+
sin�	��

	�

e−	 arcch�t−z�/�R2 − e−	 arcch�t−z�/z

t − z
H�t − 2z� ,

V�t,z��t=z =
cos�	�/2�

�

z − �R2

z�R2
,

W�t,z� =

sh�	 arcch
t + z

z
�

	�t + z�
H��R1 − z − t�

+

sh�	 arcch
t + z

z
� − sh�	 arcch

t + z

�R1
�

	�t + z�
H�t − �R1

+ z� .
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The relation between the diffuse-field response and the radiation impedance of a microphone has
been investigated. Such a relation can be derived from classical theory. The practical measurement
of the radiation impedance requires �a� measuring the volume velocity of the membrane of the
microphone and �b� measuring the pressure on the membrane of the microphone. The first
measurement is carried out by means of laser vibrometry. The second measurement cannot be
implemented in practice. However, the pressure on the membrane can be calculated numerically by
means of the boundary element method. In this way, a hybrid estimate of the radiation impedance
is obtained. The resulting estimate of the diffuse-field response is compared with experimental
estimates of the diffuse-field response determined using reciprocity and the random-incidence
method. The different estimates are in good agreement at frequencies below the resonance
frequency of the microphone. Although the method may not be of great practical utility, it provides
a useful validation of the estimates obtained by other means.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3353093�

PACS number�s�: 43.38.Kb, 43.58.Bh, 43.58.Vb �AJZ� Pages: 2290–2294

I. INTRODUCTION

Measurement microphones are used in a diversity of
acoustic environments: in couplers where uniform acoustic
pressure prevails, in open spaces with nearly free-field con-
ditions, and in rooms where nearly diffuse-field conditions
occur. Typically, a microphone is calibrated under uniform
pressure conditions either using a primary method such as
reciprocity or by a secondary method such as comparison
calibration or calibration with an electrostatic actuator. The
free-field or diffuse-field sensitivity is determined with the
aid of a correction that is typical for the type of microphone
in question. More rarely a microphone is calibrated under
free-field or diffuse-field conditions either using primary or
secondary techniques.

Whereas pressure and free-field calibration are more or
less well-established techniques at primary and secondary
levels,1 and a good deal of scientific development has been
focused on such techniques, diffuse-field calibration on the
other hand is a less frequently visited area. Diestel2 estab-
lished the fundamentals of diffuse-field reciprocity calibra-
tion. Nakajima3 used the same fundamentals in a realization
of the technique in a small reverberation room filled with
nitrogen. More recently, Bietz and Vorländer4 studied the

possibility of performing simultaneous free-field and diffuse-
field calibration using a time-selective technique. Barrera-
Figueroa et al.5 made some observations about the accuracy
of the reciprocity estimate in a diffuse field due to the statis-
tical characteristics of the sound field in a reverberant room.

Diffuse-field reciprocity calibration is a primary method
that may not be suitable for all types of microphones. Sec-
ondary methods for determining the diffuse-field sensitivity
have been also developed. The most widespread of these is
the random-incidence technique. This is a relative or second-
ary method that can be applied to microphones and other
devices such as sound level meters.6–8 It is worth noting that
the random-incidence response �also in general, free-field,
and diffuse-field responses� can be determined relative to the
true pressure response6,7 or to the electrostatic actuator
response.8

Shaw9 suggested an alternative formulation based on the
concept of radiation resistance. So far, no one has reported
the use of this relation for determining the diffuse-field sen-
sitivity of measurement microphones, probably because of
the practical difficulties in measuring the velocity of the
membrane of the microphone and the pressure on the surface
of the membrane. However, it has recently been reported that
it is possible to measure the velocity distribution of the mi-
crophone membrane with good accuracy and to use these
measurements as boundary conditions in numerical calcula-
tions for determining microphone parameters, such as pres-
sure response and acoustic centers. Although the underlying
assumptions, mainly the need of having a reciprocal micro-
phone with an exposed membrane, might limit the applica-

a�
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radiation impedance and the diffuse-field response of measurement micro-
phones,” Proceedings of the Inter-Noise 2008, Shanghai, China, October
2008.
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tion of such a technique, its study is an interesting way of
validating the other well-established techniques.10,11

In this paper, a relation between the diffuse-field re-
sponse and the radiation resistance of a measurement micro-
phone is derived. A hybrid numerical and experimental
method is used to determine the radiation impedance from
measurements of the velocity of the membrane of a con-
denser microphone by using it as a boundary condition in a
formulation of the boundary element method �BEM�. The
results of the hybrid method are compared with the results
from free-field reciprocity calibration and random-incidence
measurements.

II. RELATION BETWEEN RADIATION IMPEDANCE
AND DIFFUSE-FIELD RESPONSE

The diffuse-field response of a microphone is related to
the sound power it emits when it is acting as a source.
Diestel2 defined such a relation between the power, P, and
the diffuse-field sensitivity. Diestel considered the sound
power radiated to a solid angle element by a reciprocal trans-
ducer acting as a source in a free field. He obtained a differ-
ential expression of the free-field response of the transducer
to a wave coming in the direction of the solid angle element
by combining the expressions of the sound power and the
reciprocity parameter in a free field. Diestel then determined
the squared diffuse-field response by integrating the square
of the free-field response to sound waves coming from all
directions �random-incidence�. From Diestel’s expression,
one can obtain

P = �4����f

2
�2� �i�2/2

�c
�Md

2, �1�

where Md is the diffuse-field sensitivity, � is the density of
air, f is the frequency, c is the speed of sound, and i is the
complex current flowing through the terminals of the micro-
phone.

If the microphone can be assumed to radiate sound like
a monopole with a volume velocity q, then the sound power
emitted by the microphone is12

P = 1
2 �q�2 Re�Zrad	 , �2�

where the acoustic radiation impedance Zrad is the ratio of the
�complex� sound pressure averaged over the surface of the
membrane of the microphone, S, to the volume velocity,

Zrad = � pav

q
� . �3�

Note, however, that Eq. �2� is only valid if the pressure does
not vary too much over the membrane, and this is probably
only the case if all parts of the membrane essentially move in
phase. Combining Eqs. �1� and �2�, one obtains

Md
2 =

�q�2

�i�2
c

��f2Re�Zrad	 . �4�

Furthermore, recalling that the pressure sensitivity is defined
as Mp=−q / i,1,12 Eq. �4� can be rewritten as

Md
2

Mp
2 =

c

��f2S
Re�Zrad	 . �5�

The expression on the left-hand side of Eq. �5� is the diffuse-
field factor. In logarithmic form, it is known as the diffuse-
field correction:

Cd = 10 log10� �Md�2

�Mp�2� . �6�

The diffuse-field correction determined using the radiation
resistance in combination with the pressure sensitivity can be
compared with other methods, such as diffuse-field reciproc-
ity and random-incidence calibration. Equation �5� is very
similar to an expression determined by Shaw.9

At high frequencies there may be a phase lag between
the velocity at the center of the membrane and near the rim
corresponding to wave motion in the membrane.11 Under
such conditions, the pressure may vary significantly in am-
plitude and phase over the membrane, and then the validity
of Eq. �2� is no longer obvious.

III. HYBRID NUMERICAL EXPERIMENTAL METHOD

In order to determine the radiation impedance of the
microphone, a hybrid numerical and experimental method is
introduced. The method is based on the use of the measured
velocity of the membrane of the microphone in numerical
calculations of the sound field. A more detailed description
of the method, the experimental setup, and examples of its
application can be found in Ref. 11. The method consists of
three steps: �a� the velocity of the membrane of a micro-
phone is measured using a laser vibrometer, �b� this mea-
sured velocity is used in a BEM model of a microphone as a
boundary condition on the membrane of the microphone, and
�c� the calculated sound field is used to determine the pres-
sure distribution on the membrane of the microphone; other
parameters such as the directivity index and the acoustic cen-
ter of the microphone can also be obtained using the calcu-
lated sound field.11

A. Experimental setup

Some experiments have been carried out. The velocity
of the membrane of a microphone was measured using a
laser vibrometer Polytech type PDV-100. The microphone
membrane was excited using a reciprocity apparatus Brüel &
Kjær type 5998. The voltage on the terminals of the refer-
ence impedance on the transmitter unit Brüel & Kjær type
ZE0796 and the output of the vibrometer were measured
using a Brüel & Kjær “PULSE” analyzer. Figure 1 shows a
block diagram of the measurement setup.

The signal used for exciting the microphone was pseu-
dorandom noise with a bandwidth of 25.6 kHz and 6400
spectral lines. The laser vibrometer can measure up to a fre-
quency of 24 kHz. Only 1 in. and 1

2 in. Laboratory Standard
microphones �LS1 and LS2, respectively� were examined.
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B. BEM modeling

In the numerical modeling, the semi-infinite rod where
the microphone is mounted was approximated by a cylindri-
cal rod with a length of 60 cm with a hemispherical back-
end. This will introduce a small disturbance in the simulated
results because of reflections from the back of the rod. How-
ever, because of the length of the rod, they are expected to
have small amplitude. The frequency range used in the cal-
culations was from 1 to 20 kHz for LS1 microphones and
from 2 to 21 kHz for LS2 microphones. The sizes of the
smallest element in the axisymmetric mesh is 2.5 and 1.5

mm for LS1 and LS2 microphones, respectively. Thus, there
were at least six elements per wavelength at the highest fre-
quency.

In order to avoid the nonuniqueness problem, a random
CHIEF point has been added in the interior of the geometry
as described in Ref. 13, and the calculation has been checked
by determining the condition numbers of the BEM matrices
and by repeating calculations with small frequency shifts.14

In the problem at hand, the microphone acts as a sound
source; thus, the radiation problem was solved by assigning
the complex velocity measured with the vibrometer to the
membrane of the microphone.

IV. DISCUSSION OF RESULTS

A. Movement of the membrane

Figures 2 and 3 show the velocity of the membrane of
LS1 and LS2 microphones at different frequencies. It can be
seen that in the two cases, the movement of the membrane
below the resonance frequency follows the usual assumption,
that is, the movement is parabolic. However, at frequencies
above the resonance, the interaction between membrane,
back-cavity, and air film between membrane and back-plate
makes the membrane move in very particular shapes, differ-
ent from any simple theoretical assumption.

It can also be observed that there is a phase lag at the
center of the membrane with respect to the outer portions of
the membrane and that the delay increases with the fre-
quency. Thus, the membrane does not move uniformly back
and forth in the whole frequency range, and this might have
an effect on the determination of the radiation resistance of
the microphone. However, it is only at very high frequencies
for LS1 microphones �compared with their resonance fre-

FIG. 1. �Color online� Block diagram of the measurement system.

FIG. 2. �Color online� Normalized amplitude and phase of the velocity of the membrane of an LS1 microphone at several frequencies. Solid line: normalized
amplitude; dash-dotted line: phase.
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quency� that the phase lag becomes significantly large, intro-
ducing a clear wave movement on the membrane of the mi-
crophone. In the case of LS2 microphones, the wave motion
is also present, but it can be regarded as negligible. This is
because the upper frequency limit of the measurements is not
sufficiently high compared with the resonance frequency of
the microphone.

B. Radiation impedance and diffuse-field response of
a microphone

Figures 4 and 5 show the diffuse-field correction of LS1
and LS2 microphones, respectively, determined using differ-
ent methods: diffuse-field reciprocity, random incidence, and
radiation impedance. In the last mentioned case, the correc-
tion was calculated using the radiation impedance deter-
mined using the measured velocity of the membrane of the
microphone in the axisymmetric BEM formulation. The fig-
ures also show the difference between the individual esti-
mates and an average of the three estimates.

Results of the diffuse-field sensitivity determined using
reciprocity are only presented from 2 kHz for LS1 and LS2
microphones. The diffuse-field results at frequencies below 2
kHz for LS1 and below 3 kHz for LS2 microphones cannot
be trusted. The estimate presents large deviations due to the
time-selective procedure applied for separating the free-field
and diffuse responses, and more specifically because of the
roll-off frequencies of the passband filter used in the time-
selective procedure. Details can be found in Ref. 5. Simi-
larly, results of the random-incidence correction are only pre-
sented from 1 kHz for LS1 microphones and from 2 kHz for
LS2 microphones. In this case, the values of the random-
incidence correction are not reliable because of the applica-

tion of the time-selective procedure described in Ref. 7. For
the sake of clarity, the graph showing the difference between
estimates for LS1 microphones shows only values above 2
kHz and 3 kHz for LS2 microphones.

It can be seen that the diffuse-field correction of LS1
microphones determined using the radiation resistance at low

FIG. 3. �Color online� Normalized amplitude and phase of the velocity of the membrane of an LS2 microphone at several frequencies. Solid line: normalized
amplitude; dash-dotted line: phase.

FIG. 4. �Color online� Diffuse-field correction for LS1 microphones: �a�
modulus of the correction determined using different techniques and �b�
difference between the individual estimates and the average of the three
different techniques. In both graphs, the thick solid line is the diffuse-field
correction determined from the radiation resistance, the line with circular
markers is the diffuse-field correction determined using reciprocity from
Ref. 5, and the line with square markers is the random-incidence correction
from Ref. 7.
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and midfrequencies �up to 7 kHz� is in reasonable agreement
with the estimates obtained using the reciprocity and
random-incidence techniques; the average difference be-
tween estimates is within 0.2 dB. Around the resonance fre-
quency of the microphone �between 7 and 10 kHz�, this
agreement degrades. Above 10 kHz the agreement seems to
improve again. The diffuse-field correction for LS1 micro-
phones shown in Fig. 4 is not reliable above 15 kHz because
the pressure sensitivity determined by reciprocity has
reached its limits of applicability.

The behavior of the diffuse-field correction of LS2 mi-
crophones is very similar to the LS1 correction. At midfre-
quencies and up to 15 kHz, the agreement between the dif-
ferent estimates is good; the average difference between
estimates is better than 0.1 dB. Above 15 kHz the agreement
degrades, and the average difference takes values up to 0.5
dB.

The agreement between estimates at midfrequencies is
much better for LS2 microphones than for LS1 microphones.
A possible explanation for this behavior is that the assump-
tion made in deriving Eq. �2�, that either the velocity of the
membrane or the sound pressure on the membrane do not
vary too much over the surface of the membrane, is satisfied
to a larger extent for LS2 than for LS1 microphones, because
the surface of the membrane is larger and more compliant in
the latter case. This gives rise to larger phase differences
between the center of the membrane and the portions closer
to the rim. There is no apparent reason why the diffuse-field
response determined from the radiation impedance differs
from the reciprocity and random-incidence estimates.

V. CONCLUSIONS

A relation between the radiation impedance and the
diffuse-field response of a transducer has been derived. The
validity of this relation is limited to sources with real-valued
surface velocities.

The diffuse-field correction has been determined from
the derived relation making use of a hybrid experimental-
numerical method. The velocity of the membrane of LS1 and
LS2 microphones has been measured with a laser vibrometer.
This measured velocity was used in a BEM formulation for
determining the radiation impedance. The results of the hy-
brid method are in good agreement with other realizations of
the diffuse-field correction, namely, diffuse-field reciprocity
and random-incidence measurements. Thus, this method can
be used as a validation of the traditional methods.

Furthermore the hybrid method can also provide more
reliable values of the diffuse-field correction at low frequen-
cies where the traditional methods fail.
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The well-known membrane-plate analogy that relates the natural frequencies when dealing with
polygonal homogeneous domains is herein extended to non-homogeneous systems comprised of
homogeneous subdomains. The analogy is generalized and demonstrated and it is shown that certain
restrictions among the frequency parameters of the membranes and plates arise. Several examples
of membranes and plates with interfaces separating areas with different material properties are
numerically solved with different approaches. The subdomains are separated by straight, curved,
and closed line interfaces. It is shown that the analogy is verified provided that the restrictions are
satisfied. The analogy is first demonstrated and presented as a practical methodology to find the
natural frequencies of membranes knowing the corresponding ones of the plates or vice versa.
Second, the plate and membrane vibration problems, governed by the bi-Laplacian and Laplacian
differential operators, respectively, can be solved without distinction, though under certain
conditions, i.e., solve one of them and deduce the other using the analogy. Various numerical
examples validate the analogy. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3337222�
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I. INTRODUCTION

The membrane-plate analogy is known1 for the problem
of natural vibrations between simply supported plane plates
and fixed membranes in homogeneous polygonal domains.
Regarding the origin of the analogy, Timoshenko and
Woinowsky-Krieger2 referenced an earlier work of Marcus.3

Also Conway and Farham4 are frequently cited for his work
on the vibration problem. On the other hand, the non-
homogeneous membranes have received the attention of
researches.5–7 However, the above-mentioned analogy may
be lost when some complexities are present, and extensions
to it have been addressed by several authors, such as com-
pression buckling, hygrothermal buckling, and vibration of
sandwich plates,8 laminated plates,9 shallow shells,10 inter-
mediate partial supports,11 or, as is the topic of this study, the
consideration of non-homogeneous domains made of homo-
geneous subdomains.12 Here, the original idea is extended to
non-homogeneous domains �distributed in homogeneous re-
gions�. In particular, polygonal domains with various inter-
faces are tackled. Despite that the study deals with a theoret-
ical demonstration, it also proposes a methodology of
practical interest for non-homogeneous domains. Let us as-
sume constant thickness h0 �the dimension in the z direction�
and accept that T0 �force per unit of length� when used in the
Helmholtz equation is uniform and the same for all the re-

gions. That is, each region is made of a homogeneous mate-
rial but, in general, with the following physical characteris-
tics varying from region to region, i.e., mass density � j

=�0rj, Young’s modulus Ej =E0ej, and Poisson’s ratio � j

=�0nj, where �0, E0, and �0 are arbitrary reference constants
and � j, Ej, and � j are constant within each region. A sche-
matic drawing of a rectangular domain with one interface
�two regions, I and II� is shown in Fig. 1, though obviously
the number is arbitrary. The most general analogy that will
be found in what follows includes, as a particular case, the
classical one �homogeneous materials� and will yield the re-
strictions to be satisfied in order for the new analogy to be
valid.

In short, the analogy object of the present study is within
the following definition: The aim is to find a relationship
among the mode shapes of the membrane v j and plate wj,
where j denotes one of the homogeneous domains.

v j = Gj�wj� , �1�

in such way that some condition among the non-dimensional
frequency parameters � of both systems �subscripts m and p
stand for membrane and plate, respectively�

�p = g��m� �2�

exists. It can be shown below that one is led to additional
restrictions that will be only verified for homogeneous do-
mains. This approach is not shown herein for the sake of
brevity. Alternatively, a more general expression will be pro-
posed,

a�Author to whom correspondence should be addressed. Electronic mail:
mrosales@criba.edu.ar
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v j = � j�
2wj + � jwj , �3�

in which the constants � j and � j will be found provided that
the boundary conditions �BCs� and the continuity conditions
�CCs� are satisfied for membranes and find any �p=g��m�.
At the end, we will find the following relationship between
membrane and plate non-dimensional frequency parameters:

�p = K�m
2 , �4�

in which K is a constant value that is found with the material
properties involved in the problem.

Although not included, the analogy is also valid for the
plate buckling of plates with uniform plane load.

II. GOVERNING EQUATIONS

The governing equation of the elastic, homogeneous,
isotropic, vibrating plate �Germain–Lagrange�2,13 with con-
stant thickness h0 in z direction is

�2��2wj� − �p
2 f j

2wj = 0, �5�

where wj =wj�X ,Y� is the plate mode shape for each j region
that should satisfy the BCs and the CCs at the interface. In
what follows, and without loss of generality, it will be as-
sumed that j=I , II. The adopted plate frequency parameter is

�p ���0h0

D0
�pa2, �6�

where �p are the circular natural frequencies of the whole
plate, a is an arbitrary reference length, and the flexural ri-
gidity D0 writes

D0 �
E0h0

3

12�1 − �0
2�

�7�

and

f j
2 �

rj�1 − �0
2nj

2�
ej�1 − �0

2�
. �8�

In turn, the differential equations governing the natural
vibration of a homogeneous membrane of constant thickness
h0 under a constant force per unit of length T0 �Helmholtz
equation14� is

�2v j + �m
2 rjv j = 0, �9�

where v j =v j�X ,Y� denotes the membrane mode shape of
each region, which should satisfy the BCs on the boundaries
and the CCs at the interface, and where the adopted mem-
brane frequency parameter is

�m =��0h0

T0
�ma , �10�

where �m are the successive circular natural frequencies of
the whole membrane. It is accepted, for the sake of simplic-
ity, that both plates and membranes have the same mass dis-
tribution.

In this problem, the BCs are considered simply sup-
ported for the plate and fixed for the membrane. That is, with
j=I , II �see Fig. 1�,

wj�0,y� = wj�a,y� = 0, �11a�

�2wj

�x2 �0,y� =
�2wj

�x2 �a,y� = 0, �11b�

wI�x,0� = wII�x,b� = 0, �11c�

�2wI

�y2 �x,0� =
�2wII

�y2 �x,b� = 0. �11d�

It is important to observe that, from BC �11�, the follow-
ing consequences yield

�2wj�0,y� = �2wj�a,y� = 0, �12a�

�2wI�x,0� = �2wII�x,b� = 0. �12b�

Equations �12a� and �12b� are derived from Eq. �11b�. In
turn, Eq. �12b� comes from Eq. �11d�. Also

v j�0,y� = v j�a,y� = 0, �13a�

vI�x,0� = vII�x,b� = 0. �13b�

Now, with respect to the CCs that should hold over the
interface, it is true that plates require two geometric �or es-
sential� conditions to be fulfilled. They are related with the
function w and the slope in the normal sense, �w /�N, and
two force �or natural� conditions �bending moment MN and
the shear force VN in the Nz plane�. In the membrane case,
two geometric conditions are to be imposed: function and
slope in the normal direction.

FIG. 1. Membrane configuration for the particular case of two regions.
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A. Continuity condition for plane plates over interface
C „Fig. 1…

The interface C limits the regions with different material
properties. Let us recall2,13 that a bending force MN over an
interface curve writes

MN = − D��2w + �� − 1�
�2w

�t2 � , �14�

and the total shear force VN in the area element with normal
N, parallel to z, is

VN = − D� �

�N
��2w� + �1 − ��

�3w

�N � t2� , �15�

where

�2w =
�2w

�x2 +
�2w

�y2 =
�2w

�N2 +
�2w

�t2 , �16�

in which �� · � /�N and �� · � /�t are directional derivatives. The
bending stiffness D in Eqs. �14� and �15� is, for each region
of the plate,

Dj =
Ejh0

3

12�1 − � j
2�

=
rj

f j
2D0. �17�

Then, the four CCs over the interface are given as follows.

• Function:

�wI��C� = �wII��C���w�� . �18a�

• Slope with respect to normal direction:

	 �wI

�N



�C�
= 	 �wII

�N



�C�
	�

�w�

�N

 . �18b�

• Bending moment:

�DI�
2wI��C� − �DII�

2wII��C�

= − �DI��I − 1� − DII��II − 1��
�2w�

�t2 . �18c�

• Shear in plane tz:

	DI
���2wI�

�N



�C�
− 	DII

���2wII�
�N



�C�

= − �DI�1 − �I� − DII�1 − �II��
�3w�

�N � t2 . �18d�

The definitions using w�=w��s� and its derivatives are
just a simplifying notation.

B. Continuity condition for membranes over C

The CCs and its consequences over the interface write
the following.

• Function:

�vI��C� = �vII��C�. �19a�

• Slope along N:

	 �vI

�N



�C�
= 	 �vII

�N



�C�
. �19b�

III. STATEMENT OF AN ANALOGY

In what follows the analogy proposed in the Introduction
is stated and demonstrated. As mentioned before, the analogy
that is object of the present study is within the following
definition �that includes the well-known analogy valid for
homogeneous polygonal domains as a particular case�: Find
a relationship among the membrane and plate mode shapes

v j = Gj�wj� , �20�

in such way that some condition among the frequencies of
both systems

�p = g��m� �21�

exists. A second approach �inversely to the first one� would
perhaps be possible; that is, the proposition of a functional
relationship among frequencies and then, the derivation of
the link between the mode shapes. Here the first approach is
followed.

In order to start the search, let us rewrite Eq. �5� in the
following format �recall that each f j is constant�:

�2��2wj − �pf jwj� + �pf j��2wj − �pf jwj� = 0. �22�

By simple observation Gj� · � �from Eq. �20�� may be selected
as

v j = Gj�wj� � �2wj − �pf jwj . �23�

This is no more that the classical relationship extended to
non-homogeneous domains. To start with a proposition simi-
lar to the classical analogy was the motivation of the present
approach. It was be shown �not included herein� that it con-
duces to additional restrictions that will only be verified for
homogeneous domains. Thus a more general expression will
have to be used,

v j = � j�
2wj + � jwj , �24�

in which the constants � j and � j will be found provided that
the BCs and CCs are satisfied for membranes and find any
�p=g��m�. Particularly, if � j =1 and � j =−�pf j, we obtain
Eq. �23�. Equation �23� would lead to the conclusion that it is
only verified by homogenous domain cases. The need of a
more complex relationship among the membrane and plate
mode shapes �Eq. �24�� becomes apparent �Sec. III A�.

A. Generalization of the analogy

A more general Gj�wj� is introduced in Eq. �24�; i.e.,
v j =� j�

2wj +� jwj. The constants � j and � j will be found sat-
isfying the BCs and CCs for membranes and with the aim of
finding any �p=g��m�. With relationship �24� and Eq. �5�,
Eq. �9� yields

�� j + � j�m
2 rj��2wj + �� j�p

2 f j
2 + � j�m

2 rj�wj = 0. �25�

These Helmholtz equations for each plate mode shape wj are
not—in general—satisfied. The only simultaneous conditions
to identically verify Eq. �25� are
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� j + � j�m
2 rj = 0, �26a�

� j�p
2 f j

2 + � j�m
2 rj = 0, �26b�

from which and for each j the following results:

� j = − � j�m
2 rj , �27a�

⇒� j��p
2 f j

2 − �m
4 rj

2� = 0. �27b�

In order for Eq. �27b� to be satisfied, it only remains that �if
� j =0 due to Eq. �27a� ⇒� j =0⇒ and due to Eq. �24� v j

�0�

� j � 0, �28a�

�p = �m
2 rj

f j
, �28b�

since �p, �m, rj, and f j are essentially positive. As before,
we find a possible function g� · �, but a first additional restric-
tion should be verified as

rIf II = rIIf I ⇒
r

f
= const, �29�

in order for the frequencies to be region independent. Then,
the frequencies relationship may be written as

�p = �m
2 rI

f I
= �m

2 rII

f II
= �m

2 r

f
. �30�

In this case the � j’s remain free and Eq. �24� with Eq.
�27a� may be written as follows:

v j = Gj�wj� = � j��2wj − �m
2 rjwj� . �31�

Let us now impose for v j =Gj�wj� the BCs and the CCs for
the membrane �taking also into account the plate BCs—
recall Eqs. �11a�, �11b�, �12a�, and �12b��. First, we will ana-
lyze the CCs. Making use of Eq. �31� we impose Eqs. �19a�
and �19b�, taking into account Eq. �18a� and their conse-
quences,

��I�
2wI��C� − ��II�

2wII��C� = �m
2 ��IrI − �IIrII�w�, �32a�

	�I
��2wI

�N



�C�
− 	�II

��2wII

�N



�C�
= �m

2 ��IrI − �IIrII�
�w�

�N
.

�32b�

After comparing Eq. �32� with Eqs. �18c� and �18d�, the
following restrictions are mandatory. They avoid incoher-
ences and, on the other hand, lead to the simpler and most
direct conditions.

�IrI − �IIrII = 0, �33a�

� j = CDj , �33b�

DI�1 − �I� − DII�1 − �II� = 0, �33c�

where C is an arbitrary constant. These restrictions must be
added to Eq. �29�. However, and due to Eq. �33b�, it may be
deduced that Eq. �33a� is equivalent to Eq. �29�. In effect the
use of Eqs. �17� and �33b� leads us to this conclusion. On the

other hand after taking into account Eq. �33a�, Eq. �33c� may
be written as

rII�1 − �I� = rI�1 − �II� ⇒
r

1 − �
= const. �34�

Moreover, with this relationship and Eq. �29� and recalling
Eq. �8�, the following result is found:

eII�1 + �I� = eI�1 + �II� . �35�

Then, if, for instance, we choose

rII = krI�⇒ f II = kf I� , �36�

k should be real and positive for real materials. Equation �34�
automatically defines the following relationship:

�1 − �II� = k�1 − �I� . �37�

There are infinite possibilities of choosing the � j’s �and not
necessarily between 0 and 0.5, as is required in lineal elas-
ticity�. Furthermore, due to Eq. �35�, a relation among the ej

is obtained.

eII =
2 − k�1 − �I�

�1 + �I�
eI . �38�

Summing up, the present proposition �24� consisted in
linking each membrane mode shape v j as a linear combina-
tion of the plate mode shape and its Laplacian for each re-
gion. With this proposition, an analogy for non-homo-
geneous domains composed of homogeneous subdomains is
found, with restrictions �Eqs. �29� and �34��. This analogy
works in the following way: One real or fictitious system is
solved in order to find frequencies and mode shapes of other
real system.

Obviously, the above presented analogy includes the
classical one, i.e., when rI=rII, f I= f II, and �I=�II �i.e., � j

=1�.
The analogy is valid for all orders of frequencies and for

an arbitrary number of regions. Successive relationships such
as Eqs. �29� and �34� must be employed for each region
when more than two regions are present. At present, the au-
thors cannot assert the uniqueness of an analogy of this type;
i.e., no guarantee can be provided that other analogies do not
exist.

IV. EXAMPLES

In this section various numerical examples illustrate the
analogy between plates and membranes with non-homo-
geneous domains with homogeneous subdomains. The nec-
essary conditions have to be fulfilled in each case. Some
cases are two-way statements but others are only in one way;
i.e., a fictitious plate serves to find the natural frequencies of
a real membrane �see example 1c below�. Figure 2 shows the
five different solved configurations: a rectangular/square
plate/membrane with two regions separated by either a
straight line parallel to one of the boundaries, an inclined
straight line, a curved line, and a closed line �i.e., a closed
region inside another one�. Finally a non-rectangular domain
was studied: a triangular plate/membrane with three regions
separated by lines parallel to one side.
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The first group of numerical examples deals with a
square shaped membrane/plate with two regions separated by
a straight line parallel to one side. If X and Y are the axes
located at the left inferior corner, the line is Y =0.6a, in
which 0�X�a, a=1 �side of the square�. Three different
illustrations are presented in this case �examples 1a, 1b, and
1c�. In all cases, the reference properties are �0=0.3, E0, and
�0, and the parameter values are depicted in Table I. As can
be observed, conditions �29� and �34� are verified. The plate
frequencies were found with the finite element software AL-

GOR �Ref. 15� for cases 1a and 1b. The well-known Levy
solution2 was employed to solve the vibration plate problem
for case 1c and the membrane frequencies were found solv-
ing Eq. �9� with FLEXPDE.16 The frequencies of the plates and
the membranes were numerically found and compared in
Table II. The error was calculated in all the examples with
the following expression:

�% = 100� r�m
2

f�p
− 1� . �39�

The following three examples deal with rectangular or
square shapes with other interfaces. First a rectangular
membrane/plate with two regions separated by an inclined
straight line �Y =0.3X+0.7� is addressed �axes X and Y are
located at the left inferior corner� �example 2�. The sides of
the rectangle are a=1 �X direction� and b=1.8 �Y direction�.
In this case �0=0.5, rI=1, eI=1, nI=1, rII=2, eII=2 /3, nII

=0, f I=1, f II=2, and �m
2 /�p= f /r=1. The membrane fre-

quencies �m were found using a trigonometric series ap-
proach as reported in a previous paper by the authors.12 The
plate frequencies �p were found with ALGOR.15 Next, the
case of two regions separated by a curved interface Y
=0.8X2−0.5X+0.4 was tackled �the same data hold for the
other properties� �example 3�. In the membrane case, Eq. �9�
was solved straightforwardly with FLEXPDE.16 The plate fre-
quencies were found also with FLEXPDE after rewriting Eq.
�5� into two coupled membrane equations and the appropri-
ate boundary conditions. This is necessary since this finite
element software handles up to second order differential
equations. A rectangular membrane/plate �a=1, b=1.8�
with a region limited by a closed curve �a centered circum-
ference of radius R=0.4� �example 4� was studied. Again
both membrane and plates were solved with FLEXPDE. Table
III contains the numerical values of the first three natural
frequencies for the three cases.

FIG. 2. Numerical examples. Schemes of the non-homogeneous domains.

TABLE I. Example 1. Data: parameters rj, ej, and nj, and calculated values
of f j �j=1,2�.

Parameter 1a 1b 1c

rI 1 0.6 1
rII 2 1 2
eI 1 1.3 1
eII 2/3 1 0.461 5
nI 5/3 1.619 03 1
nII 0 0.476 2 	1.333
f I 0.907 841 0.622 52 1
f II 1.815 682 1.037 53 2
�m

2 /�p= f /r 0.907 841 1.037 53 1

TABLE II. Example 1. First four natural frequencies for a square domain
with a linear interface parallel to one side. Membrane equation �9� was
solved with FLEXPDE �Ref. 16� and plate equation �5� was solved with ALGOR

�Ref. 15� for cases 1a and 1b. Plate of case 1c was tackled with Levy
solution. The error is computed with Eq. �39�.

Example
Order of

frequency
Membrane

�m
2

Plate
�p

Error
�%

1a 1 14.2537 15.7044 	0.024
2 33.0705 36.4348 	0.019
3 36.7375 40.4691 	0.005
4 61.1121 67.3298 	0.020

1b 1 26.4785 25.5251 	0.017
2 63.2931 61.0124 	0.014
3 65.5396 63.1734 	0.007
4 108.3759 104.4600 	0.004

1c 1 14.2537 14.2563 	0.018
2 33.0705 33.0713 	0.002
3 36.7375 36.7373 0.0005
4 61.1121 61.1080 0.006

TABLE III. Examples 2–4. First three natural frequencies for the mem-
branes �example 2—see Ref. 12—and examples 2 and 3 with FLEXPDE, see
Ref. 16� and plates �example 2 with ALGOR �Ref. 15� and examples 3 and 4
with FLEXPDE�. The error was computed with Eq. �39�.

Example
Order of

frequency
Membrane

�m
2

Plate
�p

Error
�%

2 1 7.6618 7.6662 	0.06
2 15.728 15.737 	0.06
3 23.473 23.502 	0.12

3 1 11.133 11.141 	0.072
2 27.649 27.660 	0.040
3 31.751 31.787 	0.113

4 1 7.5006 7.5037 	0.040
2 16.132 16.126 	0.037
3 25.185 25.248 	0.249
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Finally, example 5 deals with an equilateral triangular
domain with three regions, as is shown in Fig. 2. The data for
this case are �0=1, E0=1, �0=0.3, r1=1, r2=2, r3=3, e1=1,
e2=0.8, e3=0.6, n1=0.2, n2=0.1, and n3=0. Consequently
rj / f j =r / f =�p /�m

2 =1.2798. The results are reported in Table
IV. Both membrane and plates were solved using FLEXPDE.16

As can be observed, errors are negligible. They are
within the numerical inevitable errors that are involved in
both the finite element calculations, as well as the other ana-
lytical approaches. Recall that the analogy is theoretically
correct.

V. CONCLUSIONS

An analogy between membranes and simply supported
plates for non-homogeneous domains comprised of homoge-
neous subdomains has been presented. It is verified within
polygonal domains. Concretely, the analogy is derived from
Eq. �24� that relates each membrane mode shape v as a linear
combination of the plate mode shape w and its Laplacian.
With this proposition, some restrictions arise �Eqs. �29� and
�34��. Several examples illustrate its validity provided that
the required restrictions are satisfied. Through the demon-
strated analogy, the plate and membrane vibration problems
governed by the bi-Laplacian and Laplacian differential op-
erators, respectively, can be solved without distinction, under

certain conditions, i.e., solve one of them and deduce the
other using the relationship. Obviously, the analogy includes
the classic one when the whole domain is homogeneous.
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Plate
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This article reports a field study on noise annoyance from military shooting with small, midsize, and
heavy weapons that was carried out among 1002 residents living near eight different training
grounds of the Swiss army. The goal of the study was to derive the exposure-annoyance relationship
for military shooting noise in communities in the vicinity of average military training grounds.
Annoyance was determined in a telephone survey by means of the 5-point verbal and 11-point
numerical annoyance scale recommended by the International Commission on Biological Effects of
Noise. Exposure was calculated using acoustical source models of weapons and numbers of shots
fired, as recorded by the army. Annoyance predictor variables investigated were LAE, LCE, LCE

−LAE, number of shots above threshold, as well as individual moderators. Exposure-annoyance
relationships were modeled by means of linear and logistic regression analyses. The sound exposure
level LE of shooting noise better explained variations in annoyance than other operational and/or
acoustical predictors. Annoyance on the 5-point scale was more closely related to noise exposure
than expressed on the 11-point scale. The inclusion of the C-A frequency weighting difference as a
second explaining variable, as suggested earlier, did not substantially enhance the predictability of
high annoyance. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3337234�

PACS number�s�: 43.50.Qp, 43.50.Pn, 43.50.Sr �BSF� Pages: 2301–2311

I. INTRODUCTION

A. Study rationale

Exposure-response relationships are commonly used to
assess the annoyance impact of many kinds of traffic or in-
dustrial noise. In their most common form, they relate noise
exposure to the percentage of highly annoyed persons
�%HA�. As military shooting noise �as a result of military
training activities in times of peace� is less of a problem for
the majority of the population, there exist only a few field
studies in the literature that investigated its effects. Hence the
impact of military shooting noise from training grounds of
armies is far less well understood than effects of other noise
sources. The goals of the current study were thus the estab-
lishment of a statistical model that explains variation of com-
munity annoyance by operational and acoustical descriptors
of military shooting activity and to provide an exposure-
effect function for high annoyance �%HA� among residents
in the vicinity of typical military training grounds in Swit-
zerland.

Despite a relatively large body of literature, which
mostly pertains to laboratory studies �Meloni and Rosen-
heck, 1995; Schomer et al., 1994; Vos, 2001, 2003; Vos and
Geurtsen, 2003�, there have only few exposure-effect func-
tions for �military� shooting noise been published so far �e.g.,
in Schomer, 1985�. In the real-world situation, people use

adaptive mechanisms that try to ignore noise as much as
possible, whereas in a laboratory setting they do the opposite
and inevitably concentrate on the noise. This provides a
strong rationale to investigate shooting noise effects in the
field, at the homes of the affected population.

The current study was carried out in Switzerland, where
one can find several multipurpose training grounds where
military shooting activity comprises small, middle, and
heavy weapon shooting in one and the same place, and, be-
cause plain space is very scant, often in close vicinity to
inhabited areas. This specific geographic situation therefore
appears to be well suited to investigate military shooting
noise annoyance by means of a field study. At this point, the
notion is relevant that this study is not primarily about the
effects of large army weapons such as tanks or artillery, since
the number of rounds of such types of weapons each year is
considerably lower than from small caliber arms.

B. Shooting noise descriptors and exposure-effect
relationships

While exposure assessment following the equal energy
principle has been adopted for the most distinctive noise
sources, at least pertaining to annoyance as dependent vari-
able, no commonly accepted noise descriptor for assessing
community annoyance to shooting noise has successfully es-
tablished itself to date. Of the few field studies on commu-
nity annoyance due to weapon noise at hand �Buchta and
Vos, 1998; Bullen and Hede, 1982; Fidell et al., 1983; Lev-
ein and Ahrlin, 1988; Rylander and Lundquist, 1996;
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Schomer, 1985; Schomer et al., 1994; Sorensen and Magnus-
son, 1979�, only few exposure-effect functions explaining
annoyance due to a mixture of different kinds of army weap-
ons emerged.

In the literature, noise descriptors that were identified to
yield the highest degrees of explained variance of annoyance
from impulsive sounds vary from accumulated peak level
�Bullen et al., 1991�, maximum sound pressure level �Levein
and Ahrlin, 1988�, A-weighted FAST maximum sound pres-
sure level �Sorensen and Magnusson, 1979�, number of shots
above a C-weighted threshold level �Rylander and Lun-
dquist, 1996�, C-weighted average day-night level LCDN

�Schomer, 1985�, and Schomer’s �Schomer, 1994� “new de-
scriptor for high-energy impulsive sounds” �Buchta and Vos,
1998�, the LAeq, to even surrogate measurements of ground
vibration in the case of blast noise from surface mines �Fidell
et al., 1983�. Most of these studies investigated the noise
effect from particular source �weapon� types, either from,
e.g., rifle shooting ranges or from large weapon training fa-
cilities. Shooting with firearms on multipurpose training
grounds with different combinations of small to very large
caliber weapons creates a complex blend of different sounds.
It therefore appears that the construction of an all-purpose
exposure-effect curve regarding military shooting noise is
much more difficult than for other more uniform noise types.
Depending on the predominant weapon type used, one or the
other noise descriptor probably better predicts community
annoyance. For example, noise annoyance from large weap-
ons which also elicit rattle and vibrations might better be
predicted using a C-weighted measure than an A-weighted
measure. The question which predictor best accounts for the
variation of military shooting noise annoyance in general,
that means for any kind and combination of weapons, cannot
easily be answered.

C. Frequency weighting

The question of the choice of frequency weighting to
best predict impulsive or weapon noise annoyance respec-
tively has received considerable attention in the literature.
Insights into the relationship between shots of weapons and
annoyance, especially with regard to impulse correction and
frequency weighting have been collected in a series of labo-
ratory studies �Meloni and Rosenheck, 1995; Schomer and
Wagner, 1995; Schomer et al., 1994; Vos, 1990, 2001�. The
use of the A-weighting is widespread in the evaluation of
gunfire noise from small arms, usually including a penalty
correction of between 5 and 12 dB for the added annoyance
of impulsive sounds �Buchta, 1990; Vos, 1990�. However,
for the assessment of large caliber or high-energy weapon
noise, the C weighting and the measure LCE �or LCDN� have
been suggested in the past �Schomer, 1986� or are recom-
mended in ISO 1996-1 �International Standards Organisa-
tion, 2003�. The assessment methodology applied in many
European countries uses LAF,max �Germany, Switzerland� or
LAI,max �Austria, Finland, Denmark, Norway, and Sweden�
for small arms, and C-weighted measures such as LCE �Fin-
land, Norway, Sweden� and LCeq �Germany, The Nether-
lands, and Denmark� for large weapons.

For the whole set of impulse sound types produced by
various firearms ranging in caliber from 7.62 to 155 mm, the
annoyance rating in the laboratory study of Vos �2001� was
almost entirely determined by the “outdoor” LAE of the im-
pulses, as long as the artificial laboratory situation reflected a
scenario with open windows. Similar results were reported
by Meloni and Rosenheck �1995� who found that if shooting
noise is predominantly heard through open windows, the
A-weighted sound exposure level is appropriate for predict-
ing annoyance.

Vos �2001� suggested to include the difference between
the C- and A-weighted levels as a second annoyance predic-
tor alongside the A-weighted level as principal predictor
�Vos, 2001�. Because the addition of the C-weighted level in
the regression equations in most instances only very slightly
increased the explained variance of the exposure-effect rela-
tionship, it remains arguable, whether the additional effort of
C-weighted measurements and/or calculations is justified,
particularly for the assessment of the “outside situation,” as
Vos �2001, 2003� demonstrated in his laboratory studies. It is
therefore desirable to empirically test the advantage of the
incorporation of C-weighted measurements not only in the
laboratory but also within the scope of community reaction
surveys in the field, such as the present one.

II. METHODS

A. Sampling procedure

Depending on the site-specific combinations of
weapons/ammunition used, average distances of dwellings
from the shooting ground, the degree of visibility of army
activities in the surrounding neighborhood, involvement with
the army �e.g., as employee�, and many other factors, one
would expect exposure-effect relationships for annoyance to
show a rather wide variation. As the primary goal of the
study was collecting data for constructing an exposure-effect
relationship, a representative amount of residents near the
eight largest training grounds of the Swiss army, that were
located sufficiently close to inhabited areas to potentially
evoke annoyance reactions from noise, were sampled. The
corresponding sites were the army training grounds of Bière,
Thun, Wangen an der Aaare, Gehren-Erlinsbach, Krähtal-
Riniken, Walenstadt, Herisau-Gossau, and Chur. At each of
these eight sites, the exposure contours from preliminary ex-
posure calculations �that did not account for elevation above
ground and shielding effects from neighboring buildings�
were used to assign exposure values to building addresses
using a GIS system provided by the Swiss statistics office.
The exposure was calculated as the yearly sound exposure
level LAE, i.e., the total acoustic energy resulting from shoot-
ing activity during an entire year. At each of the eight sites,
the primary sampling area was defined as the area that was
enclosed by the 104 dB LAE exposure contour. Each address
was then assigned an exposure stratum �104–107, 107–110,
110–113, 113–116, 116–119, 119–122, 122–125, 125–128,
and �128 dB�. Over all eight sites, a total of 5901 building
addresses within the 104 dB�A� contour were identified.
These addresses were aligned with a commercial address da-
tabase to yield all available landline telephone numbers of
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households. 5851 individual telephone numbers were identi-
fied. The telephone numbers were stored together with their
exposure level category and served as the primary sample.
The survey was carried out by computer assisted telephone
interviews �CATIs�. Within each household, one person over
16 years of age was selected using a modified Troldahl–
Carter method �Troldahl and Carter, 1964�. The CATI soft-
ware was configured to try to sample equal amounts of sub-
jects in the different exposure strata, as far as possible. 5851
individual numbers were called. A total of 1002 interviews
could be realized. 2137 calls were either never answered or
were not valid due to technical reasons �e.g., a FAX device at
the other end of the line�. Of the 3714 remaining calls that
resulted in a voice contact, the following statistics apply:
Valid interviews conducted: 27%; interview scheduled, but
did not take place for unknown reasons: 8%; communication
or language problems make interview impossible: 4%; no
target person living in household: 2%; person called refused
interview: 59%.

B. Telephone interviews

Interviews lasted about 15–20 min and took place during
the evening hours of September, October, and November
2007. The schedule moved gradually from questions about
the satisfaction with the immediate environment to the topic
of military shooting noise. The true aim of the survey was
disclosed to all interviewees only after the interview was
finished and they were given the opportunity to withdraw, an
option no one exercised.

For the interviews, a questionnaire was used that first
asked about various criteria of living quality of the inter-
viewee, among them, noise exposure and annoyance from
different sources �five-point verbal scale, including military
shooting noise�. These were asked in random order of the
sources, followed by the items of the short form of the
“Lärmempfindlichkeitsfragebogen” �LEFK; English: “Noise
sensitivity questionnaire”� by Zimmer and Ellermeier �1998�
to assess noise sensitivity. In the middle of the interview, the
main block about military shooting noise exposure and an-
noyance was placed. This main block of questions included
the German version of the 11-point annoyance scale from 0
to 10 recommended by the International Commission on
Biological Effects of Noise �ICBEN� that were published by
Fields et al. �2001�, a question about strategies to cope with
the noise, and three items about the respondent’s attitude
toward the army �these items were “Switzerland does need
an army,” “The Swiss army sufficiently cares for the envi-
ronment,” and “Military shooting noise is a necessary evil”�
that had do be answered on a 1 to 5 scale with the end points
“totally agree” and “totally disagree.”

C. Exposure assessment

After the selection of the eight study sites and the col-
lection of the survey data, the relevant source data for the
final �high detail� noise exposure calculations were collected
from army officials that were in command of the respective
training grounds. Their task basically encompassed the re-
porting of the weapons and ammunitions used, the corre-

sponding number of shots and shooting days, as well as the
distribution of shots fired between day and evening �night
shootings were very rare�. Each weapon/ammunition combi-
nation was assigned one of the following categories: small
caliber ��10 mm, e.g., assault rifles�, middle caliber �10–
100 mm, e.g., antiaircraft guns�, large caliber ��=100 mm,
e.g., large tank cannons�, grenades and explosive charges,
mortars, and practice ammunition.

For all receiver points in the survey, the exposure from
every emplacement/weapon/ammunition combination of the
respective study site was calculated using the “WL04”
source and propagation model developed by the Swiss Fed-
eral Laboratories for Materials Testing and Research �Empa�.
This model delivers exposure spectra in octave bands from
31.5 Hz to 4 kHz of direct and reflected sounds as well as for
each source and receiver combination and for up to 16 dis-
tinct weather conditions that were derived for each study site
based on long-term weather statistics �the 16 Hz octave band
was omitted as it does not relevantly contribute to the total
exposure, even for large weapons�. The model accounts for
three types of sound sources: muzzle blasts, sonic booms,
and detonations. Receiver points were set on the facade of
the building aiming at the shooting ground. The height of the
receiver points was set to 1.8 m for detached houses and
ground floor apartments. For each additional floor, the height
was increased by 2.6 m. Exposure calculations were per-
formed separately for the years 2004, 2005, and 2006 and
separately for daytime and evening shootings. Shootings in
the night past 23:00 h were extremely rare, as were shootings
during weekends.

The total yearly exposure levels were calculated as the
sum of the energetic products of each emplacement/weapon/
ammunition sound exposure level with their corresponding
number of shots fired in the respective year.

As the timely distribution of the intensity of shooting
often varies considerably across a year, a �daily� average
exposure value, e.g., a 12 h Leq or a 24 h Leq, does not in
most cases reflect a meaningful description of the noise ex-
posure residents are affected with. Dose values in this article
are therefore simply given as LE values, representing the to-
tal �integrated� energy of shooting noise exposure in a year
�or as the average over 3 years�. A corresponding energy
equivalent continuous level over a particular time period can
be obtained by transforming the given LE value, e.g., using

Leq = LE − 10 log�NSD � NHD � 3600� , �1�

where Leq is equivalent sound level for a particular number
of hours of a particular number of days �within a year�, NSD

is number of days in a year when shootings/trainings take
place, NHD is number of hours per day for which the average
sound level should be calculated �e.g., 12�. For example, the
average daily 12 h Leq would thus be LE−10 log�365�12
�3600�.

III. RESULTS

A. Sample description

A total of 460 male �46%� and 542 female �54%� par-
ticipants constituted the sample of 1002 residents. Shooting
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noise exposure was calculated for 918 distinct receiver
points. For a small number of the receiver points, more than
one respondent were interviewed �e.g., more than one family
member living in the same apartment�. 232 interviews were
made in the French speaking part of Switzerland. Respon-
dents were in the age range from 16 to 94 years. The average
age of the respondents was 50 years. The age class distribu-
tion was as follows �in parentheses are the percentages of the
population older than 16�: between 16 and 20 years: 5%
�5%�; 20–40: 25% �34%�; 40–60: 37% �34%�; and older
than 60 years: 33% �26%�.

The respondents experienced yearly military shooting
noise exposure levels at their homes between 92 and 130 dB
LAE or 98 and 141 dB LCE, respectively. Unlike the �quite
simple� preliminary calculations that were used for sample
stratification and definition of the address sampling areas, the
definitive exposure calculation for each respondent ac-
counted for the elevation above ground and shielding effects
from other buildings; thus yearly LAE levels down to 92 dB
were reached in the sample. Table I shows the distribution of
the number of telephone interviews that were realized per
LAE exposure level category �as 3 year energetic average�
and study site.

Table II shows the yearly average number of shots as
well as the number of shots above the 50, 60, 70, and 80 dB
LAE thresholds per weapon type, as experienced at the 918
receiver points in the sample. The figures given in the last
four columns represent the average number of shots above
the respective threshold, which is defined as the average
A-weighted sound exposure level of one individual shot of a
distinct source �more clearly the emplacement/weapon/
ammunition combination� at the receiver points within the

study sample, as the average of the 3 years 2004, 2005, and
2006.

The average shooting activity per year was about the
same for all 3 years and no substantial changes have oc-
curred at any of the eight grounds between 2004 and 2006.

B. Annoyance ratings and exposure metrics

In light of the different approaches to define high annoy-
ance and for reasons of comparability, both ICBEN scales to
assess �high� annoyance in the respondent �Fields et al.,
2001� were part of the interview. Concerning the five-point
verbal scale, ICBEN’s recommendation is to use the upper
two categories �the verbal marks “very” and “extremely”� as
indicators of high annoyance. This corresponds to a cutoff
point at 60% of the scale. No recommendation is given for
the 11-point scale, but according to common practice, the
upper three points on the numerical scale �8, 9, 10� define the
presence of “high annoyance” in the respondent. In this case,
the cutoff lies at 72.7% �see Schultz, 1978�. In total, on the
11-point numerical scale, 170 of 1002 respondents qualified
as highly annoyed, on the 5-point scale 241 of 1002.

The annoyance questions were asked in the following
order: the first time during the interview using the 5-point
verbal scale with the marks “not at all,” “slightly,” “moder-
ately,” “very,” and “extremely” within a block of noise an-
noyance questions for different noise sources, and the second
time later during the interview using the 11-point numerical
scale. For all further quantitative analyses, the verbal answer
alternatives of the five-point scale have been transformed to
numerical values 1–5 and treated as continuous.

TABLE I. Number of interviews conducted at each study site and per exposure category.

Study
site

90–95 dB
�LAE�

95–100 dB
�LAE�

100–105 dB
�LAE�

105–110 dB
�LAE�

110–115 dB
�LAE�

115–120 dB
�LAE�

120–125 dB
�LAE�

125–130 dB
�LAE�

Bière 14 21 50 42 51 42 10
Chur 1 15 62 56 23 2
Gehren-Erlinsbach 2 6 11 8 2
Herisau-Gossau 11 25 20 7 1 2
Krähtal-Riniken 1 5 25 16 10 1
Thun 7 27 59 92 52 34 8
Wangen an der Aare 15 10 8 12 3
Walenstadt 25 28 46 34
Total 16 101 233 258 237 102 45 10
Percent 1.60 10.08 23.25 25.75 23.65 10.18 4.49 1.00

TABLE II. Number of shots and number of shots above threshold at the 918 receiver points in the sample �all values represent the yearly average over the
years 2004, 2005, and 2006�.

Type of weapon/
ammunition

No. of shots
during day

No. of shots
during evening

No. of shots
�LAE=50 dB

No. of shots
�LAE=60 dB

No. of shots
�LAE=70 dB

No. of shots
�LAE=80 dB

Large caliber 5 088 179 2 119 1 701 834 207
Middle caliber 336 351 11 808 38 141 18 954 17 194 14 699
Small caliber 8 554 533 532 128 303 277 179 902 73 783 0
Practice ammunition 32 650 4 862 0 0 0 0
Grenades/explosive charges 17 163 1 065 2 356 1 712 816 471
Mortars 6 443 583 1 514 1 271 1 266 737
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Using linear regression models, it was first assessed
which exposure metrics appear to be the best predictors of
annoyance. The following potential predictors were investi-
gated: Total energetic and arithmetic average �over 3 years�
sound exposure levels �LAE and LCE�, energetic and arith-
metic average sound exposure level �LAE and LCE� during
day and during evenings, energetic average sound exposure
level �LAE and LCE� of small caliber shots and of large caliber
shots, total number of small caliber shots over 50 dB LAE,
and total number of large caliber shots over 98 dB LCE. From
these preliminary analyses, it became evident that the basic
energetic dose measures LAE and LCE are the best predictors
for shooting noise annoyance. Table III tabulates the mean
annoyance rating per exposure level category as well as the
percentage of highly annoyed persons �%HA� in each cat-
egory, according to the “standard” cutoff points �5-point:
60%; 11-point: 72.7%� on the scales.

Annoyance is an increasing function of the sound expo-
sure level up to the exposure level category of 115–120 dB
LAE. Contrary to expectation, within the higher level catego-
ries �120–125 and 125–130 dB LAE�, mean annoyance as
well as the percentage of highly annoyed persons �%HA�
drop to a level close to the level reported by respondents that
are 15 or even 20 dB less exposed. This could be explained
by some types of self-selection process being at work insofar
as people not being annoyed by military shooting noise are
over-represented in areas close to military shooting grounds,
maybe because they are less sensitive to noise and/or have a
more positive attitude toward the army, e.g., because they are

army employees that live in the vicinity of their employer.
This explanation appears feasible since �a� noise sensitivity
�as measured by the LEFK� is a significant negative predictor
of the exposure, as expressed in the LAE in linear regression
analysis ��=−0.11, t�1000�=−2.33, p=0.02�; �b� annoy-
ance, as measured using the five-point verbal scale, and atti-
tude toward the army �an index value between 1 and 5 with
higher values denominating a more positive attitude, derived
from items of the questionnaire, see Sec. II B� is negatively
correlated within the sample �r=−0.28; p�0.0001�. �b�
Furthermore, in general linear modeling of annoyance �five-
point verbal scale�, both LAE and attitude independently pre-
dict annoyance �LAE:F�1�=94.23, p�0.0001; attitude:
F�1�=89.64, p�0.0001�, whereas attitude is negatively re-
lated to annoyance in this model.

The annoyance ratings showed considerable variability
as can bee estimated from the confidence intervals reported
in Table III. Linear regression results of the individual data
�not the grouped data� for the 11-point numerical scale
yielded R2 values of less than 0.05, and the 5-point verbal
scale yielded an adjusted R2 value of 0.08 for both LAE and
LCE as predictor. While with transportation noise, on the in-
dividual level, R2 values between 0.1 and 0.2 are common,
the marginal relationship found with military shooting noise
is no surprise, assuming that individual moderators more
strongly influence the annoyance rating than would be the
case with transportation noise.

TABLE III. Mean annoyance and percent highly annoyed �%HA� for different degrees of exposure. The
categories are defined based on the LAE metric, the average exposure values �-LAE and �-LCE pertain to the
arithmetic average of all cases within the category boundaries. N refers to the number of cases in each exposure
level category.

Level category
�range of LAE values� Scale Mean annoyance CI −95% CI +95% St. dev. %HA

90–95 �N=16� 11-point �0,…,10� 3.38 2.12 4.63 2.36 6.25
�-LAE=93.64 5-point �1,…,5� 1.81 1.46 2.16 0.66 0.00
�-LCE=114.87
95–100 �N=101� 11-point �0,…,10� 2.83 2.27 3.40 2.86 7.92
�-LAE=98.07 5-point �1,…,5� 2.10 1.89 2.31 1.05 7.92
�-LCE=111.50
100–105 �N=233� 11-point �0,…,10� 3.83 3.47 4.19 2.77 10.73
�-LAE=102.67 5-point �1,…,5� 2.41 2.26 2.55 1.12 15.45
�-LCE=116.37
105–110 �N=258� 11-point �0,…,10� 4.14 3.77 4.51 3.00 16.28
�-LAE=107.53 5-point �1,…,5� 2.53 2.38 2.68 1.20 23.26
�-LCE=119.66
110–115 �N=237� 11-point �0,…,10� 4.65 4.26 5.03 3.03 22.78
�-LAE=112.30 5-point �1,…,5� 2.97 2.82 3.13 1.24 32.07
�-LCE=123.77
115–120 �N=102� 11-point �0,…10� 5.35 4.78 5.92 2.91 28.43
�-LAE=117.32 5-point �1,…,5� 3.41 3.18 3.65 1.20 43.14
�-LCE=129.21
120–125 �N=45� 11-point �0,…,10� 5.09 4.30 5.88 2.63 22.22
�-LAE=122.21 5-point �1,…,5� 3.11 2.78 3.44 1.09 35.56
�-LCE=131.40
125–130 �N=10� 11-point �0…10� 3.90 1.68 6.12 3.11 10.00
�-LAE=127.74 5-point �1,…,5� 2.60 2.00 3.20 0.84 10.00
�-LCE=134.09
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C. Exposure-effect relationships for LAE and LCE as
principal predictors

The derivation of a fitting function in order to formalize
an exposure-effect relationship requires practical- as well as
theory-based choices about the functional form with which
the observed exposure-effect relationship can be represented
in a pertinent and useful way. Since the relevant effect in the
current study—being highly annoyed or not—is binary by
nature, the logistic form is preferable. To predict the propor-
tion of highly annoyed persons at any given LE level, a sound
statistical model must prevent of predicting values that are
theoretically inadmissible; the statistical analysis must there-
fore account for the binomial nature of the distribution of the
dependent variable. This is achieved with logistic regression
analysis. Logistic regression analyses on the probability of
high annoyance �PHA� using the LAE and LCE predictor were
calculated with the SAS STAT system �SAS VERSION 9, SAS
Institute, Cary, NC�. To roughly assess the degree of ex-
plained variance in the model building process, the
pseudo-R2 statistic according to McKelvey and Zavoina
�1975� was calculated.

First, it was assessed which nonacoustic factors exert
influence on the probability of high annoyance PHA �on the
five-point verbal scale�. The language in which the interview
was conducted �French or German� did not have a significant
effect on the reported annoyance. Also, no significant effect
of gender on annoyance could be found in a range of models.
There could be found an influence of age in a few models
though, insofar as elderly persons were less annoyed than
younger. No effect was found with the duration of living near
the shooting ground, nor did house owner’s annoyance sig-
nificantly differ from the annoyance of tenants. The best lo-
gistic model comprised the predictors LAE, attitude toward
the army and noise sensitivity �as measured by the LEFK�.
To permit the readers to gauge the relative impact of these
variables in a composite model, the corresponding parameter
estimates are given in Table IV.

Since individual moderators of noise annoyance cannot
be accounted for within the scope of noise legislation and
abatement policy, and also because no other operational char-
acteristics of shooting appeared to be relevant in their influ-
ence on annoyance, here, a set of logistic models is proposed
which solely rely on either the LAE or LCE dose measure as
main predictor. In the following analyses, to simplify mat-
ters, only the LAE metric is further used. However, the LCE

metric would almost equally well serve the same purpose.

The two types of annoyance scales and their most com-
mon cutoff points for the “HA” definition did not lead to
congruent exposure-effect curves �see Fig. 1�. This points to
the fact that the numerical and the verbal scales and their
most commonly used cutoff points for the HA definition ob-
viously do not measure the same thing. There have been
successful attempts to attain congruent curves in other stud-
ies �e.g., Schreckenberg and Meis, 2006� by statistically rais-
ing the cutoff point of the five-point scale to 72% by weight-
ing the response category “very” on the five-point scale as
proposed by Miedema and Vos �1998�. A similar attempt was
not very successful with the current data. The weighted curve
�which corresponds to a cutoff point at 72%� from the
5-point scale is displaced by about 10 dB, but has a more
steep characteristic than the dose-response curve based on
the 11-point scale. The parameters of the corresponding
weighted logistic regression are tabulated in the last rows in
Table V.

Although the issue of noncongruent exposure-effect
curves from scales that are both designed to assess high an-
noyance is important for noise effects research and for noise
policy in general, the discrepancy of the measurement result
with military shooting noise cannot be investigated any fur-
ther within the scope of the present article. The question
about which of the three displayed curves better serves
policy purposes will be discussed in Sec. IV.
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FIG. 1. Logistic dose-response curves and 95% confidence intervals for
three different methods of defining the percentage of highly annoyed per-
sons in the current sample. The curve based on the 5-point verbal scale that
uses a cutoff point of 72% was generated by weighting the cases, where the
respondent chose the “very” modifier on the scale, with 0.4 in the logistic
regression analysis.

TABLE IV. Logistic regression analysis results of PHA explained by LAE and individual moderators. Noise
sensitivity was assessed using the LEFK questionnaire and is expressed on a scale from 0 to 27. Attitude toward
the army is expressed on a scale from 1 to 5.

Dependent Parameter Coefficient �B� Standard error Wald stat. p

PHA �five-point, cutoff 60%� Intercept �10.12 1.36 55.81 �0.0001
LAE 0.09 0.01 52.81 �0.0001

Noise sensitivity 0.08 0.02 20.75 �0.0001
Attitude toward

army �0.45 0.07 46.31 �0.0001
McKelvey and Zavoina R2 :0.45
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The confidence intervals of the functions in Fig. 1 and
the standard errors reported in Table V pertain to the uncer-
tainty of the annoyance measurement in the sample, not the
uncertainty of noise exposure calculations. Therefore, the
true confidence boundaries are most probably wider. The ex-
tended uncertainty of the exposure-effect relationship was
not calculated since the nonconsideration of acoustic mea-
surement uncertainty is a shortcoming of almost all annoy-
ance studies of this kind, and accounting for acoustic uncer-
tainty would possibly compromise the comparability of the
confidence intervals in this study with the ones from other
studies.

D. Accounting for low frequency components in LAE
based linear and binary logistic regression
models

The sound exposure spectra of large caliber weapons,
such as tank cannons, are dominated by the energy in the low
frequency bands. For this kind of shooting events,
C-weighted measures might better predict annoyance. In the
literature, e.g., in Vos, 2001, there have been discussed mod-
els which account for both A-weighted and C-weighted prop-
erties of shooting sounds. The aim of such kind of modeling
is to arrive at one single rating procedure for both small- and
medium-large weapon sounds. The following analyses were
performed to test the benefits of the inclusion of C-weighted
measures in the prediction of �high� annoyance. It must be
noted that the proportion of heavy weapon shooting events,
which react much stronger to C-weighted measurements, is
relatively small in the current sample. Thus the following
analyses do not necessarily reflect a situation with consider-
ably more intense heavy weapons shooting activity.

1. Linear models

The degree of annoyance, as measured with the 11- and
5-point scales, was modeled with linear regression analysis
�GLM Module of STATISTICA 7, Stat Soft Inc., Tulsa, OK�
with the two predictors LAE and the difference between the
C-weighted and the A-weighted levels �LCE−LAE�, as has
been suggested by Vos �2001�. The inclusion of this second
predictor is based on the idea that for large weapons with
considerable low frequency content, the A-weighted level
alone does not sufficiently account for the variation in an-
noyance. The results are presented in Table VI.

Both predictors, LAE and �LCE−LAE�, account for the
variance in annoyance. The inclusion of �LCE−LAE� as a sec-
ond predictor slightly improved the explained variance �R2

adjusted� of both the models by about 0.01 points. Also, as
can be learned from Table VI, answers on the 5-point verbal
scale better predicted the annoyance rating than did the 11-
point numerical scale.

It must be noted that �LCE−LAE� is strongly dependent
on weapon type. With small arms, the difference is near 0
dB, and increases with increasing caliber, as the low fre-
quency energy becomes more and more determining. In the
current sample, the arithmetic average C-A level differences
at the receiver points for the different weapon categories
were as follows �rounded to full numbers�: large caliber: 19
dB; middle caliber: 10 dB; small caliber: 3 dB; practice am-
munition: 5 dB; grenades/explosive charges: 16 dB; mortars:
16 dB.

Albeit the most important components determining an-
noyance due to military shooting noise most probably are
outside the acoustic domain �but rather considering indi-
vidual moderators such as noise sensitivity and attitude to-

TABLE V. Results of the logistic regression analyses of PHA with LAE or LCE as only predictor.

Predictor Dependent Parameter
Coefficient

�B�
Standard

error Wald stat. p

LAE PHA �11-point scale� Constant �7.53 1.34 31.74 �0.0001
LAE 0.05 0.01 20.15 �0.0001

McKelvey and Zavoina R2 :0.11

LAE PHA �5-point scale� Constant �9.54 1.23 60.49 �0.0001
LAE 0.08 0.01 47.68 �0.0001

McKelvey and Zavoina R2 :0.23

LAE PHA �5-point scale, cutoff at 72%� Constant �12.28 1.78 47.83 �0.0001
LAE 0.09 0.02 34.00 �0.0001

McKelvey and Zavoina R2 :0.28

LCE PHA �11-point scale� Constant �7.88 1.50 27.72 �0.0001
LCE 0.05 0.01 17.96 �0.0001

McKelvey and Zavoina R2 :0.11

LCE PHA �5-point scale� Constant �9.67 1.36 50.43 �0.0001
LCE 0.07 0.01 39.79 �0.0001

McKelvey and Zavoina R2 :0.20

LCE PHA �5-point scale, cutoff at 72%� Constant �14.96 2.06 52.60 �0.0001
LCE 0.10 0.02 40.14 �0.0001

McKelvey and Zavoina R2 :0.35
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ward the army, see Sec. III C�, the results at hand confirm the
predictive value of incorporating the difference between C-
and A-weighted measurements. However, in light of the
comparatively small effect of acoustic predictors anyway, the
additional variance explanation appears negligible.

2. Binary logistic models

Two binary logistic models that predict the probability
of high annoyance �PHA� with LAE and �LCE−LAE� as inde-
pendent variables were estimated using the procedure LOGIS-

TIC of SAS. The results are presented in Table VII.
In contrast to linear modeling of the annoyance rating

�see Table VI�, the inclusion of �LCE−LAE� in the binary
logistic models did not significantly contribute to the predic-
tion of the probability of high annoyance �PHA�. It therefore
appears not necessary to implement C-weighted measure-
ments or a difference between the C- and A-weighted levels
in the modeling of exposure-effect functions.

IV. DISCUSSION

As military shooting noise resulting from training activi-
ties in times of peace is less of a problem for the majority of
the population, there are relatively few reports about such
noise effects to be found and hence the impact of military
shooting noise from training grounds of armies is far less
well understood than effects of traffic or industrial noise. The
current research therefore investigated shooting noise annoy-
ance of residents in communities near eight large military
training grounds by means of a field study. In the following,
the study design and main findings are briefly discussed.

A. Study design and response rate

The chosen study procedure basically adopted a protocol
that is standard practice in so called “socioacoustic surveys”
where in the first stage, study sites with relevant noise expo-
sure are identified, and then a stratified sample of residents is
drawn, which then are finally interviewed. In contrast to
laboratory studies—which somehow reflect the “traditional”
form of investigating shooting noise annoyance—in field
studies control over the noise emitting factors is limited.
Limited control can—as in the current case—lead to certain
imbalances. For example, the number of large caliber
weapon rounds in the current sample is considerably smaller
than for other weapon types, thus the results may not be
applied to grounds with predominantly large weapon shoot-
ing activity. A perfectly balanced study would probably bet-
ter allow making inferences as to the annoying potential of
such weapons and concerning the differences in annoyance
between small and large weapons. However, perfectly bal-
anced field studies of noise exposure and annoyance are in
many cases unaccomplishable, as different types of noise
events from a particular noise emitting installation are not
necessarily equally distributed �e.g., there are usually less
heavy airplanes than light ones at airports and one almost
always finds more passenger cars than trucks on roads�. The
current study aimed at elucidating the exposure-effect rela-
tionship as shooting is experienced in a real setting, and this
includes also that the proportions of different weapons ac-
count for the overall “sound impression” in a representative
manner.

The response rate of 27% in the CATI interviews was
relatively small, but not really uncommon. A lot of studies
that require �notably unpaid� people to respond by complet-

TABLE VI. Results of the linear regression analyses on the annoyance rating with LAE and �LCE−LAE� as
predictors.

Dependent Parameter B Beta F df p Whole model statistics

Annoyance rating
�11-point scale�

Intercept �7.36 21.06 1 0.0001
LAE 0.10 0.23 50.89 1 �0.0001 R2 adj.=0.05; F�2�=26.08, p�0.0001

�LCE−LAE� 0.07 0.10 10.42 1 0.0013

Annoyance rating
�5-point scale�

Intercept �3.70 33.01 1 �0.0001
LAE 0.06 0.03 101.15 1 �0.0001 R2 adj.=0.09; F�2�=50.59, p�0.0001

�LCE−LAE� 0.02 0.03 8.11 1 0.0045

TABLE VII. Results of the logistic regression analyses on PHA with LAE and �LCE−LAE� as predictors.

Dependent Parameter Coefficient �B� Standard error Wald stat. p

PHA �11-point scale� Intercept �8.30 1.51 30.34 �0.0001
LAE 0.06 0.01 21.23 �0.0001

�LCE−LAE� 0.02 0.02 1.27 0.2592
McKelvey and Zavoina R2 :0.14

PHA �5-point scale� Intercept �10.36 1.38 56.79 �0.0001
LAE 0.08 0.01 48.65 �0.0001

�LCE−LAE� 0.02 0.02 1.84 0.1753
McKelvey and Zavoina R2 :0.22
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ing a questionnaire face the growing threat of nonresponse.
Response rates to household telephone surveys are diminish-
ing because of changes in telecommunications, marketing,
and culture �O’Toole et al., 2008�. Evidence is most compel-
ling from long-term trend surveys that have been repeated
over many years. One possible explanation might be that
people are getting more and more reluctant to take part in
telephone surveys, especially because “phone spam” is in-
creasing. Many callees perhaps reflexively refused to talk to
the interviewers on the telephone, wrongly assuming that the
caller has some commercial interests.

B. Exposure-annoyance relationship

Establishing the criteria for rating weapon noise has
proven to be a quite difficult task as annoyance ratings from
residents were strongly influenced by nonacoustic, but quite
powerful moderating factors such as the attitude toward the
army and the individual noise sensitivity �see Table IV�. The
results show that an energy type of model such as one based
on LAE or LCE is the best available descriptor for community
response to shooting with military weapons—a finding
which is in line with previous research �Schomer, 1985�.
However, the relationship between the reactions of the re-
spondents and exposure was not very strong for any expo-
sure measure. The weak exposure-annoyance link was ex-
pected and is quite in line with previous attempts of deriving
exposure-effect relationships of shooting noise annoyance in
field studies �e.g., Bullen et al., 1991�.

In light of the fact that only a few field studies on com-
munity reactions to military noise have been carried out so
far, and many of these did not report a statistically modeled
exposure-effect function at all, any attempt to compare the
current findings with previous research is difficult. The only
study that allows a more or less direct comparison with the
current one was the one from Buchta and Vos �1998�. They
conducted a field study on annoyance from artillery firing
and found 25% HA at a LCDN of about 57 dB. Since in the
current case, night and evening shootings are very rare, the
LDN is practically equal to the Leq,24 h. The LCDN level of 57
dB roughly corresponds to a yearly LCE level of 132 dB. In
Fig. 1 one can find 25% HA �using the 11-point scale and
cutoff point at 72 %� at an LCE of about 131 dB. The two
field studies thus appear to correspond quite well.

C. Annoyance scales and cutoff points

Schultz �1978� already observed that the largest uncer-
tainties in deriving his influential dose-effect curve were as-
sociated with the judgment as to which respondents are
counted as highly annoyed. Obviously, this is a statement
that still holds. When applying the most commonly used cut-
off points �60% and 72.7%� on both the verbal and numerical
annoyance scales suggested by ICBEN �Fields et al., 2001�,
the two resulting logistic curves are non-congruent and pre-
dict different amounts of highly annoyed persons �%HA�,
especially within higher exposure level categories. The data
also demonstrate that statistically aligning the cutoff points

of both scales using the weighting method described by
Miedema and Vos �1998� might not necessarily be a sound
basis for comparing the two scales.

However, the observation that the %HA predictions
from the two scales do not match and the ratings on the
five-point scale are higher might also be the result of an
order effect and not necessarily an effect of the underlying
scale: The annoyance question using the five-point verbal
scale was asked first and early in the interview, after a few
non-noise related questions were asked. On the contrary, the
11-point numerical scale was presented after the interview
dealt with several noise related questions. The cognitive oc-
cupation with the noise topic could have lead to a relativiza-
tion of the noise annoyance issue and may prevent the re-
spondents to give extreme answers.

The results strongly suggest that the 5-point scale better
explains variance, at least for shooting noise annoyance, than
the 11-point scale. The explained variance of the 5-point
scale is even a bit higher when applying a cutoff point at
72% instead of 60% �see Table V�.

D. Frequency weighting

The observations made in previous laboratory studies
�e.g., Vos, 2001�, that explained variability of annoyance
�slightly� rises when including the difference between the C-
and A-weighted levels as an additional predictor, could be
confirmed in linear regression analyses. However, the addi-
tional variance explanation through incorporation of the
LCE−LAE difference was rather small and disappeared within
the scope of binary logistic modeling of the probability of
high annoyance. The LCE−LAE predictor does not seem to
offer a specific benefit that would warrant the effort of addi-
tional calculation or measurement of C-weighted exposure
levels.

In the present study, LAE and LCE equally well �or bad�
predict annoyance and both descriptors can basically be used
interchangeably as main predictor. The use of C-weighting
has some advantages when it comes to measurement instead
of calculation, but only at relatively high exposure levels.
This advantage is again outweighed by the high sensitivity of
C-weighted measurements to wind noises. The use of LAE �or
alternatively LCE� as the sole predictor of high annoyance in
most cases captures as much variation as is appropriately
derivable from operational and acoustical data, at least in the
vicinity of military shooting grounds where shooting takes
place predominantly with small- and midsized caliber weap-
ons. As the LCE−LAE difference becomes larger with larger
calibers, the incorporation of C-weighted measurements
might lead to a better prediction of annoyance at grounds
with more heavy weapon shooting activities and/or consid-
erably higher levels of exposure, or in countries with usually
more permeable building envelopes.

In the literature of noise effects from military weapons,
the presence of vibrations and rattle is reported to be the
strongest adverse impulsive noise factor, and that a
C-weighted measure is the best available standard weighting
for including those spectral bands responsible for building
rattle �Schomer, 1985�. Although quite a few respondents in
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the current sample reported to be particularly annoyed by
rattle �Brink et al., 2008�, rattle appears as not being that
important factor in Switzerland as it possibly is in other
countries with less rigorous construction standards for de-
tached houses, e.g., in the United States.

E. Policy recommendations

It appears that exposure itself is only a moderate deter-
minant of people’s propensity for shooting noise annoyance.
The current results suggest studies of community noise an-
noyance to basically keep with the five-point verbal scale
since it features a larger degree of explained variance of
annoyance.

The curve�s� based on the five-point scale and employ-
ing a cutoff point at 60% of the scale length can be expressed
as second order polynomial with sufficient accuracy in the
relevant exposure range with PHA expressing the fraction of
highly annoyed persons for a given LAE or LCE value, as
follows:

Using LAE:PHA = 1.404329 − 0.034881 � LAE

+ 0.000222 � LAE
2.

Using LCE:PHA = 1.696684 − 0.036492 � LCE

+ 0.000202 � LCE
2 �2�

These curves represent military shooting noise annoyance
which predominantly occurs with �1� most of the shootings
taking place during day, �2� a fraction of about 5%–10% of
the shootings taking place during the evening hours, and �3�
no shootings during the core night hours. Furthermore, the
curve rather represents an exposure situation with a consid-
erable portion of small caliber shots �see Table II�. With the
advent of more sophisticated training simulators for mainly
heavy weapon systems �e.g., for tanks�, which will more and
more replace the training with real weapons, large caliber
weapon noise will most probably be less of a problem in the
future. The proposed exposure-effect relationship for small
caliber dominated shooting activity appears to be well suited
to forecast shooting noise annoyance in the Swiss
population—e.g., for regulatory purposes—and is possibly
also applicable to similar shooting grounds in other Euro-
pean countries. It might be applied to military installations
on the continental United States only with reservation, as
�primarily� spatial and climatic conditions as well as cultural
peculiarities such as construction standards for buildings
considerably differ between the two countries.
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energy propagation in a long space. Then this model is reduced to a one-dimensional model by
approximating the solution using the method of weighted residuals. The one-dimensional transport
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I. INTRODUCTION

Long spaces, in which one dimension is much larger
than the other two, are of particular interest in room acous-
tics, as they usually take place in tunnels, underground sta-
tions, corridors, and some factories. Speech intelligibility
and noise evaluation in these public places are critically
important1 and sometimes need to be predicted before con-
struction.

The classical statistical theory, e.g., the Sabine equation,
is not applicable in these situations because the sound field is
highly nonuniform.1,2 Other approaches, which fall into the
category of the geometrical acoustic model, have recently
been studied intensively, including the image source
method,3–5 the ray-tracing based method,6,7 radiosity,3,8,9 the
diffusion equation model,10–13 and the rendering equation
model.14 The image source method fails to include diffuse
reflections, which have been found to be crucial when study-
ing the steady-state and transient sound fields in long
enclosures.15 In contrast, the diffusion equation and original
radiosity methods only take diffuse reflection into account.
Although empirical modifications16 have been applied to the
diffusion equation method to model specular reflections, the
model itself is inherently only suitable for low absorptive
surfaces. The radiosity method can be modified to treat par-
tially diffusely reflecting surfaces by combining the extended
radiosity and mirror-image methods.17 The ray-tracing based
method is able to consider specular and diffuse reflections,
but it is time-consuming due to its use of the Monte Carlo
method. More recently Polles et al.18,19 touched upon the

transport theory in the context of urban streets. However,
they did not formulate explicit solutions of the transport
equations in their modeling effort rather than resort to
asymptotic solutions in the form of diffusion equations.

The purpose of this work is to introduce a family of
versatile one-dimensional transport equation models, which
can simulate specular and diffuse reflections, air dissipations,
scattering objects inside the enclosures, and different source
types, as well as source directivities. These one-dimensional
transport equations are �i� derived from a fundamental three-
dimensional transport equation for sound propagation in en-
closures and �ii� less computationally expensive than directly
solving the three-dimensional transport equation since the
number of independent spatial variables is reduced from 3
to 1.

All the theoretical considerations are presented in Sec.
II. Although the mathematics is based on previous work in
neutral particle transport,20–22 differences are brought in by
introducing several acoustic concepts. Specifically, different
types of acoustic sources, boundary conditions at the two
ends of a long space, and the specular reflections on side
walls for a so-called two-group model are introduced for the
first time in architectural acoustics.

This paper is structured as follows: first, Sec. II A pre-
sents the exact three-dimensional transport equation with
corresponding boundary conditions. Then the method of
weighted residuals is utilized to approximate the three-
dimensional transport equation and simplify it to a coupled
system of one-dimensional transport equations. Section II B
discusses the details of the two simplest models, one having
one one-dimensional transport equation, and the other having
two coupled one-dimensional transport equations. The latter
is shown through a simple test to be more accurate. Section

a�Author to whom correspondence should be addressed. Electronic mail:
jingy@bwh.harvard.edu
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II C also discusses the possibilities of modeling different
sound sources and scattering objects inside the room. These
would extend the application of the theory to a wider range
of problems.

II. TRANSPORT EQUATION MODELS

In the geometrical acoustic model for room-acoustic pre-
dictions, the concept of sound waves is replaced by the no-
tion of sound rays �or phonons23�, which significantly re-
duces the difficulty of directly solving acoustic wave
equations. The geometrical acoustic model is an energy-
based method, which ignores complex wave phenomena in-
cluding interference and diffraction. Sound is considered as
rays propagating in straight lines with a certain amount of
energy. This assumption is considered to be valid in the
broad-band high frequency range, where the acoustic wave-
length is much smaller than the room dimensions.

Under this circumstance, the sound energy can be de-
scribed by the concept of a particle distribution function19

��r ,� , t�, where r is the position variable, � is the angular
variable, and t is time. More details of these variables are
provided in Sec. II A. This particle distribution function can
also be termed the sound energy angular flux, which is analo-
gous to the term in neutral particle transport.

A. Three-dimensional transport equation model

This work considers a physical system consisting of a
convex area A in the y ,z-plane, extended in a “tubelike” or
“ductlike” manner into the x-direction, creating a three-
dimensional volume V �Fig. 1�.

Assuming that V is “long and slender,” implying that if
the length L of the duct is finite, then

�A

L
� 1. �1�

Considering sound particle transport within the elon-
gated volume V, in which the particle can be reflected specu-
larly or diffusely �Lambert reflection� off the walls, the time-
dependent transport equation is19

1

c

��

�t
�r,�,t� + � · ���r,�,t� + M��r,�,t� =

Q�r,t�
4�

,

0 � x � L �y,z� � A , �2�

where � is the sound angular flux �W m−2 sr−1�, c is the
speed of sound �m s−1�, Q is an isotropic sound source term
�W m−3�, � is the unit vector in direction of particle propa-

gation, and M is the atmospheric attenuation constant �m−1�.
The boundary condition for the long side walls is

��r,�,t� = R��1 − s���r,�̂,t�

+
s

�
�

��·n�0
�� · n��r,��,t�d���,

0 � x � L , �y,z� � �A, � · n � 0, �3�

where R is the energy reflection coefficient (R=1−�, where
� is the absorption coefficient�, s is the scattering coefficient,
and n is the unit outer normal vector. The first term on the
right side of Eq. �3� represents specular reflection, and the
second �integral� term describes diffuse reflection. These
terms are explained in more detail below. For simplicity in
the following, all the walls have the same reflection and scat-
tering coefficients. In addition, it is possible to include sound
transmissions from adjacent rooms by adding an external
source term.24 However, this is beyond the scope of this
work and will not be discussed further.

To explain the notation in these equations �Fig. 2�, let i,
j, and k denote the unit vector in the direction of the positive
x-, y-, and z-axes, respectively, then the position variable
�vector�:

r = �x�,y�,z�� = xi + yj + zk . �4�

Also, the unit vector in direction of flight

� = ��,�1 − �2cos 	,�1 − �2sin 	� , �5�

where

� = cos 
 = polar cosine, �6a�


 = � between � and i ,

	 = � between the projection of � onto the

j,k-plane and j = azimuthal angle. �6b�

Equation �5� can be written as

� = � i + �1 − �2� , �7�

where � is the unit vector

� = cos 	 j + sin 	k . �8�

All the notations in Eq. �2� have now been defined.

FIG. 1. Three-dimensional geometry of a long space. FIG. 2. Notations relevant to the transport equation.
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In Eq. �3�, �̂ is the “specular reflection” of the incident
direction vector � across the tangent plane at a point r on
the boundary of V �Fig. 3�, i.e.,

�̂ = � − 2�� · n�n . �9�

Since n lies in the j ,k plane, n · i=0. Equation �9� yields

�̂ = �̂ · i = � · i = � , �10�

and hence �̂=�. When a particle specularly reflects, its
�-value does not change, but its 	-value does change. Equa-
tion �9� also implies that

�̂ · n = � · n − 2�� · n� = − � · n . �11�

Thus, the projection of �̂ onto n is positive, while the pro-
jection of � onto n is negative and has the same magnitude.

In Eq. �3�, �� is a variable of integration that describes
all the unit vectors in the outgoing directions. The integral
term and the constant 1 /� manifest that the reflected angular
flux is uniform in all incoming directions �Lambert’s law�.19

Furthermore, the constant s satisfies 0�s�1, and s repre-
sents the probability that when a particle scatters off the wall,
it scatters diffusely, �1−s� represents the probability that
when a particle scatters off the wall, it scatters specularly.

Moreover, an operation on both sides of Eq. �3� by

�
�·n�0

	� · n	� · �d� �12�

yields

�
�·n�0

	� · n	��r,�,t�d�

= R��1 − s��
�·n�0

	� · n	��r,�̂,t�d�

+
s

�

�

�·n�0
	� · n	d���

��·n�0
�� · n�d��� .

�13�

However,

1

�
�

�·n�0
	� · n	d� =

1

�
�

0

2� �
−1

0

�d�d	 = 1. �14�

Also, Eq. �11� and d�̂=d� yield

�
�·n�0

	� · n	��r,�̂,t�d� = �
�·n�0

� · n��r,�,t�d� .

�15�

Thus, Eq. �13� becomes

�
�·n�0

	� · n	��r,�,t�d� = R�
�·n�0

� · n��r,�,t�d� ,

�16�

implying that the rate per unit area, at which particles are
reflected off the wall at r��V, equals R times the rate per
unit area, at which particles are incident on the wall at r
��V. Therefore, 0�R�1 and R represents the probability
that when a particle strikes the wall it will be reflected
�specularly or diffusely�. This completes the interpretation of
the terms in Eqs. �2� and �3�.

Finally, for the boundary conditions of the two ends of
the volume V, consider two models. The first model only
takes specular reflections into account and is simply written
as

��0,y,z,	,�,t� = R���0,y,z,	,− �,t�, 0 � � � 1,

�17a�

��L,y,z,	,�,t� = R���L,y,z,	,− �,t�, − 1 � � � 0,

�17b�

where R� and R� are the reflection coefficients of the two
ends, respectively.

For purely diffusely reflecting boundaries, according to
Eq. �3�,

��r,�,t� =
R��or R��

�
�

��·n�0
�� · n��r,��,t�d��,

� · n � 0, �18�

which leads to

��0,y,z,	,�,t�

=
R�

�
�

	�=0

2� �
��=−1

0

�− �����0,y,z,	�,��,t�d��d	�,

0 � � � 1, �19a�

��L,y,z,	,�,t�

=
R�

�
�

	�=0

2� �
��=0

1

����L,y,z,	�,��,t�d��d	�,

− 1 � � � 0. �19b�

For partially diffusely reflecting boundary condition, a linear
combination of the above two is utilized.

B. One-dimensional transport approximation

To proceed, define

A� =� �
A

dydz = cross-sectional area of A ,

FIG. 3. Notations relevant to the specular reflection.

2314 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Jing et al.: Transport equation models for long spaces



L� = �
�A

ds� = circumference of A , �20�

where ds� denotes an increment of arc length.
Combine Eqs. �2� and �7� to get

1

c

��

�t
�r,�,t� + �

��

�x
�r,�,t� + �1 − �2� · ���r,�,t�

+ M��r,�,t� =
Q�r,t�

4�
. �21�

Intuitively, a very simple way to arrive at a one-
dimensional transport equation is to disregard the y,
z-dependency of the distribution function � by setting the
third term in Eq. �21� to zero. However, this would not give
a correct one-dimensional transport equation. As shown be-
low, keeping the third term in Eq. �21� is imperative when
integrating Eq. �21� and the boundary condition, i.e., Eq. �3�.

An approximation of � by the method of weighted re-
siduals is then introduced as

��r,�,	,t� � 
j=1

N

� j�y,z,	�� j�x,�,t� , �22�

where � j are specified basis functions and � j are unknown
expansion functions. The criterion for selecting the basis
functions is that: In a long space, it is reasonable to assume
that the sound field is strongly dependent on the long dimen-
sion �x-axis� and weakly dependent on the lateral coordinates
�y- and z-axes�. In other words, it is expected that the sound
field varies significantly along the long dimension but insig-
nificantly across the cross section. Similarly, it is assumed
that the angle dependence of sound angular flux on � is
much stronger than on 	. Therefore, it is decided to separate
y, z, and 	 from x and � by using the basis functions, which
are predefined. In this way, the original equation discards the
y, z, and 	 dependences and is only x and � dependent.

Substituting the approximation of � generates an error
or a residual, which is required to be orthogonal to certain
weight functions, �i�y ,z ,	� �1� i�N�. Equivalently, the
method of weighted residuals forces the residual to zero in an
average way over a certain domain, which leads to minimum
error.

To explicitly show this and determine the equations for
the � j, an operation on both sides of Eq. �21� by
��A�	=0

2� � j� · �d	dydz and an operation on both sides of Eq.
�3� by ��A��·n�0� j� · �d	ds yield

� �
A
�

	=0

2�

� j�1

c

��

�t
+ �

��

�x
+ �1 − �2� · �� + M�

−
Q�r,t�

4�
�d	dydz = 0, �23�

�
�A
�

�·n�0
� j�� − R��1 − s��

+
s

�
�

��·n�0
�� · n�d����d	ds� = 0. �24�

In addition, � j and �i are assumed to satisfy

1

2�A�
�

A
�

0

2�

� j�id	dydz = ij, 1 � i, j � N , �25�

where ij is the Kronecker delta. Equations �22� and �25�
imply that

�i =
1

2�A�
�

A
�

0

2�

�i�d	dydz, 1 � i � N . �26�

For a point source at r0= �x0 ,y0 ,z0�, i.e., Q�r , t�
=Q�t��x−x0��y−y0��z−z0�, apply the divergence theorem
to Eq. �23�, then use Eq. �24�, and finally arrive at the fol-
lowing set of N transport equations �see Appendix for de-
tails�:

1

c

��i

�t
+ �

��i

�x
+ M�i + �1 − �2

j=1

N

aij� j

=
2Rs

�
�1 − �2

j=1

N

bij�
−1

1

�1 − ��2� j����d�� + Qi,

�27�

where the derivation of aij and bij can be found in the Ap-
pendix. For example,

aij =
1 − R�1 − s�

2�A� ��
�A
�

�·n�0
� · n�i� jd	ds��, i = 1

�28�

bij =
1

4�A�
�

�A

�

�·n�0
	� · n	�id	�

� 
�
�·n�0

� · n� jd	�ds� for 1 � i � 2, �29�

and

Qi =
1

2�A�
�

A
�

0

2�

�i
Q�t��r − r0�

4�
d	dydz . �30�

In addition, substitution of Eqs. �17a� and �17b� into Eq.
�26� yields the purely specular boundary condition for the
two ends as

�i�0,�,t� = R��i�0,− �,t�, 0 � � � 1, �31a�

�i�L,�,t� = R��i�L,− �,t�, − 1 � � � 0. �31b�

Similarly, for diffuse reflection,

�i�0,�,t� =
R�

�
�

1

2�A�
�

A
�

0

2�

�i��
0

2� �
−1

0

�− ���

���0,y,z,��,	�,t�d��d	��d	dydz,

0 � � � 1, �32a�
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�i�L,�,t� =
R�

�
�

1

2�A�
�

A
�

0

2�

�i��
0

2� �
0

1

����0,y,z,

��,	�,t�d��d	��d	dydz, − 1 � � � 0,

�32b�

Now the exact three-dimensional equations, i.e., Eqs. �2�
and �3�, have been reduced to a coupled set of N one-
dimensional transport equations, in the expectation that the
resulting computation will be less cumbersome. In this set of
equations, � j and �i have to be specified. Large N should
increase the computational load but should also reduce the
error of the approximation. Thus, the choice of N, the num-
ber of transport equations in the approximate one-
dimensional model, is a compromise between computational
effort and accuracy. This study only considers N=1 and 2,
which are treated in detail below.

1. One-group model „N=1…

This subsection begins with the choice of the basis func-
tions and weight functions. There are different ways to select
these functions, for example, the collocation method �the
weight functions are chosen to be Dirac delta functions�, the
least-squares method �which uses derivatives of the residual
itself as weight functions�, and the Galerkin method.25 The
Galerkin method is preferred because it has already been
shown to be accurate for this specific transport equation
model.22 In the Galerkin method, the weight functions are
chosen to be identical to the basis functions, and for N=1

�1�y,z,	,t� = �1�y,z,	,t� = 1. �33�

The constant of 1 is a convenient choice suggested in previ-
ous work.22 Thus

��r,�,	,t� � �1�x,�,t� . �34�

Based on this equation, the three-dimensional transport equa-
tion is reduced to a truly “one-dimensional model” since the
y and z coordinates disappear. It indicates that the y, z, and
	-dependences of � are weak; i.e., the energy is almost uni-
form in the y-z plane and over the 	 angle. This is expected
to be a good approximation when the absorption on the
boundary is weak and the long space is sufficiently narrow.
The theoretical demonstration of this statement has been
given in Ref. 22, which is conveyed in a rather mathematical
way. It might be more illustrating to explain this from the
acoustic point of view: if the absorption on the side walls are
strong, the variation in the sound energy across the cross
section will be significant, which has been shown in previous
literatures, e.g., Ref. 12. This implies that the sound energy is
no more weakly y- and z-dependent, which violates the as-
sumption of the one-group model. It has also been theoreti-
cally proved that this approximation is valid if the receiver is
sufficiently far away from the ends of the long space.22 Sub-
stitution of Eq. �33� into Eqs. �28� and �29� yields

a11 = �1 − R�1 − s��
L�

�A�
, b11 =

L�

�A�
. �35�

The one-dimensional transport equation model for N=1 is
then

1

c

��1

�t
+ �

��1

�x
+ �M + �1 − �21 − R�1 − s�

�
��1

=
2Rs

��
�1 − �2�

−1

1
�1 − ��2�1����d��, �36�

where

� =
�A�

L�
. �37�

The specular boundary conditions for the two ends are

�1�0,�,t� = R��1�0,− �,t�, 0 � � � 1, �38a�

�1�L,�,t� = R��1�L,− �,t�, − 1 � � � 0. �38b�

Also, the diffuse boundary conditions are

�1�0,�,t� = 2R��
−1

0

�− ����1�0,��,t�d��, 0 � � � 1,

�39a�

�1�L,�,t� = 2R��
0

1

���1�L,��,t�d��, − 1 � � � 0.

�39b�

This one-group one-dimensional transport equation is
the same for two different structures having the same ratio of
A� to L�.

To explain the physical interpretation of the constant �
in Eq. �37�, a function D�y ,z ,�� is defined as the distance
from a point �x ,y ,z� in the interior of the volume to the inner
wall in the direction −� so that

� · �D�y,z,�� = 1 �y,z� � A , �40a�

D�y,z,�� = 0 �y,z� � �A, � · n � 0, �40b�

where n is the unit outer normal vector. If r0= �x ,y ,z���A
and � ·n�0 �i.e., � points into A�, then on the line r�S�
=r0+S�, Eq. �40� yields D�r�S� ,��=S �Fig. 4�.

FIG. 4. Notations relevant to function D.
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At the point r1��A, where the line “exits” A,
D�r1 ,��= 	r1−r0	=distance through A in the direction �
� l�r1 ,�� �Fig. 5�.

Now an operation on both sides of Eq. �40a� by
�A�	=0

2� � · �d	dydz yields

2�A = �
A
�

	=0

2�

� · �Dd	dxdy

= �
	=0

2� 
�
�A

n · �Dds��d	

= �
�A

�

�·n�0
n · �Dd	�ds�

= �
�A
�

�·n�0
n · �l�r,��d	ds�. �41�

But also,

�
�A

�

�·n�0
� · nd	�ds� = �

�A

2ds� = 2L�. �42�

Hence, � has the geometrical interpretation:

� = �l� =

�
�A
�

�·n�0
n · �l�r,��d	ds�

�
�A
�

�·n�0
n · �d	ds�

=
�A�

L�
, �43�

which is the classical diffuse mean free path length for two
dimensions,26 or mean chord length27 across A. This com-
pletes the discussion of the one-group transport equation
model.

2. Two-group model „N=2…

The choice of the basis functions and weight functions
for the two-group model �N=2� is based on a linear combi-
nation of the constant function 1, and D�y ,z ,	�, defined in
Sec. II B 1 to be the distance from a point �x ,y ,z� in the
interior of the volume to the inner wall in the direction −�.
They are expressed explicitly as

�1�y,z,	,t� = �1�y,z,	,t� = 1, �44�

�2�y,z,	,t� = �2�y,z,	,t� = u�D�y,z,�� − v� , �45�

where

u = � 1

2�A�
�

A
�

0

2�

�D�y,z,�� − v�2d	dydz�−1/2

, �46�

v =
1

2�A�
�

A
�

0

2�

D�y,z,��d	dydz , �47�

or in the form of curve integral:

u = � 1

6�A�
�

�A
�

0

2�

� · n�D − v�3d	ds��−1/2

, �48�

v =
1

4�A�
�

�A
�

�·n�0
� · nD2d	ds�, �49�

which can be obtained using the divergence theorem
�Gauss’s theorem� and the identity22

D = �� · �D2�/2. �50�

To show how to derive the matrices aij and bij, using a12

as an example:

a12 =
1 − R�1 − s�

2�A�
�

�A
�

�·n�0
� · nu�D − v�d	ds�

=
1 − R�1 − s�

2�A�
u
�

�A
�

0

2�

� · nDd	ds�

− �
�A
�

�·n�0
� · nd	ds��

=
1 − R�1 − s�

2�A�
u
�

A
�

0

2�

� · �Dd	dydz − v2L��
= �1 − R�1 − s��
u − uv

L�

�A�
� . �51�

In similar fashion, other matrix elements can be derived.
Omitting the lengthy algebra, the final results of the matrices
aij and bij can be expressed as

a11 = �1 − R�1 − s��
L�

�A�
,

a12 = �1 − R�1 − s��
u − uv
L�

�A�
� ,

a21 = �R�1 − s� − 1�
uvL�

�A�
,

a22 =
u2v2L�

�A�
+ R�1 − s�uv
u −

uvL�

�A�
� , �52�

bij = � L�/��A�� u − uvL�/��A��
− uvL�/��A�� − uv�u − uvL�/��A���

� . �53�

The specular boundary conditions on the two ends are

�1�0,�,t� = R��1�0,− �,t�, 0 � � � 1, �54a�

FIG. 5. Notations relevant to function l.
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�1�L,�,t� = R��1�L,− �,t�, − 1 � � � 0, �54b�

�2�0,�,t� = R��2�0,− �,t�, 0 � � � 1, �54c�

�2�L,�,t� = R��2�L,− �,t�, − 1 � � � 0. �54d�

The diffuse boundary conditions are given by

�1�0,�,t� = 2R��
−1

0

�− ����1�0,��,t�d��, 0 � � � 1,

�55a�

�1�L,�,t� = 2R��
0

1

���1�0,��,t�d��, − 1 � � � 0,

�55b�

�2�0,�,t� =
R�u2

2�2A���A

�

0

2�

Dd	�2

dydz − 4�2v2A��
� �

−1

0

− ���2�0,��,t�d��, 0 � � � 1,

�55c�

�2�L,�,t� =
R�u2

2�2A���A

�

0

2�

Dd	�2

dydz − 4�2v2A��
� �

0

1

���2�0,��,t�d��, − 1 � � � 0,

�55d�

where for a long space with circular cross section A, u, and v
are given analytically as

u = 3��9�2 − 64�−1/2/�� and v = 8��/�3�� , �56�

with �� being the radius of the circle. aij and bij are then
immediately known by employing Eqs. �52� and �53�. For
noncircular geometries, u and v can either be analytically or
numerically derived. For instance, implementing Eqs. �48�
and �49� for a square of width of d yields

u � 3.25/d and v � 0.47d . �57�

Comparing the one-group and two-group models, the latter
has an additional transport equation, which increases its
complexity. However, the accuracy should also be increased,
since the energy is not assumed to be uniform in the y-z
plane or over the 	 angle as the one-group model does.
While the one-group model is legitimate when absorption is
weak, the two-group model should be valid for a wider range
of absorption coefficients. In addition, the function D distin-
guishes different types of cross-sectional geometry by gener-
ating different u and v, and it brings back the coordinates y,
z, and 	. Thus the two-group model allows the consideration
of the positions of both a receiver and source in the y-z
plane.

Next, consider a simple numerical example to compare
the accuracy of the one-group and two-group models. As-
suming a semi-infinite circular duct with a radius of 1 m, and

having all the surfaces perfectly absorbing, the sound energy
decay along the long dimension is investigated when an om-
nidirectional point source is located at the center of the ori-
gin �x=y=z=0�. This problem is equivalent to the sound
propagation from a point source to a free space, where the
sound field can be analytically solved. Therefore, we can use
the exact analytic solution as the benchmark.

By assigning the reflection coefficient R and the attenu-
ation coefficient M to zero in the one-group model, the ana-
lytic solution can be obtained as

�1�x,�� =
Q

4�A��
exp
− x

�1 − �2

��
� , �58�

where Q is the sound source power, and the time t is dis-
carded since the steady-state solution is of concern in this
case. For the two-group model, a numerical solution is ob-
tained. A follow-up paper28 will report on details of the nu-
merical implementations.

So far only the angular flux � has been discussed. How-
ever, in room acoustics, the sound energy or the sound pres-
sure level is most frequently focused. Knowing the angular
flux �, the sound pressure level can be written as29

Lp�r� = 10 log� I�r��c

Pref
2 � , �59�

where

I = �
0

2� �
−1

1

�d�d	 �60�

is the magnitude of sound intensity, � is the air density, and
Pref=2�10−5 Pa is the pressure reference. Thus, the inten-
sity is an integral of the angular flux over all the angles.
While the Monte Carlo simulation normally only provides
the sound energy, which is angularly independent, the trans-
port equation model provides more detailed angular informa-
tion through the angular flux �.

By numerically implementing Eq. �60� for the solutions
of the one-group and two-group models, the sound intensities
along the long dimension can be obtained and are plotted in
Fig. 6. These solutions are normalized at a distance of 1 m to
the source. The exact solution ��r ,�� of Eq. �2� with
�� /�t=0, M =0, and Q�r�=Q�r� satisfies

�
0

2� �
−1

1

��r,��d�d	 =
Q

4�r2 , �61�

where r=�x2+y2+z2 is the distance from the source. Figure
6 illustrates this result, which is normalized at x=1, as a
benchmark. Figure 6�a� indicates that the two-group solution
decays at a faster and more accurate rate than the one-group
solution. It seems plausible that the one-group model is not
such a bad match to the analytic solution at a long distance.
However, Fig. 6�b�, illustrating the sound intensity on a loga-
rithmic scale, indicates that the one-group model becomes
even worse at a long distance. Therefore, the one-group
model is not able to accurately predict the sound field in this
open-space case. This is because, as demonstrated in Sec.
II B 1, the one-group model will fail when the absorption on
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the wall is strong �as in this case, where the absorption co-
efficient is 1.0�. Additional simulations show that the nu-
merical results of both one- and two-group models converge
to the analytic solution when narrowing the duct.

Indeed, the sound propagation in a free space is some-
how an unrealistic case. It is expected that the result would
be totally different if the tube wall had been given a reflec-
tion coefficient close to 1, especially for the one-group
model which is validated when the reflection is strong. How-
ever, the purpose of this example is only to demonstrate that
the two-group model is more accurate than the one-group
model. And the reason for choosing this simple example is
that the analytic solutions of the one-group model as well as
the three-dimensional exact equation can be easily found.
More complicated cases �reflection coefficient being non-
zero� require sophisticated numerical methods for both one-
and two-group models, which will be detailed in a follow-up
paper.28

C. Other considerations

1. Sources

This subsection briefly discusses the possibility of taking
into account different types of sound sources and source di-
rectivity. This demonstrates the flexibility of the present
model.

So far, only the omnidirectional point source has been
considered. According to Eq. �30� and the definition of the
Dirac delta function, for the two-group model,

Q1 =
Q�t�
4�A�

�x − x0� , �62a�

Q2 =
Q�t�

8�2A�
�x − x0� � �

0

2�

u�D�y0,z0,�� − v�d	 .

�62b�

For a point source at r0 with directivity, the source term in
Eq. �2� is written as Q�	 ,� , t��r−r0� instead, and similarly

Q1 =
1

2�A�
�x − x0��

0

2�

Q�	,�,t�d	 , �63a�

Q2 =
1

2�A�
�x − x0��

0

2�

u�D�y0,z0,�� − v�Q�	,�,t�d	 .

�63b�

Besides the point source, which is the most effective source
in room-acoustic simulations, line sources and plane sources
can also be treated by the one-dimensional transport equation
model. For a line source at x=x0, y=y0, which spans from z0

to z1, the source term is written as Q�	 ,� , t��x−x0��y
−y0���z0,z1��z�, where � is the indicator function,

��B��x� = 1 if x � B ,

��B��x� = 0 if x � B . �64�

Qi immediately becomes

Q1 =
1

2�A�
�x − x0��z1 − z0��

0

2�

Q�	,�,t�d	 , �65a�

Q2 =
1

2�A�
�x − x0� � �

0

2�

Q�	,�,t��
z0

z1

u�D�y0,z,��

− v�dzd	 . �65b�

In the same fashion, the source term for a plane source at
x=x0 is Q�	 ,� , t��x−x0�. Qi are written as

Q1 =
1

2�
�x − x0��

0

2�

Q�	,�,t�d	 , �66a�

Q2 =
1

2�A�
�x − x0� � �

0

2�

Q�	,�,t��
A

u�D�y,z,��

− v�dydzd	 . �66b�

For one-group model, only Q1 is needed.

2. Furnished rooms

In furnished rooms �sometimes also called fitted
rooms30�, the interior contains noticeable objects �fittings�,
e.g., machines, chairs, and desks. Some factories, class-
rooms, and offices are studied as furnished rooms. In these
cases, the theory for empty rooms no longer holds—the fit-
tings inside the room need to be considered. In general, the
sound field in a furnished room is complex due to different
locations, absorption, and scattering coefficients of objects
inside the room. Our goal is to model a simple case where
the objects inside the room have more or less the same ab-
sorption and scattering coefficients, and the positions of

FIG. 6. Comparison of the sound intensity decay along the long dimension
of a circular duct between the one-group model and the two-group model in
a free space scenario. The analytic solution �1 /r2 law� is used as a bench-
mark. �a� The sound intensity is plotted on a linear scale. �b� The sound
intensity is plotted on a logarithmic scale: only the exact solution and the
analytic one-group model solution are presented.
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these scattering objects can be statistically described by the
mean free path between them, which can be obtained by a
best-fit approach.31 To further simplify the problem, the scat-
tering of the sound by the fittings is modeled as a uniform
isotropic scattering. For furnished rooms, the three-
dimensional transport equation is

1

c

��

�t
�r,�,t� + � · ���r,�,t� + �M + �T���r,�,t�

=
�S

4�
�

4�

��r,��,t�d�� +
Q�r,t�

4�
,

0 � x � L, �y,z� � A , �67�

where �T=�S+�A, and �S and �A are the so-called scattering
and absorption coefficients for the fittings, respectively. It
can be shown that13

�T =
1

��
, �68a�

�A =
− ln�1 − � f�

��
, �68b�

where �� is the mean free path between the scattering objects
in the room, and � f is the sound energy absorption coeffi-
cient of the fittings. A similar equation is documented in Ref.
32, with the absorption term being

�A =
� f

��
. �69�

This difference has been explained in Refs. 13 and 33.
Repeating the same analysis for the empty room case,

the one-dimensional transport equation model for the fur-
nished rooms can be obtained. For example, the one-group
model is written as

1

c

��1

�t
+ �

��1

�x
+ �M + �T��1 + �1 − �2a11�1

=
�S

2
�

−1

1

�1����d�� +
2sR

�
�1 − �2b11

��
−1

1
�1 − ��2�1����d�� + Q1. �70�

III. CONCLUSIONS

This paper proposes a set of coupled one-dimensional
transport equations, which are derived from the exact three-
dimensional transport equation, to predict the steady-state
and time-dependent sound fields in elongated spaces.

The aim of this work is to develop an efficient math-
ematical model for predicting long room acoustics by con-
centrating on the long dimension and “eliminating” the other
two dimensions. It is hoped that, by using this one-
dimensional model, the calculation load can be significantly
lessened with little loss of accuracy.

The “journey” from the three-dimensional transport
equation to the one-dimensional transport equations lies in

the method of weighted residuals, by which the sound angu-
lar flux is essentially divided into two parts. One is the sound
energy propagation in the long dimension, while the other is
a set of predetermined basis functions of cross-sectional pa-
rameters.

The one-dimensional one- and two-group transport
equation models developed in this paper have simple for-
mats. They differ from each other by having one one-
dimensional transport equation and two one-dimensional
transport equations, respectively. The one-group transport
equation model essentially assumes that the energy flux has
weak dependence on the cross-sectional spatial and angular
variables. Therefore, it is likely to be suitable only for cases
where a light-damping condition is satisfied. The two-group
transport equation model improves the accuracy of the one-
group model by taking the dependence on the cross-sectional
variables into account. However, the two-group model is
more complex. A simple numerical example has been carried
out for sound propagation from an omnidirectional source to
a free space. The result suggests that the two-group model is
indeed more accurate.

This paper has shown that the one-dimensional models
are able to simulate different types of sources, with various
directivities. Fittings in the room can also be modeled as
interior scattering objects. Thus, the one-dimensional models
are applicable for modeling empty rooms and fitted rooms.
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APPENDIX: DERIVATION OF THE ONE–DIMENSIONAL
TRANSPORT EQUATION MODEL

This appendix elaborates on the derivation of the one-
dimensional transport equation model, i.e., Eq. �27�. Apply-
ing Eq. �22� to Eq. �23� first, using the identity

�i� · �� = � · ���i�� − �� · ��i

= � · ��i��� − �i� � · � − �� · ��i �A1�

and the divergence theorem to Eq. �23�, yields

Fi = −
�1 − �2

2�A�

�

�A
�

0

2�

� · n�i�d	ds�

− �
A
�

0

2�

�� · ��id	dydz� , �A2�

where

Fi =
1

c

��i

�t
+ �

��i

�x
+ M�i − Qi. �A3�

By splitting the integral over 	 into two parts: � ·n�0 and
� ·n�0, substitution of Eq. �3� into Eq. �A2� yields
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Fi = −
�1 − �2

2�A� ���A
�

�·n�0
� · n�i�d	ds�

+ �
�A
�

�·n�0
� · n�iR��1 − s����̂�

+
s

�
�

��·n�0
�� · n�����d���d	ds�

− �
A
�

0

2�

�� · ��id	dydz� . �A4�

From Eqs. �10�, �11�, and �40b�,

�
�·n�0

� · n���̂�d	 = − �
�̂·n�0

�̂ · n���̂�d	̂

= − �
�·n�0

� · n����d	 , �A5�

and

�
�·n�0

� · nu�D − v����̂�d	

= 0 − uv�
�·n�0

� · n���̂�d	

= uv�
�·n�0

� · n����d	 . �A6�

Substitution of Eqs. �44�, �45�, �A5�, and �A6� into Eq.
�A4� yields

F1 = −
�1 − �2

2�A� ��1 − R�1 − s���
�A
�

�·n�0
� · n�d	ds�

+
Rs

�
�

�A
�

�·n�0
� · n�

��·n�0
�� · n�����d��d	ds��

�A7�

and

F2 = −
�1 − �2

2�A� ��
�A
�

�·n�0
� · n�2�d	ds� + R�1 − s�uv

� �
�A
�

�·n�0
� · n�d	ds� +

Rs

�
�

�A
�

�·n�0
� · n�2

��
��·n�0

�� · n�����d��d	ds�

− �
A
�

0

2�

�� · ��2d	dydz� . �A8�

For Fi where i�2, similar equations can be derived if �i

and �i are known. This is, however, not discussed here.
Moreover, by recognizing that

�
��·n�0

��� · n�� · �d��

= �
��·n�0

�� · n�
−1

1

�1 − ��2� · �d��d	� �A9�

and employing Eq. �22�,

�
�·n�0

� · n�i��
��·n�0

�� · n�����d���d	

= �
�·n�0

� · n�i

� ��
��·n�0

�� · n
�
−1

1
�1 − ��2�d���d	��d	

= − 
j=1

N 
�
−1

1
�1 − ��2� jd���

�·n�0
	� · n	�id	

� �
�·n�0

� · n� jd	� . �A10�

Substituting Eq. �A10� into Eqs. �A7� and �A8�, the one-
dimensional transport model, Eq. �27�, is finally obtained.
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In this paper, the accuracy and efficiency of the previously discussed one-dimensional transport
equation models �Y. Jing et al., J. Acoust. Soc. Am. 127, 2312–2322 �2010�� are examined both
numerically and experimentally. The finite element method is employed to solve the equations.
Artificial diffusion is applied in the numerical implementation to suppress oscillations of the
solution. The transport equation models are then compared with the ray-tracing based method for
different scenarios. In general, they are in good agreement, and the transport equation models are
substantially less time consuming. In addition, the two-group model is found to yield more accurate
results than the one-group model for the tested cases. Lastly, acoustic experimental results obtained
from a 1:10 long room scale-model are used to verify the transport equation models. The results
suggest that the transport equation models are able to accurately model the sound field in a long
space. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3303981�

PACS number�s�: 43.55.Br, 43.55.Ka �EJS� Pages: 2323–2331

I. INTRODUCTION

This paper verifies the one-dimensional transport equa-
tion models in long spaces1 using both numerical simulations
and acoustical experimental results. A companion paper has
presented theoretical formulations of a subset of one-
dimensional transport equation models for acoustic predic-
tion in long spaces. These models drastically simplify the
three-dimensional exact model by reducing five variables to
two �three in space, two in angle�; thus, they are expected to
be less time consuming in comparison with ray-tracing based
methods2 or radiosity based methods3 when implemented nu-
merically. On the other hand, a simple example of a sound
field in free space has demonstrated that these models are
fairly good approximations to the exact model.1 Particularly,
since the diffusion equation can be derived as the asymptotic
approximation of the transport equation in certain cases,4,5

the transport equation method will perform significantly bet-
ter than the diffusion equation model4,6–9 recently applied in
room-acoustics. For example, the transport equation takes
the direct sound field into account while the diffusion equa-
tion fails to do so; therefore, the diffusion equation is only
valid in the late time.10 The diffusion equation is inherently
unsuitable for problems where the absorption involved is
high,11 while the transport equation is much less restricted to
this condition. The diffusion equation model assumes dif-
fusely reflecting surface in the enclosure under investigation
while the transport equation can handle explicitly partial
specular and partial scattering reflections. In addition, solv-
ing the present one-dimensional transport equation does not
necessarily take much longer time than solving the three-
dimensional diffusion equation. This follow-up paper focuses
on solving both the one- and two-group transport equation

models numerically for different long spaces and compares
the results with those obtained with a ray-tracing based
method as well as experimental results obtained from a long
room scale-model.

This paper is structured as follows: Sec. II briefly revis-
its the one-dimensional transport equation models for room-
acoustic prediction in long spaces and then introduces solu-
tion methods used in solving the equations. Section III
discusses simulation results obtained using the transport
equation models in comparison with the ray-tracing based
method. Section IV describes the scale-model experiments
and compares the acoustical measurement results with those
obtained using the two-group transport equation model. Sec-
tion V concludes the paper.

II. ONE-DIMENSIONAL TRANSPORT EQUATION
MODELS

A. Governing equations

This section briefly reviews the one-dimensional trans-
port equation models for sound propagation in a long enclo-
sure.

Based on the concept of geometrical acoustics, the
sound angular flux ��r ,� , t� everywhere in a long space
�with r= �x ,y ,z� and x being the longest dimension ranging
from 0 to L� is shown to be the solution of a three-
dimensional transport equation

1

c

��

�t
�r,�,t� + � · ���r,�,t� + M��r,�,t�

=
Q�r,t�

4�
, 0 � x � L �y,z� � A , �1�

with appropriate boundary conditions, where � is the unit
vector in direction of flight, c is the speed of sound, M is thea�Author to whom correspondence should be addressed. Electronic mail:

jingy@bwh.harvard.edu
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atmospheric attenuation constant, Q is a source term, t is the
time, and A is the cross section of the long space.

This radiative transport equation has the same form as
the one used in the geometrical optic model.12 Both models
assume that waves behave as particles: phonon and photon.
The direct solution of this transport equation is the angular
flux �sometimes called radiance�, which can immediately
lead to the sound intensity and sound pressure by applying
an integral over all the angles. Mathematically, a similar ra-
diative transport equation can be derived from the wave
equation in the high frequency regime by using the Wigner
distribution.13–15 The solution of this transport equation is an
energy density in the phase space whose average over wave-
numbers provides the spatial distribution of the energy den-
sity. However, this model is more mathematically compli-
cated and less understood in room-acoustic community,
which has not adopted it for use in room-acoustic predic-
tions.

Using the method of weighted residuals �Galerkin�, the
angular flux � can be approximated by16

��x,y,z,�,�,t� � �
j=1

N

� j�y,z,��� j�x,�,t� , �2�

where � j are prescribed basis functions, � j are unknown ex-
pansion functions, � and � are angular variables, and the
three-dimensional exact transport equation can be reduced to
a coupled set of one-dimensional transport equations. Keep-
ing the first or the first two one-dimensional transport equa-
tions leads to the so-called one- and two-group models, re-
spectively. For an omnidirectional point source at �x0 ,y0 ,z0�,
the one-dimensional transport equation model is written as

1

c

��i

�t
+ �

��i

�x
+ M�i + �1 − �2�

j=1

N

aij� j

=
2Rs

�
�1 − �2�

j=1

N

bij�
−1

1

�1 − ��2� j����d�� + Qi, �3�

where N�or i�=1,2 for one- and two-groups models, respec-
tively, R is the average energy reflection coefficient, s is the
average scattering coefficient,17 which expresses the energy
fraction between nonspecualr and specular reflections, and
aij and bij are predefined functions associated with the basis
functions

a11 = �1 − R�1 − s��
L�

�A�
,

a12 = �1 − R�1 − s��	u − uv
L�

�A�

 ,

a21 = �R�1 − s� − 1�
uvL�

�A�
,

a22 =
u2v2L�

�A�
+ R�1 − s�uv	u −

uvL�

�A�

 , �4�

bij = � L�/��A�� u − uvL�/��A��
− uvL�/��A�� − uv�u − uvL�/��A���

� . �5�

Here A� is the area of the cross section, which can be arbi-
trarily convex �circular, rectangular, etc.�, L� is the circum-
ference of the cross section, and u and v are both constants:

u = � 1

6�A�
�

�A
�

0

2�

� · n�D − v�3d�ds��−1/2

, �6�

v =
1

4�A�
�

�A
�

�·n�0
� · nD2d�ds�, �7�

where ds� denotes an increment of arc length. In this study,
only square cross-section is considered as it is representative
in room-acoustics. A square with a width of d gives that

u � 3.25/d, v � 0.47d . �8�

Lastly, the first two terms of the source functions Qi are
formulated as

Q1 =
Q�t�
4�A�

	�x − x0� , �9a�

Q2 =
Q�t�

8�2A�
	�x − x0� 
 �

0

2�

u�D�y0,z0,�� − v�d� , �9b�

where Q�t� is the sound source power, 	 is the Dirac func-
tion, and D�y ,z ,�� is the distance from an interior point
�x ,y ,z� to the boundary along the direction −� �where � is
the corresponding flight direction of ��.

Two types of boundary conditions for the opposing ends
of the long enclosure are proposed to take the absorption into
account, when the reflections are either diffuse or specular.
The specularly reflecting boundary condition is

�1�0,�,t� = R��1�0,− �,t�, 0 � � � 1, �10a�

�1�L,�,t� = R��1�L,− �,t�, − 1 � � � 0, �10b�

�2�0,�,t� = R��2�0,− �,t�, 0 � � � 1, �10c�

�2�L,�,t� = R��2�L,− �,t�, − 1 � � � 0, �10d�

where R� and R� are the reflection coefficients of the two
ends, respectively.

The diffusely reflecting boundary conditions as follows:

�1�0,�,t� = 2R��
−1

0

�− ����1�0,��,t�d��, 0 � � � 1,

�11a�

�1�L,�,t� = 2R��
0

1

���1�0,��,t�d��, − 1 � � � 0,

�11b�
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�2�0,�,t� =
R�u2

2�2A���A
	�

0

2�

Dd�
2

dydz − 4�2v2A��

 �

−1

0

− ���2�0,��,t�d��, 0 � � � 1,

�11c�

�2�L,�,t� =
R�u2

2�2A���A
	�

0

2�

Dd�
2

dydz − 4�2v2A��

 �

0

1

���2�0,��,t�d��, − 1 � � � 0.

�11d�

Note for the diffusely reflecting boundary condition since

R�u2

2�2A���A
	�

0

2�

Dd�
2

dydz − 4�2v2A�� �12�

is usually very small, the present numerical simulations as-
sume it to be zero. Therefore, Eqs. �11c� and �11d� become

�2�0,�,t� � 0, 0 � � � 1, �13a�

�2�L,�,t� � 0, − 1 � � � 0. �13b�

A linear combination of these two boundary condition types
in terms of the absorption and scattering coefficients can be
used for partially diffuse reflection. However, for simplifica-
tion, this study only considers purely specular or diffuse re-
flections.

The sound pressure level is of the most concern and can
be written as

Lp�x,y,z,t� = 10 log	 I�x,y,z,t��c

Pref
2 
 , �14�

where

I�x,y,z,t� = �
0

2� �
−1

1

�d�d� �15�

is the magnitude of the sound intensity, � is the air density,
and Pref=2
10−5 Pa is the pressure reference.

The transport equation models described above will be
most accurate when the enclosure considered is sufficiently
long �or narrow�, as the unknown functions � j�x ,� , t� imply
that the sound energy flux is weakly dependent on y, z, and
�. The limits of aspect ratios �correlated dimensions� where
this theory can be applied should be determined on a case-
by-case basis in light of the desirable accuracy. However, in
this study, the ratio between the length and width �or height�
is always larger than 8, and good accuracy has been ob-
tained.

B. Solution method

The one-dimensional transport equation model, which
consists of integropartial differential equations, can be solved
through the discrete ordinate method.16 This study utilizes a
finite element modeling software to generate the mesh in the

domain using the Galerkin method and solve the equations.
The spatial x and angular � variables are discretized �see
Fig. 1�. Lagrange-quadratic and Lagrange-linear elements are
used �basis functions in the finite element implementation
are either linear or quadratic on each mesh interval�. Their
suitability will be discussed. The mesh condition can be
found in the convergence study �Sec. III�.

When solving the steady-state transport equation nu-
merically, artificial oscillations arise, primarily due to two
reasons: �1� the equation is convection dominated and �2� the
point source term in Eq. �3� introduces a discontinuity/
singularity, which cannot be well resolved by the mesh. This
will cause an initial disturbance that propagates through the
computational domain. Refining the mesh resolution does
not reduce the numerical oscillations since the discontinuity
still exists and there is no diffusion term in the equation. Also
it will be overly demanding of computing resources. There-
fore, the anisotropic diffusion technology18–20 is employed to
suppress the oscillations and guarantee reasonable calcula-
tion time. The following simple example will briefly explain
this. For more information, the reader is referred to Refs.
18–20. Assuming a convection-diffusion transport equation
�a parabolic partial differential equation�,

�u�

�t
+  � u� = ��� � u�� . �16�

The Péclet number �Pe�18–20 is defined as a function of the
diffusion coefficient �, convection function , and the mesh
element size h,

Pe =
h
2�

. �17�

Since the finite element discretization method used is the
Galerkin method, solving such a transport equation becomes
unstable when the Péclet number �Pe� is larger than 1. Notice
that, in the acoustic transport equation �Eq. �3��, there is no
diffusion term, implying that the Péclet number is always
larger than 1.

By adding an artificial diffusion term �art, it is possible
to make the Péclet number smaller than 1. The convection
term  is a vector, and anisotropic artificial diffusion adds
diffusion only in the direction of the streamline. That is,
there is no diffusion added in the direction orthogonal to .
We now have

�art =
�hi j


, Pe =

h
2�� + �art�

, �18�

where � is a constant and i and  j are components of . In
this way, the Péclet number measured in the streamline di-

FIG. 1. Meshes for the finite element modeling in the spatial and angular
domains.
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rection does not exceed 1, given that the constant � is care-
fully chosen. In the present acoustic transport equation 
= �� ;0� �no derivative in the �-direction�, and � is chosen as
0.25. Therefore, to each coupled transport equation, a diffu-
sion term

�h�2


�2�i

�x2 �19�

is added. Figure 2 shows the comparison between the results
with and without artificial diffusion. The artificial diffusion
indeed significantly reduces the numerical oscillations. Sec-
tion III A 1 will discuss the validity of the solution.

When solving the time-dependent transport equation, the
interpolating polynomial used in the time-stepping method is
the second-order backward differentiation formula.21 Intro-
ducing anisotropic diffusion to suppress oscillations turns out
to produce noticeable numerical damping. Therefore, the ini-
tial condition should be defined so that it is continuous
across the spatial domain, in order to minimize numerical
oscillations. An initial condition is used with the Gaussian
form

��x,y,z,�,�,0� = 	�y − y0�	�z − z0�e−��x − x0�2/c0�, �20�

where c0 controls the width of the Gaussian distribution. Al-
though c0 should be a frequency dependent parameter, it is
chosen as 1.0 in this study for simplicity. It is also found that
for smaller c0, the mesh needs to be denser for obtaining
stable numerical results.

Note that in the present model, a single calculation
throughout the domain generates the solution at all locations
in the volume, which is fundamentally different from the
ray-tracing based method where receiver location�s� usually
need to be prescribed.

III. NUMERICAL RESULTS

A. Steady-state case

1. Verifications

This section discusses verifications of the present solu-
tion method. Same as in Ref. 16, where the study is about

neutral particle transport, a circular duct with radius 1 m and
length 50 m is tested. The boundaries are all diffusely reflect-
ing. Sound particles enter the duct through one end �x=0� of
the duct in an isotropic way and leave the duct through the
other end which is completely open. The reflection probabil-
ity at x=0 is defined as16

R̂ =

�
0

1

��1�0,− ��d�

�
0

1

��1�0,��d�

. �21�

The one-dimensional transport equations for steady-state are
solved where the time t is neglected. Numerical results given
are from a mesh resolution of 100 angular points and 200
spatial points. Calculation time is around 10 s for the one-
group model and 40 s for the two-group model on a current
laptop personal computer. The present results are compared
with the results from Ref. 16 in Table I, showing good agree-
ments.

2. Convergence study

The goal of this section is to first study the convergence
condition when numerically solving the steady-state one-
dimensional transport equation models and then to briefly
compare the transport equation models with the ray-tracing
based method, i.e., the solution of the three-dimensional
transport equation. This section only discusses the two-group
model since it is expected to be more accurate based on the
previous discussion.1 For steady-state transport equation
models, the time variable t is simply discarded. An imaginary
long room with dimensions 80
4
4 m3 is studied. The
scattering coefficient is 0.8. The two ends are considered to
be specularly reflecting. The absorption coefficient for all
surfaces is 0.5. An omnidirectional source is located at �40,
2, 2� m with a sound power of 0.01 W. Here, numerical
simulations only involve Lagrange-quadratic elements and
observe the sound pressure level at position �60, 2, 2� m for
different mesh resolutions. Note that the solution given by
the ray-tracing method is 68.3 dB, and the calculation time is
more than 5 min for obtaining well converged results. Table
II lists the numerical results and suggests that the result in-

TABLE I. Comparison between the present numerical results with the ones
in Ref. 16: The probability of reflection for a circular duct with isotropic
incidence.

� N=1 N=1 a Reflection probability N=2 N=2 a

0.1 0.018 0.018 0.0255 0.0256
0.2 0.038 0.038 0.0539 0.0541
0.3 0.062 0.061 0.0859 0.0862
0.4 0.089 0.089 0.1225 0.1229
0.5 0.123 0.122 0.1652 0.1656
0.6 0.164 0.164 0.2165 0.2170
0.7 0.219 0.218 0.2808 0.2814
0.8 0.296 0.295 0.3671 0.3677
0.9 0.423 0.423 0.5008 0.5014
0.99 0.751 0.751 0.8024 0.8027

aFrom Ref. 16.

FIG. 2. Comparison of the solution �1 with and without the artificial diffu-
sion.
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deed converges to a finite value as either the spatial or angu-
lar resolution increases. In addition, the difference between
each prediction is within a tolerable range, which indicates
that for predicting sound pressure level, a coarse mesh can be
used for solving the one-dimensional two-group transport
equation model. The most accurate result �68.32 dB� natu-
rally occurs using the finest mesh. This agrees well with the
ray-tracing result.

3. Comparison with ray-tracing simulations

This section compares numerical results from the
present transport equation model with the ones from the ray-
tracing based method implemented by a commercially avail-
able software CATT-acoustics®, for two representative sce-
narios. A long room with dimensions 60
6
6 m3 is
modeled. An omnidirectional sound source is located at �5, 3,
3� m with sound power of 0.01 W. The receivers are along
the line y=z=3 m. For the first case, the absorption coeffi-
cient is uniform and is 0.05, while in the second case, it is
0.5. The scattering coefficient for all side walls in the first
case is 0.9 and 1.0 in the second case. The two end walls are
diffusely reflecting. The number of rays for each ray-tracing
is 500 000. The truncation time is long enough so that the
sound energy decays to a negligible amount. When solving
the transport equation, 10 000 mesh elements are con-
structed. Figures 3 and 4 show the sound pressure level dis-
tribution along the x-axis across the center of the long room.
The following observations are worth discussing.

�1� For both examples, the two-group model agrees fairly
well with the ray-tracing simulation, while the one-group
model agrees less well, especially when the receivers are
far away from the source, and the absorption involved is
high. This observation is consistent with the conclusion
in Larsen’s paper.16

�2� For low absorption case, the maximum deviation of the
one-group model from the ray-tracing simulation is
around 2.0 dB, which is still acceptable. This suggests
that, for stationary sound field predictions in weakly
damping long rooms, both one- and two-group models

can be employed. Particularly, if the sound field far away
from the source is not of major concern, the one-group
model works reasonably well.

�3� In Fig. 4, all the three curves show that the sound pres-
sure level increases slightly when the receiver ap-
proaches the end �x=60 m�. This important characteris-
tic, however, cannot be captured by the diffusion
equation model,22 because the diffusion equation model
is not accurate near the boundary.11

B. Time-dependent case

1. Convergence study

This section studies the convergence condition for the
time-dependent case in terms of the reverberation time �RT�
and early decay time �EDT�, again for the two-group model.
Compared with the steady-state case, one additional variable,
i.e., time t, needs to be counted. The choice of the time step

TABLE II. Sound pressure level prediction with varying mesh resolutions
for a long room.

Spatial point
number

Angular point
number

Sound pressure
level �dB�

Calculation
time �s�

50 20 68.38 1
50 50 68.55 4
50 100 68.62 9
100 20 68.20 3
100 50 68.37 8
100 100 68.44 17
200 20 68.11 6
200 50 68.29 15
200 100 68.36 35
400 20 68.07 9
400 50 68.24 31
400 100 68.32 72

FIG. 3. Comparisons of sound pressure level distributions for a long room
�60
6
6 m3, uniform absorption coefficient of 0.05, scattering coefficient
of 0.9, two end walls are diffusely reflecting� among ray-tracing simulations:
one- and two-group models.

FIG. 4. Comparisons of sound pressure level distributions for a long room
�60
6
6 m3, uniform absorption coefficient of 0.5, scattering coefficient
of 1.0 for all the walls� among ray-tracing simulations: one- and two-group
models.
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determines the accuracy of the solution and the calculation
time, and therefore needs to be carefully examined. For re-
sults summarized here, the total number of mesh elements is
changed, i.e., the product of both distance and angular point
numbers, rather than both distance and angular mesh sizes
being varied independently. Two types of mesh elements are
considered: quadratic and linear. As anticipated, the former
requires longer calculation time. The decay time parameters
are found by exciting an impulse in the room using Eq. �20�,
solving for the sound intensity impulse response from the
transport model, and using Schroeder integration23 to com-
pute for the sound intensity decay function. For calculating
the reverberation time, the normalized decay level interval of
�5 to �35 dB is used, and for early decay time, from 0 to
�10 dB.24

The long room model has the same geometry, with di-
mensions 80
4
4 m3, as that for the steady-state conver-
gence investigation, the source is also the same, the receiver
is located at �20, 2, 2� m, the scattering coefficient for the
side walls is 0.8, and the absorption coefficient for all walls
is 0.4. For a narrow long room, if the two ends are specularly
reflecting and strongly reflective, a randomized ray that hap-
pens to shoot exactly perpendicular to the end walls will
continue to bounce back and forth between the end walls and
create flutter echoes, which makes the energy decay curve
irregular/nonexponential. In addition, relatively strong nu-
merical damping has been found for the sound traveling in
the direction perpendicular to the end walls ��= �1�. There-
fore, in the time-dependent case, only diffusely reflecting
ends are included in the discussions. The total calculated
time length for the transport equation model is 0.8 s, which is
much longer than the expected reverberation time. The simu-
lation results given by ray-tracing are 0.38 and 0.35 s for
reverberation and early decay times, respectively. The calcu-
lation by ray-tracing takes more than 15 min. Figure 5 shows
the energy impulse response, energy-time curve, and
Schroeder integration curve at the receiver position. The
transport equation model simulates the direct sound properly
as the energy peak shown approximately at 0.06 s �the time
the sound particles take to travel from x=40 to 20 m�. Table
III lists all the results. The first three results are produced
with quadratic elements only because linear elements are ex-
tremely inaccurate for these three cases. Linear elements are
actually also inaccurate for the next three cases, but we keep
the results to demonstrate the required element number for
linear elements. Table III, along with other related calcula-
tions, shows that using a fairly coarse spatial mesh and time
step can produce accurate results for both reverberation and
early decay times. Linear elements take less time than qua-
dratic elements, and results from the former are reasonably
accurate for sufficiently many mesh elements. The key point
is that solving the transport equation model produces accu-
rate results in much less time than ray-tracing and the solu-
tion at all mesh points throughout the space under investiga-
tion is achieved within one calculation run.

2. Comparison with ray-tracing simulations

This section compares numerical results from the
present transport equation model with the ray-tracing results

for two representative scenarios. A long room with dimen-
sion 40
4
4 m3 is modeled. The source is omnidirec-
tional and is located at �10, 2, 2� m. The receivers are along
the line y=z=2 m. In the first example, the absorption coef-
ficient 0.2 is assigned uniformly. The scattering coefficient
for all the side walls is 0.7. The two end walls are diffusely
reflecting, i.e., s=1.0. The number of rays is 500 000 for the
ray-tracing implementation. 8000 quadratic elements are
generated when solving the transport equation. The time step
is 0.001 s. Figure 6 shows the reverberation and early decay
time trends along the x-axis. The two-group transport model
agrees very well with the ray-tracing results, while the one-
group model shows noticeable discrepancies with the ray-
tracing results for reverberation times. All the models are
able to show that reverberation time increases slowly while
early decay time increases quickly.7

In the second example, the absorption coefficients are
0.4 for the side walls and 0.01 for the two end walls. The
scattering coefficient is reduced to 0.5. Figure 7 shows the
reverberation and early decay time results. Note that the one-
group model is not included in this comparison. The discrep-
ancy between the ray-tracing results and transport equation
model results is still sufficiently small. These two cases sug-
gest that the transport equation model, especially the two-
group model, is fully capable of predicting sound energy
decays in a long space. At least the accuracy of the present
model is on the same level as a commercial acoustic predic-
tion software.

IV. EXPERIMENTAL RESULTS

A. Experimental setup

A long room tenth scale-model is built to further assess
the accuracy of the transport equation model. The reasons for

FIG. 5. Time-dependent simulation result: �a� energy decay curve in a long
room; �b� logarithmic energy decay; and �c� Schroeder integration curve.
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choosing physical scale modeling are its versatility and easy
access.10,25 The dimensions of the scale-model are 2.4

0.24
0.24 m3, which corresponds to 24
2.4
2.4 m3

for real size. This scale-model is built of 3
8 in.-thick hard

plywood. The wall surfaces are relatively smooth, only fea-
tured with small scale roughness ��0.2 cm in depth�. Figure
8 shows a photograph of the scale-model with the top and
two ends open. A miniature dodecahedron loudspeaker sys-
tem used as the sound source is located at �6.1, 1.2, 1.2� m
�see Fig. 9�a��. It is reasonably omnidirectional up to 32 kHz.
A 1

4 in. microphone is used as the receiver to measure the
room impulse responses excited by maximal-length se-
quences of 218−1, averaged over ten repetitions. The micro-
phone is moved along the centerline of the scale-model
throughout the measurements. Fourteen measurements are
conducted with an equidistant separation along the x-axis
and are repeated five times to show the repeatability/

uncertainty of the experiment. Measurements of the sound
field close to the source are avoided since the source direc-
tivity has a greater impact on the near field. Neither nitrogen
nor air drying is used to compensate for the air attenuation,
as the air attenuation can be included in the transport equa-
tion model �see Sec. IV B�, and the purpose of this measure-
ment is only to verify the present model rather than to model
an existing space. �The following discussion will only use
real-sized dimensions.�

B. Experimental verifications of the transport
equation model

This section aims to verify the transport equation model
by comparing the experimental results with the simulation
results. As the geometrical-acoustic model works only prop-
erly in a high frequency broad-band range, the results at 1–2

TABLE III. Reverberation time and early decay time predictions with varying mesh resolutions and time steps
for a long room.

Element No. Element type
Time step

�s�
RT
�s�

EDT
�s�

Calculation time
�s�

1000 Quadratic 0.002 0.404 0.419 19
1000 Quadratic 0.001 0.406 0.419 30
1000 Quadratic 0.0005 0.406 0.418 53
2000 Quadratic 0.002 0.401 0.376 38
2000 Linear 0.002 0.002 0.013 6
2000 Quadratic 0.001 0.402 0.379 61
2000 Linear 0.001 0.001 0.019 18
2000 Quadratic 0.0005 0.403 0.380 105
2000 Linear 0.0005 0.001 0.019 18
5000 Quadratic 0.002 0.401 0.360 99
5000 Linear 0.002 0.391 0.374 17
5000 Quadratic 0.001 0.404 0.362 166
5000 Linear 0.001 0.387 0.376 29
5000 Quadratic 0.0005 0.404 0.360 273
5000 Linear 0.0005 0.387 0.377 52

FIG. 6. �Color online� Comparisons of reverberation time and early decay
time distributions for a long room �40
4
4 m3, uniform absorption co-
efficient of 0.2, scattering coefficient of 0.7� among ray-tracing simulations:
one- and two-group models.

FIG. 7. �Color online� Comparisons of reverberation time and early decay
time distributions for a long room �40
4
4 m3, absorption coefficient of
0.4 for the side walls and 0.01 for the end walls, scattering coefficient of
0.5� between ray-tracing simulations and the two-group model.
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kHz octave broadband are chosen for comparison. In lower
frequency bands, wave phenomena, e.g., standing waves, are
observed, which cannot be modeled by the transport equation
model. In the frequency range of interest �1–2 kHz�, the ab-
sorption coefficient is estimated to be 0.15. The scattering
coefficient is difficult to estimate but is expected to be low
�as mentioned above, the wall surface is relatively smooth�.
An average air attenuation constant of 0.00391 Np/m is used
for 10–20 kHz for the tenth-scale factor26 �temperature of
20 °C and humidity of 50%�.

This section only considers the two-group model. The
reflections at the two ends are set to be completely diffused.
Since two ends of the scale-model are relatively smooth, this
will introduce a source of error; however, it is expected to be
insignificant because the two ends are small compared with
the side walls. For both steady-state and time-dependent
cases, two simulations with scattering coefficients of 0.1 and
0.3, respectively, are carried out.

Figure 9�b� shows the comparison of sound pressure
level distributions. The transport equation model with scat-
tering coefficient of 0.3 agrees well with the experimental
results. Most of results show small deviations ��1 dB�. The
transport equation model with scattering coefficient of 0.1
matches the experimental results less well but the disparity is
still tolerable. This implies that the scattering coefficient is
indeed low. To further confirm this, the simulated and mea-

sured reverberation times will be compared. Figure 10�a�
presents a segment of the room impulse responses recorded
4.6 m from the source. Figure 10�b� illustrates the Schroeder
curves given by experimental measurement in comparison
with the transport equation model with scattering coefficients
of 0.1 and 0.3.

Figure 11 shows a detailed comparison of the reverbera-
tion time prediction. Both simulation curves agree well with
the measurement. Together with the sound pressure level dis-
tribution results, it appears that the scattering coefficient is
likely to be between 0.1 and 0.3. So far, the experimental
comparisons have demonstrated the validity of the one-
dimensional transport equation model for a long space.

FIG. 8. �Color online� Photograph of the long room tenth scale-model with
the top and two ends open. Bottom left shows the miniature dodecahedron
loudspeaker.

FIG. 9. Comparison between simulated and experimental results in a long
room tenth scale-model: �a� top-view of a 1:10 long room scale-model; �b�
comparison of sound pressure level distribution between simulated and ex-
perimental results. For simulated results, two scattering coefficients of 0.1
and 0.3 are used. The experimental results with error bars are evaluated from
five sequentially repetitive measurements.

FIG. 10. Comparison between simulated and experimental results in a long
room tenth scale-model: �a� segment of a room impulse response measured
in a 1:10 long room scale-model; �b� comparison of the Schroeder curve
between experiment and simulation. For simulated results, two scattering
coefficients of 0.1 and 0.3 are used.

FIG. 11. Comparison of reverberation time between simulated and experi-
mental results in a 1:10 long room scale-model. For simulated results, two
scattering coefficients of 0.1 and 0.3 are used. The experimental results with
error bars are evaluated from five sequentially repetitive measurements.
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V. CONCLUSIONS

This paper has discussed numerical results for a long
space room-acoustic model based on one-dimensional trans-
port equations. The transport equation models explicitly
handle partial specular, partial scattering, tolerate high over-
all absorption, and contain direct sound and early reflection
portions of sound propagation. Comparisons between the
transport equation model and the ray-tracing approach indi-
cate that the solutions given by the one-dimensional trans-
port equation model well approximate the three-dimensional
exact solution. Particularly, the two-group model can work
properly in a wide range of scenarios. In addition, numeri-
cally solving the transport equation models is significantly
less time consuming than the ray-tracing approach. Note that
the current solution method for the transport equation models
is not specifically optimized; therefore, it is possible to speed
up the simulation by using advanced technologies.27 Finally,
experimental results from a long room scale-model further
validate the transport equation model.

Within the scope of this work, only empty rooms and
omnidirectional sound sources are considered. However,
these transport equation models can also take interior scat-
tering objects and source directivity into account. These
transport equation models can be extended to simulate side
walls with nonuniform absorption or scattering coefficients,
which makes the model more flexible. This study points out
that the transport equation model is more accurate than the
diffusion equation model, e.g., near a boundary. Detailed
comparisons between the transport and diffusion equation
models, which will clarify the relationship of these two mod-
els, are also attractive. These issues are expected to be ad-
dressed in future work.
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Many acoustical measurements, e.g., measurement of sound power and transmission loss, rely on
determining the total sound energy in a reverberation room. The total energy is usually
approximated by measuring the mean-square pressure �i.e., the potential energy density� at a number
of discrete positions. The idea of measuring the total energy density instead of the potential energy
density on the assumption that the former quantity varies less with position than the latter goes back
to the 1930s. However, the phenomenon was not analyzed until the late 1970s and then only for the
region of high modal overlap, and this analysis has never been published. Moreover, until fairly
recently, measurement of the total sound energy density required an elaborate experimental
arrangement based on finite-difference approximations using at least four amplitude and phase
matched pressure microphones. With the advent of a three-dimensional particle velocity transducer,
it has become somewhat easier to measure total rather than only potential energy density in a sound
field. This paper examines the ensemble statistics of kinetic and total sound energy densities in
reverberant enclosures theoretically, experimentally, and numerically.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3304158�

PACS number�s�: 43.55.Cs, 43.58.Bh �AJZ� Pages: 2332–2337

I. INTRODUCTION

Many acoustical measurements rely on determining the
sound energy in an enclosure. Examples include standardized
measurements of sound power and transmission loss in re-
verberation rooms. The total sound energy is usually esti-
mated by measuring the mean-square pressure �that is, the
potential energy density� either at a number of discrete posi-
tions or using a moving microphone, and much effort has
been spent on developing efficient averaging procedures.1,2

The idea of measuring the total energy density rather than the
potential energy density on the assumption that the former
quantity varies less with position than the latter goes back to
the 1930s and has occasionally been discussed in the
literature.3,4 In the late 1970s the phenomenon was analyzed
using a stochastic interference model of a diffuse sound
field,5 and in the late 1980s the matter was examined experi-
mentally for the first time.6 However, until recently measure-
ment of the total sound energy density has required an elabo-
rate arrangement based on finite-difference approximations
using at least four pressure microphones.6–9 The micro-
phones should be amplitude and phase matched very well,

and the signal-to-noise ratio is poor because the finite-
difference signals should be time integrated,10 which is per-
haps one of the reasons why the method has not been used
much in practice. With the advent of a three-dimensional
particle velocity transducer, “Microflown,”11 it has become
somewhat easier to measure kinetic and total rather than only
potential energy density in a sound field, as demonstrated a
few years ago.12

A recent investigation examined the ensemble statistics
of the sound power emitted by a monopole in reverberant
surroundings using Waterhouse’s random wave theory13 ex-
tended to the region of low modal overlap.14 Another recent
investigation used the same model to examine the ensemble
statistics of potential energy density.15 The purpose of the
present study is to examine the ensemble statistics of kinetic
and total sound energy densities in reverberant spaces theo-
retically, experimentally, and numerically.

II. THE RANDOM WAVE THEORY

A. The region of high modal overlap

The starting point of this investigation is a stochastic
pure-tone diffuse-field interference model of the sound field
in a reverberation room originally developed by
Waterhouse.13 This model describes the sound field as a sum
of plane waves arriving with random phase angles from ran-
dom directions,

a�
Portions of this work were presented in “Measurement of total sound en-
ergy in an enclosure at low frequencies,” Proceedings of Acoustics ’08,
Paris, France, July 2008, pp. 3249–3254, and “The uncertainty of pure tone
measurements in reverberation rooms below the Schroeder frequency,”
Proceedings of Sixteenth International Congress on Sound and Vibration,
Krakow, Poland, July 2009.
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p�r� = lim
N→�

1
�N
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n=1

N

Anej��t−kn·r�, �1�

where p�r� is the sound pressure at position r, An is a com-
plex random amplitude the phase angle of which is uni-
formly distributed between 0 and 2�, and kn is a random
wave number vector with a uniform distribution over all di-
rections. The corresponding particle velocity components in
three perpendicular directions can be written as
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�c
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N→�

1
�N

�
n=1

N
An cos �n

�c
ej��t−kn·r�, �2c�

where �n and �n are the azimuth and polar angles defining
the wave number vector of the nth wave, and �c is the char-
acteristic impedance of air.5 Each set of random amplitudes
and wave number vectors corresponds to an outcome of a
stochastic process, and above the Schroeder frequency there
is no difference between the statistics with respect to position
and the full ensemble statistics.5,14 It is easy to show that the
mean-square values of the pressure and each component of
the particle velocity can be expressed as a sum of two inde-
pendent squared Gaussian variables �random sums� with zero
mean.5,13 Thus, the mean-square pressure as well as the
mean-square value of any individual component of the par-
ticle velocity have a chi-square distribution with two degrees
of freedom �also known as the exponential distribution�,13,16

from which it follows that their relative �normalized� en-
semble variance is 1. �The relative variance of a stochastic
variable X, �2�X�, is the squared ratio of its standard devia-
tion ��X� to its expected value E�X�.� Moreover, these four
random variables can be shown to be statistically
independent.5 This combined with the fact that the variance
of a sum of independent random variables equals the sum of
their variances16 leads to the conclusion that the relative vari-
ance of the kinetic energy density is

�2�wkin� =
�2�wkin,x + wkin,y + wkin,z�

�E�wkin,x + wkin,y + wkin,z��2 =
3�2�wkin,x�
9E2�wkin,x�

=
1

3
,

�3�

where wkin,x, wkin,y, and wkin,z are the kinetic densities corre-
sponding to the particle velocity components associated with
the x-, y-, and z-directions. Since the ensemble average of the
potential energy density must equal the ensemble average of
the kinetic energy density, the relative variance of the total
energy density becomes

�2�wtot� =
�2�wpot + wkin�

�E�wpot + wkin��2 =
�2�wpot� + �2�wkin�

4E2�wpot�

=
1 + 1

3

4
=

1

3
. �4�

To summarize, in the region of high modal overlap, measur-
ing the kinetic sound energy density at one position in a
reverberation room gives the same statistical information as
measuring the potential energy density at three statistically
independent positions. No further gain is obtained by mea-
suring the total energy density. These results have been vali-
dated experimentally6 and, more recently, also confirmed by
a numerical implementation of the Green’s function in a
room.12

B. The region below the Schroeder frequency

When the modal overlap cannot be assumed to be high,
the source that generates the sound field can no longer be
assumed to emit its free field sound power.14 The reason is
that the radiation impedance is affected by the random rever-
berant part of the sound field, which moreover is increased at
the source position because of coherent backscattering or
“weak Anderson localization” as predicted by Weaver and
Burkhardt.17 Besides, one can no longer expect the same
statistics with respect to position as would be found in an
ensemble of rooms.14,15 The resulting relative ensemble vari-
ance of the sound power emitted by a monopole has been
found, based on Eq. �1�, to be

�2�Pa� =
2

Ms
, �5�

where Ms is the statistical modal overlap of the room.14 This
quantity is the product of the modal density and the statisti-
cal modal bandwidth� and can be written as

Ms =
12� ln�10�Vf2

T60c
3 =

�Af2

2c2 , �6�

where V is the volume of the room, T60 is its reverberation
time, A is the total absorption area of the room, f is the
frequency, and c is the speed of sound. A very different
modal model based on an assumption of the modal frequen-
cies being distributed according to the random matrix theory
of Gaussian orthogonal ensembles leads to almost the same
expression.18

Since the average of the squared amplitudes of the
waves that compose the sound field at any frequency and in
any room is proportional to the sound power emitted by the
source that generates the sound field, it follows that one may
expect additional ensemble variations in the kinetic and total
energy densities when the modal overlap is low. Such addi-
tional variations, reflected in an increase in the relative en-
semble variance, have recently been demonstrated for poten-
tial energy density.15 Moreover, because these additional
variations affect the pressure and the three perpendicular par-
ticle velocity components in the same way, these components
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can no longer be assumed to be statistically independent, nor
can kinetic and potential energy densities be expected to be
statistically independent.

One can model the phenomenon by multiplying each of
the original independent exponentially distributed variables
in Eqs. �3� and �4� by another random variable that repre-
sents the relative variations in the emitted sound power,

1 + W =
Pa

E�Pa�
. �7�

The new variable W is normally distributed and has zero
mean and a variance given by Eq. �5�. It is statistically inde-
pendent of the other quantities because the variations in the
sound power depends only on the reverberant part of the
sound pressure at the source position.14 The relative en-
semble variance of the mean-square particle velocity compo-
nent in an arbitrary direction now becomes

�2�wkin,x� � =
E�wkin,x

2 �1 + W�2�
�E�wkin,x�1 + W���2 − 1

=
E�wkin,x

2 �E��1 + W�2�
E2�wkin,x�E2�1 + W�

− 1

=
2E2�wkin,x�E��1 + W�2�

E2�wkin,x�E2�1 + W�
− 1

= 2�1 + E�W2�� − 1 = 2	1 +
2

Ms

 − 1 = 1 +

4

Ms
, �8�

where wkin,x� is the modified kinetic energy density associated
with the x-direction. �The first step in Eq. �8� follows from
the general relation �2�X�=E�X2� /E2�X�−1, the second step
follows because the variables are statistically independent,
and the third step follows from the fact that the relative vari-
ance of wkin,x is unity.� This expression is identical with the
relative ensemble variance of potential energy density,15

�2�wpot� � = 1 +
4

Ms
. �9�

�The modal model mentioned above leads to a very similar
expression.18� In the same way, Eq. �3� becomes

�2�wkin� � =
E��wkin,x + wkin,y + wkin,z�2�1 + W�2�
�E��wkin,x + wkin,y + wkin,z��1 + W���2 − 1

=
E��wkin,x + wkin,y + wkin,z�2�E��1 + W�2�

�3E�wkin,x��2E2��1 + W��
− 1

=
3E�wkin,x

2 � + 6E2�wkin,x�
9E2�wkin,x�

�1 + E�W2�� − 1

=
12E2�wkin,x�
9E2�wkin,x�

	1 +
2

Ms

 − 1 =

1

3
+

8

3Ms
, �10�

where wkin� is the modified kinetic energy density.
It is apparent that the relative variance of the modified

kinetic energy density is not simply one-third of the relative
variance of a single component, given by Eq. �8�; it is some-
what larger. The explanation is that the modified components
are no longer independent. An alternative derivation of Eq.
�10� could be based on the covariance between the three
modified components of the kinetic energy density.

Note that

�2�wpot� �
�2�wkin� �

=

1 +
4

Ms

1

3
+

8

3Ms

= 3

1 +
4

Ms

1 +
8

Ms

→ �3 for Ms → �

3

2
for Ms → 0, �

�11�

which shows that the statistical advantage of determining
kinetic rather than potential energy density is halved at low
modal overlap because of the correlation between the three
particle velocity components due to the varying sound
power.

Equation �4� can be modified in the same manner,

�2�wtot� � =
E��wkin,x + wkin,y + wkin,z + wpot�2�1 + W�2�
�E��wkin,x + wkin,y + wkin,z + wpot��1 + W���2 − 1

=
3E�wkin,x

2 � + 6E2�wkin,x� + E�wpot
2 � + 6E�wpot�E�wkin,x�

4E2�wpot�
�1 + E�W2�� − 1

=
12E2�wkin,x� + 2E2�wpot� + 6E�wpot�E�wkin,x�

4E2�wpot�
	1 +

2

Ms

 − 1

=

12

9
+ 2 +

6

3

4
	1 +

2

Ms

 − 1 =

1

3
+

8

3Ms
. �12�

Apparently, there is no statistical advantage in measuring
total rather than kinetic energy density in the region of low
modal overlap either.

To summarize, the stochastic model derived in the fore-
going is based on the fundamental assumption that Eq. �1� is
also valid in the region of low modal overlap, although there
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are additional variations in the random set of squared wave
amplitudes, An2, caused by the variations in the sound
power emitted by the source. It is worth noting that in this
frequency range the spatial statistics in any room depend
strongly on whether the frequency is coinciding with a modal
frequency or not. Equations �5�, �8�–�10�, and �12� express
the relative variances associated with an ensemble of rooms
with slightly different dimensions but the same modal over-
lap.

III. EXPERIMENTAL RESULTS

Some experiments have been carried out in various
rooms at the Technical University of Denmark in order to
validate the foregoing stochastic considerations: a small
�40 m3� lightly damped room, the same room with extra
absorption, a large �245 m3� reverberation room, and the
same large room with added absorption. The reverberation
times of the four rooms are shown in Fig. 1. The correspond-
ing Schroeder frequencies are 500, 330, 310, and 200 Hz,
respectively. All rooms are essentially rectangular although
there are large stationary diffusers in the reverberation room.

The rooms were driven with a Brüel & Kjær �B&K�
“OmniSource” �a loudspeaker� fitted with a B&K “Volume
velocity adapter,” a device with two matched quarter-inch
microphones for measuring the output volume velocity and
sound power. Kinetic, potential, and total energy densities
were measured at a number of positions using an “Ultimate
sound probe” �USP�, a three-dimensional pressure-velocity
probe produced by Microflown �Zevenaar, The Netherlands�.
The three particle velocity channels were calibrated as de-
scribed in Ref. 19. The frequency responses between the vol-
ume velocity of the source and the sound pressure and three
perpendicular components of the particle velocity were mea-
sured with a B&K “PULSE” analyzer using pseudorandom
noise �6400 spectral lines� synchronized to the analysis in the
frequency range up to 3.2 kHz. The experimental technique
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FIG. 1. �Color online� Reverberation time of the test rooms. Solid line:
small lightly damped room; dashed line: small damped room; dash-dotted
line: large reverberation room; line with circle markers: large damped rever-
beration room.
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FIG. 2. �Color online� Relative space-frequency standard deviation of the mean-square value of one component of the particle velocity in �a� a small lightly
damped room, �b� a small damped room, �c� a large reverberation room, and �d� a large damped reverberation room. Solid line: measured standard deviation;
dash-dotted line: theory �Eq. �8��.
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has been described in detail in Ref. 14. Obviously one cannot
measure in an ensemble of rooms, so in order to approach
the full variation associated with ensemble statistics, both
source and receiver positions were varied. In the postpro-
cessing of the results, obtained at 25 pairs of positions, ad-
ditional variations over 8 Hz bands �16 adjacent frequency
bins� were also taken into account to produce space-
frequency variations, which can be expected to approximate
the ensemble variations.14

Figure 2 compares the measured relative space-
frequency standard deviation of a single mean-square par-
ticle velocity component in an arbitrary direction with the
predicted value calculated using Eq. �8�. It is apparent that
the results fluctuate significantly with frequency, but there is
nevertheless fairly good agreement, confirming that a single
mean-square particle velocity component exhibits the same
statistics as the mean-square pressure. At high modal overlap
the relative standard deviation approaches unity, but there is
a large increase at low modal overlap. The agreement be-
tween measurements and predictions is better for the large
room than for the small room, and for some reason Eq. �8�
seems to underestimate the variations observed in the small
damped room below the Schroeder frequency �Fig. 2�b��.

Figure 3 compares the relative space-frequency standard
deviation of kinetic and total energy densities with the theory
given by the identical expressions �10� and �12�. The agree-
ment is fairly good, confirming that the relative standard de-
viation of both quantities approaches 1 /�3�0.58 at high

modal overlap and takes higher values at low modal overlap,
although not as high values as the standard deviation of a
single mean-square particle velocity component. In some
cases the theory seems to underestimate the experimental
results below the Schroeder frequency, though, but all data
certainly confirm that the kinetic energy density exhibits the
same statistics as the total energy density.

There is no obvious explanation for the tendency to un-
derestimation observed in Fig. 2�b�. The measurements pre-
sented in Fig. 3 are more difficult since they rely on accurate
calibration of the three channels of the particle velocity
transducer. Inaccurate calibration of the three channels of the
particle velocity transducer may have emphasized one chan-
nel; this would tend to increase the experimental variance.

IV. NUMERICAL RESULTS

The full ensemble standard deviation is rather difficult to
measure, but it can be estimated with a numerical model. A
finite element model of 25 different rooms, constructed using
the commercial software packet ACTRAN, was used in this
investigation. The rooms were rectangular, and their dimen-
sions were chosen as uniformly distributed random variables
varying between 2 and 6 m. The source positions were
placed randomly, but they were at least 0.4 m away from any
wall. The calculations were carried out from 200 to 300 Hz
with a frequency step of 2 Hz. The element size was chosen
so as to provide a low numerical pollution in the examined
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FIG. 3. �Color online� Relative space-frequency standard deviation of kinetic and total energy densities in �a� a small lightly damped room, �b� a small damped
room, �c� a large reverberation room, and �d� a large damped reverberation room. Solid line: measured standard deviation of kinetic energy density; dashed
line: measured standard deviation of total energy density; dash-dotted line: theory �Eqs. �10� and �12��.
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frequency range. The mean-square values of the particle ve-
locity vector were calculated at 50 000 randomly chosen
nodal points of the mesh. Nodes closer than 0.4 m away from
the walls or closer than 1 m from the source were not used.
In order to determine the relative ensemble standard devia-
tion as a function of the modal overlap, the data were sorted
into appropriate modal overlap intervals. A similar technique
was used recently in Refs. 14 and 15.

Figure 4 shows the results. There is excellent agreement,
confirming the validity of Eq. �10� and indeed of the proba-
bilistic approach described in Sec. II. Finally Fig. 5 com-
pares the ratio of the relative variance of potential energy
density to the relative variance of kinetic energy density with
the theoretical ratio given by Eq. �11�. There is very good
agreement.

V. CONCLUSION

Waterhouse’s simple free-wave theory has been ex-
tended to the region of low modal overlap and used for de-
termining the relative ensemble variance of kinetic and total
energy densities in reverberation rooms, and the predictions
have been confirmed by experimental and numerical results.
At high modal overlap, the relative variance of both quanti-
ties approaches one-third, and it is statistically three times

more efficient to measure kinetic or total energy density than
to measure potential energy density. At lower modal overlap,
there is an increase in the relative variance of both kinetic
and total energy densities that is inversely proportional to the
modal overlap, that is, proportional to the ratio of the rever-
beration time to the room volume and inversely proportional
to the square of the frequency. In this frequency range, the
statistical advantage of measuring kinetic or total energy
density is reduced, and ultimately halved, because the differ-
ent components of the particle velocity are no longer statis-
tically independent.
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A seven-microphone three dimensional �3D� intensity measuring system has been developed and
evaluated for performance for a broad frequency band �200 Hz–6.5 kHz�. Six microphones are
arranged in a concentric array with one microphone at the center of the probe. The screw adjustable
center microphone is the probe reference microphone, and is used for calibrations of the other
microphones in the probe. This probe addresses limitations of the traditional two-microphone
system in measuring acoustical properties in a 3D space from the one dimensional measurements.
This probe also eliminates the need of spacers used in the existing 3D probes for broadband
measurements. Diffraction and reflection effects on calibrations due to presence of the microphones
and the probe supporting structure are negligible. This seven-microphone probe provided better
results in the intensity measurements for the wide frequency band than that of a similar
four-microphone array probe. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3327508�

PACS number�s�: 43.58.Fm, 43.60.Fg �AJZ� Pages: 2338–2346

I. INTRODUCTION

Precise measurement of different acoustical quantities in
different spatial environment has been the key in improving
the sound-quality and in reducing acoustical noise from vari-
ous sources. Sound intensity is one of the quantities defined
as the rate of energy flow at a point in space through a unit
area. In the SI �International System of Units�, the unit of
intensity is W /m2. By definition, the instantaneous sound
intensity is the product of the instantaneous acoustic pressure
and the instantaneous particle velocity.1 So, a sound intensity
measuring device needs to incorporate transducers to mea-
sure both the pressure and the particle velocity. Since the
particle velocity can be calculated from the difference of
sound pressures between the two adjacent microphones, a
pressure transducer such as microphone can be used in the
intensity probe. Many sound intensity devices use two iden-
tical microphones in a face-to-face configuration.2 However,
the two-microphone design has three inherent problems, de-
scribed by Nagata et al.:3 �1� Measurement errors due to the
phase mismatch increase with the decreased frequencies, �2�
any misalignment between the two microphone axes can
cause measurement error since a pressure gradient between
the two microphones is used to calculate the particle velocity,
and �3� the directional characteristics of a two-microphone
system limit multi-dimensional vector measurements at high
frequencies.4

The two-microphone system works well for the one di-
mensional measurements but requires scanning around the
entire enclosed surface to cover sound fields in a three di-
mensional �3D� space. This need of an extra piece of equip-
ment gives rise to the three dimensional vector intensity sen-
sors. Several three dimensional intensity probes have been

proposed in the past decades addressing those three concerns
in their different ways. They all vary in their geometrical
configurations and the use of different types of microphones,
focused on particular applications. One of these configura-
tions is the four-microphone tetrahedral configurations pro-
posed by Moryl and Hixson5 and then commercially manu-
factured by a Japanese company, Ono Sokki.6 This four-
microphone tetrahedral configuration uses a center
microphone as the reference microphone, and forms three
pairs with the three orthogonal microphones. Two different
six-microphone face-to-face configuration intensity probes
were introduced by Brüel & Kjaer and GRAS,2 but their
applications were very limited. The performance of these
two similar probes were severely affected by reflection and
diffraction around the microphones, and their supporting
structures. Both the six-microphone and the four-microphone
configurations use three pairs of closely spaced microphones
to calculate the particle velocity vectors. The differences be-
tween these two configurations lie in the probe center pres-
sure estimation, and in microphone orientations within the
probe. The six-microphone configuration uses a finite-sum
method to estimate the center pressure while the four-
microphone configuration uses the direct pressure measure-
ments from the center microphone. The four-microphone tet-
rahedral probe has side-by-side microphone orientation
while the two six-microphone probes have face-to-face mi-
crophone orientation.7,8

Microphone size, effective spacing, and orientation
within the probe have significant impact on the intensity
measurements and on subsequent applications in source lo-
calization. Sound fields around microphones in the probe can
distort measurements due to effects of diffraction and reflec-
tion around the sensor elements and their supporting struc-
tures, especially for closely spaced microphones with a large
overall dimension. Microphone spacing also affects the
finite-difference error approximation, especially at the low

a�Author to whom correspondence should be addressed. Electronic mail:
miah@mail.utexas.edu
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frequencies where the acoustic wavelength is large compared
to the microphone spacing. Another four-microphone con-
figuration similar to Moryl and Hixson,5 proposed by
Schumacher9 for acoustic energy density and intensity mea-
surements, uses microphones arranged in an orthogonal array
with one microphone at the center of the coordinate system.
For that design, the spacing between the microphones are
fixed. This configuration works well for a particular fre-
quency band �200 Hz–3.5 kHz�, but cannot be used to cover
a wide frequency band �200 Hz–6.5 kHz� without physically
modifying the spacing between the microphones. The other
�four- and six-microphone� configurations mentioned above
also need spacing adjustment for measurements involving
sound field of wide frequency band. Most of these configu-
rations have face-to-face microphone orientation, which is
not suitable for source localization without any external ro-
tating device. Also, reflection and diffraction around the mi-
crophones, and the supporting structures can add significant
distortions in the measurements.

In this paper, a seven-element three dimensional inten-
sity probe with omnidirectional microphone arranged in a
two-concentric orthogonal array is discussed and demon-
strated. The two orthogonal arrays are for the high-frequency
�1.0–6.5 kHz� and low-frequency �200 Hz–1.0 kHz� mea-
surements without the need of any spacing adjustment be-
tween the microphones. The outer-array is for the low-
frequency and the inner-array is for the high-frequency
measurements. Microphones of small dimensions were used
in a side-by-side configuration to reduce adverse effect due
to diffraction and reflection. A movable center microphone is
used for the calibration and as the reference microphone of
the probe. Simultaneous microphone calibration technique in
the anechoic room, and quantitative analysis of effects of
reflection and diffraction due to the presence of the micro-
phone and its supporting structures are also discussed in this
paper. This analysis can be an effective tool in improving the
performance and accuracy of the probe.

Total intensity is calculated and compared with the high-
frequency and low-frequency components to show improve-
ments in the measurement accuracy. This intensity probe can
also be used to locate sound sources of different frequencies
as an application of the system. The initial design of the
proposed intensity measuring system is first presented by
authors of this article in an abstract published in the Acous-
tical Society of America �ASA� conference proceedings.10

In Sec. II, we present design of the intensity measuring
system, and discuss inherent systematic errors associated
with this design. In Sec. III, microphone calibration tech-
nique, and a quantitative analysis of reflection and diffraction
effects due to the probe supporting structures are discussed.
Section IV discusses theory and operating principles of the
probe. In Sec. V, the probe performance in terms of intensity
measurements and directivity patterns is discussed. Section
VI ends the paper with a brief conclusion.

II. DESIGN OF THE INTENSITY PROBE

The acoustic intensity measuring system discussed in
this paper is developed in the Acoustics Research Laboratory

at the University of Texas at Austin. This system has three
components: the microphone array with interface analog cir-
cuits, data acquisition device, and a personal computer with
custom signal processing software.

A. Microphone spacing

The three dimensional intensity probe developed in this
paper consists of seven microphones in a side-by-side con-
figuration. Six microphones are arranged in a two-concentric
array with one microphone located at the center of the probe
�Figs. 1 and 2�. The center microphone is used as the refer-
ence microphone of the system. The inner-array is for the
high-frequency �1.0–6.5 kHz�, with an effective spacing be-
tween the reference and each of the three microphones,

Y

X
Center

Z

Calibration
Screw

FIG. 1. Seven microphones are arranged in a two-concentric array along the
three axes with a screw adjustable reference microphone at the origin of the
coordinate system.

X_high

Y_high

Z_high

X_Low
Z_Low

Y_Low

Reference

15 mm

70 mm

FIG. 2. A schematic of the horizontal spacing of the seven-microphone
two-concentric array of the probe.
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which is 18 mm. The outer-array is for the low-frequency
�200 Hz–1.0 kHz� measurements, with an effective spacing
between the reference microphone and each of the three mi-
crophones, which is 80 mm. The “effective” spacing is de-
fined as the center-to-center distance between the two micro-
phones. The reference microphone can be moved either in
the forward or in the backward direction along the probe axis
by adjusting a screw. Microphone effective distances were
selected to keep the finite-difference approximation error and
the phase mismatch error to a minimum. The center refer-
ence microphone can be adjusted to any of the three different
positions: measurement, low-frequency calibration, and
high-frequency calibration �Fig. 3�. The purpose of the center
reference microphone adjustment for different calibration po-
sitions is to place all the microphones of each array on a
plane, for the calibration in an anechoic chamber.

B. Inherent systematic errors

The spacing between a surrounding microphone and the
center microphone has great impact on both the high-
frequency and low-frequency measurement errors. The
finite-difference approximation error at high frequencies, and
the phase mismatch error at low frequencies are greatly af-
fected by the microphone spacing.

The finite-difference approximation error affects both
the mean pressure and the particle velocity calculations.
Thus, it affects the overall intensity measurement and subse-
quent acoustic parameter estimations. This error originates
from the pressure estimation at the midpoint between the two
microphones. In this estimation, the midpoint pressure is the
average value of pressures measured at each microphone in a
two-microphone pair. Another error of the finite-difference

approximation is from the estimation of the pressure gradient
at the midpoint of a two-microphone pair as the slope of
pressures across the two microphones.

Another potential error that was considered while select-
ing the microphone spacing for each array is the phase mis-
match between the microphones in the probe. The micro-
phones in each array were placed in an equal distance from
the center �origin� microphone. Ideally, if these microphones
are subject to a plane wave, then the phase differences
among the microphones would be zero. From a measurement
standpoint, these phase differences are rarely zero, and can
be termed as phase mismatch among the microphones. This
phase mismatch error has adverse effects in low frequencies
where the signal wavelength is very large compared to the
spacing between the two microphones. If the spacing be-
tween the microphones is very small, then the physical phase
difference �due to the physical separation of the microphones
from each other� could be masked by the phase mismatch
error introduced by the instrumentation. Now, the phase error
�decibel� in the probe can be related to the phase mismatch in
the microphones due to their spacing by the following
equation:2

e� = 10 log10�1 +
��

��
� , �1�

where �� is the phase mismatch introduced by the instru-
mentation, and �� is the actual physical phase difference
due to the physical separation of the two microphones. It can
be seen in the above equation that if the physical phase dif-
ference is small compared to the instrumentation phase mis-
match then the probe error will be large. So, to keep this
error small for a fixed instrumentation, the physical phase
difference needs to be large. The large physical phase differ-
ence can be achieved by increasing the spacing between the
microphones. So, to keep the probe error due to the phase
mismatch at a minimum, a large microphone spacing is pre-
ferred. Now, it is to be remembered that as the microphone
spacing becomes large, so thus the finite-difference approxi-
mation error.

In the intensity probe developed in this paper, the effec-
tive distance between the two microphones was selected to
be 18 and 80 mm for the inner- and the outer-array, respec-
tively. Since a small spacing between the two microphones
causes a large phase mismatch error, and a large spacing
causes a big finite-difference approximation error at high fre-
quencies, there was a trade-off in selecting the microphone
spacing to keep both of the errors at a minimum. The probe
error related to the sensor spacing is shown in Fig. 4. It can
be seen in the probe error vs frequency plot that the outer
low-frequency array spacing has an error of about �2.0 dB
at 1000 Hz, while the inner high-frequency array has an error
of about �4.0 dB at 6.5 kHz.

C. Microphone orientation and data acquisition

A side-by-side microphone configuration was chosen to
minimize diffraction and reflection around the supporting
structures. Each microphone of the probe is an omnidirec-
tional condenser microphone �Panasonic, Japan; model,

80 mm
18 mm

60 mm

50 mm

22 mm

(a) Measurement
position

(b) High-frequency
calibration position

(c) Low-frequency
calibration position

Center Mic

FIG. 3. Microphone spacing with an adjustable center microphone in the
measured, high- and low-frequency calibration positions.
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WM-61A� with a sensitivity of �30 dB in the standard op-
erating voltage �9.0 V� with the load impedance, 10.0 k�.
Each microphone has the diameter of 6.0 mm and height of
3.4 mm. The magnitude of the frequency response of each of
these microphones is nearly flat ��2 dB� for frequencies
from 50 Hz to 7.0 kHz.

An eight-channel analog input data acquisition device
�model: PCI-4472 manufactured by the National Instrument
Inc., USA� was used to acquire microphone signals for sub-
sequent calculations of the intensity and other acoustic pa-
rameters. The simultaneous signal acquisition from all the
seven microphones using a single DAQ �Data Acquisition
Device� prevented any potential time-delay mismatch among
the channels. The sampling rate for the acquisition was cho-
sen to be 16 kHz considering the upper limit of the target
bandwidth �200 Hz–6.5 kHz�.

III. MICROPHONE CALIBRATION TECHNIQUES

In this section, the center �origin� microphone was first
calibrated using a standard reference microphone. Once the
center microphone was calibrated, it is used as the reference
microphone to simultaneously calibrate the three micro-
phones of each array, separately. In the anechoic chamber, a
point source radiates spherical waves. If the distance of the
probe is far enough from the sound source, then the micro-
phones of probe would experience a plane wave. This plane
wave justification in the anechoic chamber is discussed in the
Appendix.

A. The center „origin… microphone calibration

The center �origin� microphone was calibrated using a
calibrated standard reference microphone in the anechoic
chamber. In this measurement, a 1 kHz sine wave of 84 dB
re 20 �Pa was used as the excitation signal. First, the stan-
dard reference microphone was placed in the anechoic cham-
ber without the intensity probe. The sound pressure level
�SPL� in decibel was recorded using a sound level meter.
Then the intensity probe was placed inside the anechoic
chamber. The center microphone was placed exactly at the
same position as the standard reference microphone. The
measured SPL of the center microphone was then adjusted to
the SPL of the standard reference microphone. Then the fre-
quency response of the center microphone was calculated for

the frequency range 200 Hz–7.0 kHz. Before the center mi-
crophone frequency response measurements, the frequency
response of the two different sizes �3 and 6 in.� loudspeakers
was calculated as a precaution, and was checked for any
diffraction effects of the loudspeaker housing on the mea-
surements. The diffraction and reflection effects on the loud-
speaker frequency response were random. It is to be noted
that both the small and the large loudspeakers were covered
with sound absorbing material �fiber glass� to minimize any
potential effect due to diffraction around the loudspeaker
housing. The frequency response of the center �origin� mi-
crophone was nearly flat ��0.5 dB� for the frequency range
200 Hz–7.0 kHz. This frequency response is used to compare
any diffraction and reflection effect of the probe micro-
phones, and the supporting structures.

B. The surrounding microphones calibration

The already calibrated center �origin� microphone is
then used in calibrating the other microphones of the probe.
All �three� microphones of the inner- �or outer-� array were
placed in the same plane as the center microphone. In this
configuration, each microphone of the array should experi-
ence the same sound pressure amplitude, and have zero
phase difference between the microphones considering the
microphones plane is perpendicular to the incoming plane
wave direction. Thus, the three microphones of the probe can
be calibrated simultaneously using the origin microphone.
The other array of the probe was then calibrated similarly. As
for measurements, 1 kHz sine wave of 84 dB re 20 �Pa
measured by the center �origin� microphone was used as the
sound source. Then, the measured SPLs from the three mi-
crophones �inner-array or outer-array� were adjusted to the
center microphone SPL. Then a broadband random noise
was used to calibrate the frequency response of the surround-
ing microphones of each of the two arrays. The magnitude
and phase responses of the center microphone were used as
the reference values to calibrate the other microphone of the
probe. Thus, each microphone of the probe was calibrated
using the already calibrated center �origin� microphone. In
the calibration procedure, even though the SPL for each mi-
crophone was adjusted with the SPL of the center micro-
phone using a 1.0 kHz sine wave, the sensitivity plots over
the frequency range of each array show a very small devia-
tion in SPL at 1.0 kHz among the microphone due to random
diffraction and reflection effects around the microphones and
the supporting structure. The effect of reflection and diffrac-
tion around the microphone and its supporting structure is
analyzed in Sec. III C.

The calibrated microphones of the inner-array have an
overall sensitivity offset of �0.3 dB for the frequency range
200 Hz–6.5 kHz. The overall phase offset for the same array
is about �0.6°. The calibrated microphones of the outer-
�low-frequency� array have an overall sensitivity offset of
�1.0 dB for the frequency range 200 Hz–6.5 kHz. The over-
all phase offset for the same array is about �1.1°. For the
low-frequency array, the useful frequency range is from 200
Hz to 1.0 kHz. For the high-frequency array, the useful fre-
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FIG. 4. Probe error due to the finite-difference approximation dependent on
the microphone spacing within the array.
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quency range is from 1.0 to 6.5 kHz. So, the sensitivity and
phase offsets outside their respective ranges were not consid-
ered for the measurements.

C. Reflection and diffraction analyses

To understand and to quantify diffraction and reflection
effects on the center �origin� microphone due to the presence
of the standard reference microphone and the probe struc-
ture, the probe was placed in the three different positions
around the standard reference microphone in the anechoic
chamber. First, the low-frequency array microphone of the
probe was placed in the same plane as the standard reference
microphone along the perimeter of the array. In this setup,
the microphones were facing directly the sound source where
the probe structure can cause reflections. Second, the probe
position was reversed and was facing the standard reference
microphone where the probe structure can cause diffractions.
Third, the probe origin microphone was placed in the same
plane as the standard reference microphone but was facing
perpendicular to the reference microphone axis �Fig. 5�.

The frequency response plots of the center �origin� mi-
crophone in Fig. 6 show the diffraction and reflection effects
due to the presence of the probe structure. The overall pat-
tern of the deviation from the response without the probe is
somewhat random, but varied �0.5 dB over the target fre-
quency band. The presence of the standard reference micro-

phone at different locations in relation to the probe did not
make any coherent impact on the center �origin� microphone
frequency response.

IV. TECHNIQUES AND OPERATING PRINCIPLES

Measuring acoustic intensity in the frequency domain
requires the knowledge of pressure amplitudes and their
phase relations between the two microphones. Based on
Refs. 11, 4, and 12, the expression for the acoustic intensity
for the two closely spaced microphones in any given direc-
tion is given by

I�f� =
Im�D12�
2	�r


, �2�

where the angular frequency 
=2�f , f is the frequency. The
cross-spectral density D12= P1�f�P2

��f�, where P1�f� and
P2�f� are the Fourier transforms of the two time domain

FIG. 5. �Color online� �a� The probe is placed in the same plane as the
standard reference microphone and facing directly to the loudspeaker, �b�
the probe is facing directly opposite to the loudspeaker, and �c� the probe is
facing perpendicular to the standard reference microphone.
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FIG. 6. �Color online� Frequency response �in dB re 20 �Pa� of the center
microphone is compared with that of the reference microphone: �a� The
probe is placed in the same plane as the standard reference microphone and
facing directly to the loudspeaker, �b� the probe is facing directly opposite to
the loudspeaker, and �c� the probe is facing perpendicular to the standard
reference microphone.
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pressure signals sensed by the two microphones �the center
microphone and one of the microphones along the axis of the
coordinate system�, 	 is the density of the air, and �r is
the effective distance between the two sensing microphones.
� in the above equation denotes complex conjugate and can

be shown that P1�f�P2
��f�= �P2�f�P1

��f���. Now, the equations
for x, y, and z components of the intensity for the inner- and
outer-arrays can be written as

Ilx�f� =
Im�Po�f�Plx

� �f��
2	�rl


, �3�

Ily�f� =
Im�Po�f�Ply

� �f��
2	�rl


, �4�

Ilz�f� =
Im�Po�f�Plz

� �f��
2	�rl


, �5�

Ihx�f� =
Im�Po�f�Phx

� �f��
2	�rh


, �6�

Ihy�f� =
Im�Po�f�Phy

� �f��
2	�rh


, �7�

Ihz�f� =
Im�Po�f�Phz

� �f��
2	�rh


, �8�

where �rl and �rh are the effective microphone spacing be-
tween the two microphones in the outer- and inner-arrays,
respectively. Now, the low- and high-frequency components
of the intensity for each orthogonal axis are combined to
form the overall intensity components for frequencies from
200 Hz to 6.5 kHz. For the low-frequency components, the
frequency range is 200 Hz–1.0 kHz. For the high-frequency
components, the frequency range is 1.0–6.5 kHz. The fol-
lowing expression summarized overall intensity in all three
axes:

Ix,y,z�f��
Im�Po�f�Plx,ly,lz

� �f��
2	�rl


for f = 200 Hz to fl − df

Im�Po�f�Phx,hy,hz
� �f��

2	�rh

for f = fl + df to 6500 Hz

1

2
� Im�Po�f�Plx,ly,lz

� �f��
2	�rl


+
Im�Po�f�Phx,hy,hz

� �f��
2	�rh


� for fl − df � f � fl + df ,
� �9�

where Ix,y,z�f�, Ilx,ly,lz�f�, and Ihx,hy,hz�f� are the overall, low-
and high-frequency components, respectively, along the x, y,
and z axes of the coordinate system. fl is the high end of the
low-frequency range, while df is the length of frequency
band over which averaging is done to smooth out transition
between high-frequency and low-frequency components of
the intensity level. In the above, cross-correlations between
sound pressures of the two microphones �the center and
along an axis� were used to calculate the sound intensity.
Then the individual intensity vector components along the
three axes were combined to form the total intensity. The
total sound intensity at the probe center can be calculated
from the surrounding microphone pressures using Eq. �2�.

V. PROBE PERFORMANCE IN THE INTENSITY
MEASUREMENTS

In this section, the overall probe intensity as a function
of frequency is calculated and compared with each of the two
arrays of the two-concentric array probe. The intensity from
the origin microphone was calculated using the mean-
squared pressure and was used as the reference intensity. The
measurements were done in the anechoic chamber using a
loudspeaker as the source. A broadband �200 Hz–7.0 kHz�
noise signal was used as the excitation source. In Fig. 7, the

inner-array, the outer-array, and the overall probe intensity
were compared with the intensity measured from the origin
�reference� microphone. The maximum deviation from the
reference microphone intensity was �1.5 dB over the fre-
quency range 200 Hz–6.5 kHz. The overall probe intensity
was calculated by combining the low-frequency components
�200 Hz–1.0 kHz� of the outer-array, and the high-frequency
components �1.0–6.5 kHz� of the inner-array. The �1 dB
random oscillations resulted from diffraction around the
loudspeaker enclosure.

The seven-microphone intensity probe developed in this
paper was compared with one type of four-microphone
configuration,6 and two types of six-microphone
configurations.2 Cazzolato and Hansen8 showed that for the
plane wave conditions, the four-microphone configuration
intensity probe works better than the six-microphone con-
figurations in terms of bias errors arising from the finite-
difference approximation error, the phase mismatch error,
and the spatial error. In terms of intensity measurements, our
probe outperformed the four-microphone probe developed by
Suzuki et al.6,13 in the frequency band of 200 Hz–6.5 kHz.
Even though Suzuki et al. might have anticipated the rela-
tionship between the microphone spacing and the perfor-
mance in different frequency bands, the upper limit of the
probe developed in their paper6 is limited to only 4 kHz.
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Also, Suzuki et al.’s6 paper briefly discussed the topic of
adverse effects due to diffraction and reflection without a
specific measurement technique and a concrete analysis.

Also, the plane wave approximation of the spherical waves
just 1 m from the source in the anechoic chamber is ques-
tionable considering disturbances due to strong near-field ef-
fects at the probe. In this paper, measurements were made 2
m from the source in the anechoic chamber to minimize any
potential near-field effect.

A. Directivity patterns of the probe

To understand the directional characteristic of the probe,
the intensity levels were calculated at each plane. Three dif-
ferent �500 Hz, 2 kHz, and 4 kHz� single tone sine waves
were used as the excitation signal for these measurements.
To measure intensity in the X-Y plane, the z-axis of the probe
was first aligned along the center of the sound source �loud-
speaker�. Then the probe was rotated around the z-axis 360°
to cover the entire plane. Measurements in the other two
planes were made similarly. Polar plots of the directivity
patterns are shown in Figs. 8–10. Difference in the intensity
level among different frequencies was �3 dB. The arrow in
Figs. 8–10 indicates the source direction. Variation in the

1000 2000 3000 4000 5000 6000
50

55

60

65

70

75

80

85

90

95

100

105

Frequency (Hz)

To
ta

lI
nt

en
si

ty
(d

B)

Inner array
Origin

1000200 6000
50

55

60

65

70

75

80

85

90

95

100

105

Frequency (Hz)

To
ta

lI
nt

en
si

ty
(d

B)

Overall Probe
Origin

a)

b)

c)

200 400 600 800 1,000
50

55

60

65

70

75

80

85

90

95

100

105

Frequency (Hz)

To
ta

lI
nt

en
si

ty
(d

B)

Outer Array
Origin

b)

FIG. 7. Total intensity plots of the loudspeaker from the origin microphone
and from the �a� inner-array, �b� outer-array, and �c� overall probe �unit: dB
re 20 �Pa�.
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FIG. 8. Directivity patterns of the overall probe intensity �decibel� along the
reference X-Y plane.
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FIG. 9. Directivity patterns of the overall probe intensity �decibel� along the
reference Y-Z plane.
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FIG. 10. Directivity patterns of the overall probe intensity �decibel� along
the reference Z-X plane.
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intensity measurements when the probe was facing opposite
the sound was about �1.5 dB compared to the probe facing
the sound source directly.

This variation can be attributed to the diffraction effect
around the microphones, and the supporting structures.

VI. CONCLUSIONS

The main motivation of this paper was to develop an
acoustical probe system to measure intensity vectors in a 3D
space. This probe addresses limitations of the two-
microphone system in measuring the intensity in a 3D space
from the one dimensional measurements. The probe elimi-
nates the need of an extra piece of equipment �rotating de-
vice� unlike a two-microphone system. The two-concentric
array in the probe has advantage in the intensity measure-
ments in a wide frequency range �200 Hz–6.5 kHz� com-
pared to a somewhat similar four-microphone configuration
and two types of six-microphone configuration 3D intensity
probes. This probe increases the measurement bandwidth in
comparison with the other 3D acoustic probes by combining
the two different arrays in the same system. This newly de-
veloped probe does not need any spacing adjustment during
measurements. Diffraction and reflection effects on the mi-
crophone calibration and on subsequent measurements were
analyzed in the anechoic room environment. Directivity pat-
terns of the probe confirm overall uniformity in 3D measure-
ments with a reasonable tolerance. Since the pressure and
particle velocity can be measured using this probe, other
acoustical quantities such as the total energy density, imped-
ance, and sound power can also be determined using similar
measurements. Source localization in an office or in an en-
closed environment is one of the applications where this
probe can be used, considering its nearly uniform directivity
patterns in a 3D space.
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APPENDIX: PLANE WAVE JUSTIFICATION OF THE
SPHERICAL WAVES

If the center of the probe and the center of the sound
source are both in the same axis, and the distance from the
center microphone to any of the surrounding microphones is
small, then the arc of the spherical wave between the center
and a surrounding microphone can be considered close to a
straight line. The straight line approximation is illustrated in
Fig. 11. In the schematic �Fig. 11�, r is the distance from the
loudspeaker to the outer-array microphone, R is the distance
from the loudspeaker center to the center �origin� micro-
phone, d is the effective distance between the center of the
origin and one of the microphones in the array, and is per-
pendicular to the R, and �r is the distance from the center of
the surrounding microphone to the crossing point between
the arc and the hypotenuse. The r forms the hypotenuse of
the right triangle formed by d, R, and r. So, for a given R and
d, the r can be calculated as

r = 	d2 + R2, �A1�

�r = 	d2 + R2 − R . �A2�

Now, using the binomial expansion, �r can be approximated
as

�r 

d2

2R
. �A3�

Now, knowing R, given d, the effect of the plane wave as-
sumption on the amplitude deviation can be calculated as

E�p� 

1

1 +
d2

2R2

, �A4�

�E�p��dB 
 − 20 log10�1 +
d2

2R2� . �A5�

Similarly, the phase deviation �in degree� due to the plane
wave approximation can be calculated as

E�p 

�r


� 2� , �A6�

where  is the signal wavelength. Now, for the measure-
ments in the anechoic chamber, the distance between the
source and the center �origin� microphone R=2 m, and the
distance between the center and the surrounding microphone
d=70 mm for the outer- �low-frequency� array and 15 mm
for the inner- �high-frequency� array, respectively. Based on
these parameters, the amplitude deviations at the inner-array
microphones are calculated to be 0.0002 dB, and 0.005 dB
for the outer-array. Now the effect of the plane wave justifi-
cation on the phase deviation at 1 kHz is 1.2° at the outer-
array microphone, and at 6.5 kHz the phase deviation is
0.38°. These deviations are small and were neglected for
subsequent measurements.
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This paper studies head-related transfer function �HRTF� sampling and synthesis in a
three-dimensional auditory scene based on a general modal decomposition of the HRTF in all
frequency-range-angle domains. The main finding is that the HRTF decomposition with the derived
spatial basis function modes can be well approximated by a finite number, which is defined as the
spatial dimensionality of the HRTF. The dimensionality determines the minimum number of
parameters to represent the HRTF corresponding to all directions and also the required spatial
resolution in HRTF measurement. The general model is further developed to a continuous HRTF
representation, in which the normalized spatial modes can achieve HRTF near-field and far-field
representations in one formulation. The remaining HRTF spectral components are compactly
represented using a Fourier spherical Bessel series, where the aim is to generate the HRTF with
much higher spectral resolution in fewer parameters from typical measurements, which usually have
limited spectral resolution constrained by sampling conditions. A low-computation algorithm is
developed to obtain the model coefficients from the existing measurements. The HRTF synthesis
using the proposed model is validated by three sets of data: �i� synthetic HRTFs from the spherical
head model, �ii� the MIT KEMAR �Knowles Electronics Mannequin for Acoustics Research� data,
and �iii� 45-subject CIPIC HRTF measurements.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3336399�

PACS number�s�: 43.60.Ac, 43.60.Uv, 43.66.Pn �EJS� Pages: 2347–2357

I. INTRODUCTION

A. Motivation and background

People hear sound in three dimensions and the percep-
tion of the spatial aspects of sound has been essential to
people’s lives. Multiple cues are involved for the spatial
localization1 including the amplitude and the time arrival of
the sound at each ear and, most importantly, the spectrum of
the sound, which is modified by the interaction between the
sound wave and a person’s body �the torso, head, and exter-
nal pinna shape�. The head-related transfer function
�HRTF�,2 an acoustic transfer function from the sound source
to a listener’s eardrums, contains all the listening cues used
by the hearing mechanism for decoding spatial information
encoded in binaural signals. The HRTF changes with direc-
tion from which sound arrives to the listener, and any sound
source can be realistically located by filtering sound with the
HRTF corresponding to the desired location and presenting
the resulting binaural signals to the subject using two play-
back channels achieved typically by a pair of headphones.3

Nowadays, in practice, hundreds of measured HRTFs
from all directions surrounding a subject �person or dummy

head� are fully recorded and have always been directly ap-
plied to study the transformation characteristics of the exter-
nal ear and to synthesize virtual reality over headphones.2,4,5

Two major problems with the direct use of measured HRTFs
are that first it is impossible to simulate every conceivable
direction and create source movement �panning� smoothly
through the space given the HRTF measurements are discrete
by necessity, and second there is no standard HRTF spatial
sampling theory to make HRTF measurement practical for
commercial applications.

One common approach toward the goal to study the
HRTF is to model the HRTF or head-related impulse re-
sponse �HRIR� by a reduced number of parameters and to
make the processing more effective by operating in this para-
metric domain. In the case of discrete data and sets of mea-
surements corresponding to different human subjects, many
techniques have been proposed for HRTF modeling. The fil-
ter bank models3,6 could achieve accurate reconstruction of
the original HRTF measurements, but the expansion weights
in the model are coupled with both angle and frequency vari-
ables, which limits the usefulness of the model for HRTF
analysis. Statistical methods have been used to analyze the
HRTF in an effort to reduce the redundancy �correlation� of a
data set. One important study is principal component analy-
sis �PCA�.7,8 However, the facts are that this PCA represen-
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tation is not continuous and the basis vectors may change for
each individual. Both filter bank models and statistical mod-
els such as PCA only allow the synthesis of the measured
HRTF samples. Interpolation is still required9–11 between the
discrete measurement positions.

HRTFs have also been represented as a weighted sum of
spherical harmonics in three dimensions,12 and as a series of
multipoles based on the reciprocity principle.13 The spherical
harmonics, a complete orthogonal basis function on the two-
sphere, provide a natural continuous representation in the
angular domain. Therefore, it leads to a straightforward so-
lution to the problem of HRTF interpolation in elevation and
azimuth. In both models, the expansion weights are functions
of frequency; analyzing these components can provide a new
means to study the scattering behavior of the human body.

B. Contributions and organization

In the previous work,14 we studied horizontal plane
HRTF representation. Here we extended our work to three-
dimensional auditory scene. Three main contributions of this
paper are summarized below.

In Sec. II, we use the acoustic reciprocity principle and
modal expansion of the wave equation solution to develop a
general HRTF representation in all frequency-range-angle
domains. We show that the HRTF decomposition with the
derived spatial basis function modes can be truncated to a
finite number and still with relative high accuracy. This
means that the HRTF is essentially a mode-limited function;
a finite number of spatial modes �named the dimensionality�
can represent the HRTF corresponding to all directions. The
value of dimensionality also determines the required spatial
resolution in HRTF measurement.

In Sec. III, we further develop the general HRTF model
to a continuous representation. We apply normalized spatial
modes to achieve near-field and far-field HRTF representa-
tions in one formulation, which provides a way to obtain the
range dependence of the HRTF from measurements con-
ducted at only a single range. We study the radially invariant
HRTF spectral components and find that the HRTF spectrum
has an underlying pattern similar to the spherical Bessel
functions. We use an orthogonal property of the Bessel func-
tions to form frequency basis functions, Fourier spherical
Bessel �FSB� series, to model the HRTF spectral compo-
nents. Besides achieving much higher spectral resolution,
this series representation can has far few parameters com-
pared to the measurements for a more efficient HRTF repre-
sentation.

The practical model implementation issues are discussed
in Sec. IV. A low-computation algorithm is proposed to cal-
culate the model coefficients from discrete measurements.
The proposed method separates the HRTF azimuth and el-
evation sampling effects, from which we have the following
observations: �i� The HRTF measurements that are coarsely
sampled in elevation can still be reconstructed with reason-
able accuracy and �ii� as for the azimuth, we need finer azi-
muthal sampling on the elevations closer to the equator but
less azimuthal sampling points closer to the pole.

Section V validates the developed HRTF sampling

theory and the proposed HRTF continuous representation by
decomposing the experimentally measured15,16 �or analyti-
cally simulated17� HRTFs on a single sphere and synthesiz-
ing HRTFs at any frequency for an arbitrary spatial location
to check both reconstruction and interpolation performances.

II. MODAL ANALYSIS OF HRTF

HRTFs are usually obtained by emitting a signal from a
loudspeaker at different positions in space and recording it at
a microphone in the listener’s ear. At the physical level, the
HRTF is characterized by the classical wave equation subject
to boundary conditions. The general solution to the wave
equation can be obtained by separation of variables �fre-
quency, range, azimuth, and elevation angles�. Thus, in prin-
ciple, we can use the wave equation solution to expand the
HRTF with separable basis functions.

A. Theoretical development

When sound propagates from the source to the listener,
the received sound at the listener’s ear is transformed by the
structure and shape of the listener’s body. We seek a repre-
sentation of the sound pressure at the listener’s ear �left or
right�, where two sources should be taken into account: one
is the original acoustic source from the speaker and the other
is the secondary source due to the scattering of human body.
It is a complicated problem to apply the wave equation in
this configuration because the receiver, the listener’s ear, is
within the scatterer region of human body. The principle of
reciprocity18 can be used to remove this difficulty and to
develop a general representation of the HRTF.13

To apply the principle of reciprocity to the HRTF analy-
sis, we assume that the original acoustic source is located at
the listener’s ear and microphones are some distance away
�Fig. 1�. Here, we consider all the scattering sources of hu-
man body as the secondary level sources with the original
sources at the listener’s ear together constituting the source
field. From Huygens’ principle,19 the sum of the waves from
all the sources �including both original and secondary
sources� to any point beyond the scatterers �the human body�
can be calculated by integration or numerical modeling. To
exactly model the effect of the source field, we develop an
equivalent source field on a sphere of radius s with origin at
the head center, as shown in Fig. 1, where the sphere should

FIG. 1. �Color online� Geometry of HRTF measurement based on the reci-
procity principle.
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be large enough to enclose all the sources. Note that the
reason we choose the sphere to include all the sources is
because we can use a specific set of orthogonal series,
spherical harmonics, to represent the source field; for ex-
ample, we write the equivalent source field as a function of
angular position and wavenumber; i.e.,

��x̂s,k� = �
n=0

�

�
m=−n

n

�n
m�k�Yn

m�x̂s� , �1�

where x̂s is a unit vector �or a set of 2D angles, elevation and
azimuth ��s ,�s�� pointing into the equivalent source direc-
tion and xs�s · x̂s defines the equivalent source position. The
wavenumber is defined as k=2�f /c, where f is frequency
and c is the speed of sound propagation. Yn

m�x̂s� are the
spherical harmonics characterized by two indices, degree n
and order m,

Yn
m�x̂s� �	2n + 1

4�

�n − 
m
�!
�n + 
m
�!

Pn

m
�cos �s�eim�s. �2�

�n
m�k� are the spherical harmonic coefficients of the equiva-

lent source field at wavenumber k and obtained from

�n
m�k� = �

S2
��x̂s,k�Yn

m�x̂s�d��x̂s� �3�

on the two-sphere S2, where � · � stands for the complex con-
jugate and �S2 d��x̂s�=�0

2��0
�sin �sd�sd�s. We can see that

the �n
m�k� carry information about the original source and

also the human body scattering behavior. Then the received
signal at y�r · ŷ �the HRTF corresponding to that position�
can be written in terms of the equivalent source field as

Ĥ�y,k� = �
S2

��x̂s,k�
eikxs−y

4�xs − y
d��x̂s�, r � s , �4�

where r is the distance between the head center �origin or
source center� and the receiver position and ŷ is the direction
of the receiver. The integral is over the sphere to account for
all sources. Using the Jacobi–Anger expansion,19 we have

eikxs−y

4�xs − y
= ik�

n=0

�

�
m=−n

n

jn�ks�hn
�1��kr�Yn

m�x̂s�Yn
m�ŷ�, r � s ,

�5�

where jn� · � is the spherical Bessel function and hn
�1�� · � is the

spherical Hankel function of the first kind. By substituting
Eq. �5� into Eq. �4�, we can expand the HRTF at position y as

Ĥ�r, ŷ,k� = �
n=0

�

�
m=−n

n

�̂n
m�k�hn

�1��kr�Yn
m�ŷ� , �6�

where

�̂n
m�k� = 4�ik�n

m�k�jn�ks� . �7�

In Eq. �6�, the HRTF dependence on each variable �fre-
quency, range, and 2D angle� is represented by separable
basis functions. The spatial modes, i.e.,

hn
�1��kr�Yn

m�ŷ� , �8�

account for the HRTF spatial variations and �̂n
m�k� are the

modal decomposed HRTF spectral components.

B. Dimensionality of HRTF as a mode-limited function

In this section, we show that the HRTF decomposition in
Eq. �6� can be well approximated by choosing a sufficiently
large truncation order N, viz.,

Ĥ�r, ŷ,k� � �
n=0

N

�
m=−n

n

�̂n
m�k�hn

�1��kr�Yn
m�ŷ� , �9�

which indicates that the HRTF is essentially a mode-limited
function.20 The required number �N+1�2 of spatial modes �8�
to represent the HRTF spatial variations should be deter-
mined by a typical size of human head/torso and by bounds
on the spherical Bessel function jn�ks�, which decides the

upper limit of �̂n
m�k� in Eq. �6� �because first, both the source

field coefficients �n
m�k� and the spherical harmonics Yn

m� · �
are bounded functions; second, the spherical Hankel function
hn

�1��kr� has a weaker impact than the same order of the
spherical Bessel function jn�ks� �Ref. 21��. We define this
number of spatial modes as the spatial dimensionality of the
HRTF.

Figure 2 illustrates typical dependence of the spherical
Bessel function on the degree n for various values of ks. It is
clearly seen that there are two distinct regions separated by
value22,23

N = �eks/2� . �10�

For n	 �eks /2�, the spherical Bessel functions oscillate and
there is no decay in the amplitude for growing n. However,
when n
 �eks /2�, the functions monotonically decay to zero
with growing n, and the decay is very fast. Therefore, we
only need to include all spatial modes lower than the order of
N= �eks /2� for HRTF spatial representation. This yields the
spatial dimensionality of the HRTF, or the required number

of weights ��̂n
m�k�� that can represent HRTFs corresponding

to all directions; i.e.,
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FIG. 2. �Color online� Dependence of the spherical Bessel function jn�ks� vs
degree n at different ks shown on the vertically shifted curves.
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DIM�H� = �N + 1�2 = ��eks/2� + 1�2. �11�

In order to obtain the required number of weights, Eq. �11�
also defines the least number of the HRTF samples in the
space. The dimensionality depends on the wavenumber k and
the radius of the equivalent source field s, and we have the
following comments.

�1� The dimensionality increases with wavenumber/
frequency. This is because for a fixed size region of
sphere, the low frequency HRTF requires fewer spatial
modes since the waves are spatially varying more
slowly; for increasing frequency, we need more spatial
modes as the smaller wavelength indicates faster
changes in the space.

�2� The value of s relates to the typical size of human head/
torso. For example, for the spherical head, the value of s
is simply the radius of the head �0.09 m�. While for the
Knowles Electronics Mannequin for Acoustics Research
�KEMAR� or human subjects, we need to enlarge the
radius of the equivalent source field to include the main
torso effect, i.e., the shoulder reflection. However, the
torso only contributes to the HRTF at frequencies below
3 kHz. For frequencies above 3 kHz, it is the pinna effect
that allows the perception of elevation effects.24,25 So we
propose to set two separate values of the equivalent
source field radius for two ranges of frequency, that is,

s = �0.20 m for f � 3 kHz

0.09 m for f � 3 kHz.
� �12�

�3� Figure 3 plots the calculated truncation order N required
for HRTF representation �9� as a function of frequency
�note that an interpolation function on the truncation or-
der derived from the two equivalent source field radii is
applied; the value of N in the frequency range of �3, 6�
kHz is decided by the maximum value at f =3 kHz after
which the source field radius reduces to 0.09 m�. In the
case for a given frequency range, such as the audible
frequency range �200 Hz—20 kHz�, the maximum num-
ber of the discrete frequency points included in the fre-
quency range determines the least number of measure-

ments. For example, 20 kHz bandwidth has the highest
truncation order N=46 and requires at least 2209 HRTF
measurements in the space.

III. HRTF CONTINUOUS REPRESENTATION

In this section, we further develop general representation
�9� into a continuous HRTF model, which can �i� link near-
field and far-field HRTFs directly, and �ii� parametrize the
spectral components by a set of basis functions.

A. Normalized modes for HRTF spatial representation

The spatial modes in Eq. �6� cannot directly represent
far-field HRTFs because the radial term tends to zero, viz.,

hn
�1��kr� � �− i��n+1�e

ikr

kr
→ 0 as r → � . �13�

It is desirable to normalize the spherical Hankel function;
i.e.,

Rn�kr� � i�n+1�kre−ikrhn
�1��kr� , �14�

so that we can achieve both near-field HRTF and far-field
HRTF representations in one formulation. As demonstrated
later in this section, we will show that this definition is con-
sistent with the analytical spherical HRTF model.

Referring to Eq. �9�, the modified HRTF representation
with the normalization is then

H�r, ŷ,k� = �
n=0

N

�
m=−n

n

�n
m�k�Rn�kr�Yn

m�ŷ� , �15�

noting that limr→� Rn�kr�=1, ∀n, when r→�, we have
the normalized far-field representation

H�ŷ,k� = �
n=0

N

�
m=−n

n

�n
m�k�Yn

m�ŷ� . �16�

Equations �15� and �16� show that the HRTF spectral com-
ponents �n

m�k� are radially invariant and can be obtained
from the spherical harmonic transform of the measurements
at a single radius; i.e.,

�n
m�k� = �

1

Rn�kr��S2
H�r, ŷ,k�Yn

m�ŷ�d��ŷ� near-field

�
S2

H�ŷ,k�Yn
m�ŷ�d��ŷ� far-field, �

�17�

and later used for HRTF reconstruction at any spatial point.
In addition, from Eq. �7�, we have

�n
m�k� =

�̂n
m�k�

i�n+1�kre−ikr =
4��n

m�k�jn�ks�
inre−ikr . �18�

Example of spherical head model. We use the spherical
head model17 as an example to solve the HRTF spectral com-
ponents, in which the HRTFs are represented as
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FIG. 3. Calculated the required truncation order N for the HRTF represen-
tation as a function of frequency.
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�H�r,,k� =
− r

ka2e−ikr�
n=0

�

�2n + 1�Pn�cos �
hn

�1��kr�
hn�

�1��ka�
, r � a ,

�19�

where a is the spherical head radius,  is the angle of inci-
dence �the angle between the ray from the center of the
sphere to the source, ŷ, and the ray to the measurement point

on the surface of the sphere, �̂ear�, Pn� · � is the Legendre
function of degree n, and hn

�1�� · � and hn
��1�� · � are the spherical

Hankel function of the first kind and its derivative. Applying
the addition theorem,19 we have

Pn�cos � =
4�

2n + 1 �
m=−n

n

Yn
m�ŷ�Yn

m��̂ear� . �20�

Then we can expand the spherical head model HRTF with
the normalized modes, where the spectral components are

�n
m�k� =

4�Yn
m��̂ear�
in � jn�ka� − jn��ka�

hn
�1��ka�

hn�
�1��ka�

� . �21�

B. Fourier spherical Bessel series for HRTF spectral
representation

The goal of seeking an efficient continuous HRTF spec-
tral representation is to determine the spectrum of the HRTF
with higher spectral resolution and fewer parameters from a
finite number of measurements, which usually have limited
spectral resolution constrained by the sampling rate and
number of samples �or the record time�.

The �n
m�k� exhibit an underlying pattern similar to the

spherical Bessel functions �implicitly shown in Eq. �18��.26

An example is the spectral components of the spherical head
HRTF, Eq. �21�, in which the first component represents the
incident wavefield and the second term is the scattered field.
Both terms show the similar structures to the spherical
Bessel functions, so we can observe the strong correlation
between the HRTF spectral components and spherical Bessel
functions in Fig. 4.

Figure 5 shows the energy spread of the HRTF spectrum
over the spatial modes �n ,m� and wavenumber k, which has
a significant triangular null region and has been described as
the butterfly shape of the HRTF spectrum14,27 for the hori-
zontal plane HRTF. The explanation for this special shape of
the spectrum is because the HRTF dimensionality increases
linearly with frequency, as shown in Sec. II B. At low fre-
quencies, only low order spatial modes are signification and
the high spatial modes have very small contributions; at
higher frequencies, the higher order spatial modes become
significant. Therefore, most of �n

m�k� energy is present in a
triangular shaped region and, outside this region, the energy
is greatly reduced.

In Fig. 4, the resemblance between the patterns of �n
m�k�

and the spherical Bessel functions of the same degree indi-
cates that the HRTF spectrum can be compactly represented
by the spherical Bessel functions. Here, we apply the FSB
series for the representation of the HRTF spectral compo-
nents. The FSB series28 �derived from the Fourier Bessel

series used for the horizontal plane HRTF spectral
representation14� are orthogonal basis functions on the inter-
val �0,1� as follows:

�
0

1

x2jn�xZ�
�n��jn�xZh

�n��dx =
1

2
��,h�jn+1�Z�

�n���2, �22�

where Z�
�n� and Zh

�n� are the positive roots of the jn� · �, and ��,h

is the Dirac delta function. The derived HRTF spectral com-
ponent representation is

�n
m�k� = �

�=1

�

An;�
m jn� Z�

�n�

kmax
k� , �23�

where from Eq. �22�

An;�
m =

2

kmax
3 jn+1

2 �Z�
�n��
�

0

kmax

k2�n
m�k�jn� Z�

�n�

kmax
k�dk . �24�

kmax is the maximum wavenumber of a HRTF data set being
modeled. In Eq. �23�, the HRTF spectral components are
decomposed as a linear combination of FSB series. Given
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FIG. 4. Examples to demonstrate the structural similarities between the
HRTF spectral components �n

m�k� and the spherical Bessel functions of the
first kind. Top plots and middle plots are the real and imaginary parts of
�n

m�k� with �a� n=0,m=0 and �b� n=12,m=0; and the bottom plots are the
spherical Bessel functions jn� · � at the corresponding degrees n=0 and n
=12 against arguments from 0 to 30.

FIG. 5. �Color online� Magnitude of the HRTF spectral components over
spatial modes and wavenumber for the spherical head case. The spatial
mode of degree n and order m corresponds to number of n2+n+m+1 on
x-axis.

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Zhang et al.: Dimensionality of head-related transfer function 2351



the FSB series expansion is convergent, Eq. �23� can be trun-
cated as

�n
m�k� � �

�=1

L

An;�
m jn� Z�

�n�

kmax
k� , �25�

where by choosing L sufficiently large the contribution of the
neglected higher order FSB terms can be made sufficiently
small. Section IV gives a practical way to determine L.

Besides compact representation, the continuous FSB se-
ries can achieve HRTF spectral reconstruction at any fre-
quency value �not necessity of measured frequencies� and
therefore provide a way for generating HRTFs at higher
spectral resolutions than the measurements.

C. Proposed continuous HRTF model

In summary, the above development leads to the HRTF
functional model written as

H�r, ŷ,k� = �
n=0

N

�
m=−n

n

�
�=1

L

An;�
m jn� Z�

�n�

kmax
k�Rn�kr�Yn

m�ŷ� , �26�

which can transform any HRTF data set to a set of coeffi-
cients �An;�

m � of cardinality �N+1�2�L. This HRTF represen-
tation exhibits three significant advantages.

• First, the representation has well studied closed form or-
thogonal basis functions, which can make the HRTF ap-
proximation easily implemented and model parameters
An;�

m simply computed using Eqs. �17� and �24�. A low-
computation algorithm is developed in Sec. IV given finite
discrete measured HRTFs.

• Second, using continuous basis functions, the proposed
model is powerful for the computation of the HRTF at any
frequency point for an arbitrary direction from a given set
of measurements at a fixed radius.

• Third, the basis functions are independent of the data. As
the basis is same for all subjects, the model coefficients
An;�

m carry all information about the individuality. Thus, the
model has capability to represent the individualized HRTF
by assigning a subject specific set of parameters to the
model.

IV. IMPLEMENTATION ANALYSIS

In this section, we investigate the modal decomposition
of the discrete measured HRTFs using the proposed func-
tional model �26�. A practical method to solve integral equa-
tions �17� and �24� given the typical HRTF measurement
setup is introduced in the following.

A. Typical HRTF measurement setup

Typically HRTFs are measured from humans or manne-
quins for both left and right ears at a fixed radius from the
head center. Thus, the source location is specified by a 2D
angle, elevation �, and azimuth � �denoted as a unit vector ŷ
in our previous analysis�. The elevation angle � from top to
bottom is defined as changing from 0° to 180°; and the azi-
muth � is counterclockwise rotating from 0° to 360°, where
0° and 180° are the direct front and back directions and 90°

and 270° are defined as the left and right sides �note that this
definition is in accordance with the right hand coordinate
system and may be different from others�.

It is commonly believed that the HRTF should be
sampled uniformly on the sphere; however, arranging points
evenly on the sphere is a complicated mathematical problem.
Two most used strategies for HRTF measurement are equi-
distance in the azimuth arc15 and equiangular.16 In the former
one, the sampling points are distributed equally in the azi-
muth arc at all elevations, resulting in a decline of azimuth
resolution toward the pole of the sphere. While the latter one
applies the equal angular interval along both elevation and
azimuth and samples the sphere with very high spatial reso-
lution. These two sampling arrangements are compared in
Sec. V using the proposed modal decomposition method,
which helps us to thoroughly investigate the azimuth and the
elevation sampling effects.

B. Practical modal decomposition method

The proposed modal decomposition method is a two-
step procedure corresponding to approximating the two inte-
gral equations �17� and �24� given the discrete measured
HRTFs.

1. Estimating HRTF spectral components

The HRTF spectral components are obtained from the
spherical harmonic transform of the measurements on a
single sphere, as shown in Eq. �17�. We rewrite the spherical
harmonic transform in elevation and azimuth, given ŷ
= �� ,��, as

�n
m�k� = �

−�

� �
0

�

H��,�,k�Yn
m��,�� sin �d�d� . �27�

Note here we only consider extracting �n
m�k� from far-field

HRTFs; same procedure can be applied to near-field mea-
surements with an additional step of dividing the normalized
spherical Hankel function.

Let H��q ,�v ,k� be the HRTFs measured at several el-
evations �q , q=1, . . . ,Q, and several different/same azi-
muths �v , v=1, . . . ,Vq, at each elevation. We write the far-
field measured HRTF decomposition with spherical
harmonics �16� as

H��q,�v,k� = �
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where the spherical harmonics Yn
m� · � are defined in terms of

the associated Legendre function Pn

m
� · � and the exponential

function, as shown in Eq. �2�. We use Eq. �2� to express Eq.
�28� in terms of the normalized Legendre function Pn


m
� · �
and the normalized exponential function Em� · � as

H��q,�v,k� = �
n=0

N

�
m=−n

n

�n
m�k�Pn


m
�cos �q�Em��v� , �29�

where Em��v�� �1 /	2��eim�v and

Pn

m
�cos �q� �	2n + 1

2

�n − 
m
�!
�n + 
m
�!

Pn

m
�cos �q� . �30�

2352 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Zhang et al.: Dimensionality of head-related transfer function



Azimuth harmonics. At each elevation with the use of
the orthogonality of the exponential functions over circle, we
get an azimuth harmonics

am��q,k� = �
n=
m


N

�n
m�k�Pn


m
�cos �q�; �31�

while given Vq azimuth samplings at each elevation �q, we
have

am��q,k� � ��v�
v=1

Vq

H��q,�v,k�E−m��v� ,


m
 � ��Vq − 1�/2� , �32�

where ��v is the azimuth sampling interval in radians. The
azimuthal HRTFs of Vq samples contain at most Vq expan-
sion components, which means we can estimate am��q ,k� for

m
� ��Vq−1� /2�. However, if the sampling is non-uniform,
we should emphasize that approximation �32� is determined
by the maximum sampling interval; only the coefficients of

m
� ��2� /��v

max−1� /2� can be accurately solved.
Least-squares fitting. By writing Eq. �31� for a specific

order of m for all measured elevations, we can now form a
system of simultaneous equations given by

Pmbm = am, m = − N, . . . ,N , �33�

where the matrix Pm and the vector bm are in the following
forms:

Pm = �P
m


m
�cos �1� ¯ PN
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bm = ��
m

m �k�,�
m
+1

m �k�, . . . ,�N
m�k��T, �35�

and

am = �am��1,k�,am��2,k�, . . . ,am��Q,k��T. �36�

The HRTF spectral components �n
m�k� can be calculated by

solving these linear equations described by Eq. �33� for each
order m. Since there will be noise in the HRTF measurement,
it is necessary to solve Eq. �33� in the least-squares sense by
minimizing the mean squared error Pmbm−am2. Another
issue in the HRTF measurement is that no samplings are
made for lower elevations �i.e., �
140°� because of the
strong distortions from the ground and measurement appara-
tus. To avoid the enlargement of the unmeasured HRTFs, we
need to regularize the solution �the power in the bm2 may
be included as a constraint�. The minimum norm least-
squares solution is denoted by

bm
+ = Pm

+ am, �37�

where Pm
+ is the general inverse of Pm.29 Given the size of Pm

is Q� �N− 
m
+1�, there are two cases of interest and the
Tikhonov regularized solutions are given explicitly by

Pm
+ = �Pm

T Pm + �I�−1Pm
T , Q 
 �N − 
m
 + 1� , �38�

Pm
+ = Pm

T �PmPm
T + �I�−1, Q 	 �N − 
m
 + 1� , �39�

where � is the regularization control parameter and I is the
identity matrix. A systematic approach to evaluate � for a
meaningful result is given in the work.30 In our experiment,
we set a small value of �=10−5, which was seen to achieve
reasonable reconstruction and interpolation quality.

Insights into spatial sampling. The main contribution of
this low-computation algorithm is based on factorization of
the spherical harmonics, which helps to separate the azimuth
and the elevation sampling effects. We have the following
comments regarding on the HRTF spatial sampling.

�1� In theory, it is necessary to set Eq. �33� as an overdeter-
mined system; i.e., the number of elevation samples
should be greater than �N+1�, so that the least-squares
solutions are valid. However, with the use of the regu-
larization technique, we can loosen this condition. Our
experiment results show the HRTF measurements that
are coarsely sampled in elevation �given the total num-
ber of samples greater than the dimensionality� can still
be reconstructed with reasonable accuracy.

�2� For smaller elevations �� toward the pole�, the associated
Legendre functions Pn


m
�cos �� have values close to zero
for higher m; i.e., Pn


m
�cos 0�=0, for m�0.31 This means
as elevation increases from the pole toward the equator,
higher order m of coefficients begin to appear. Thus, in
principle, we need less dense azimuth sampling closer to
the pole and more azimuth sampling points on the eleva-
tions closer to the equator. This shows that the sampling
of equidistance in the azimuth arc is appropriate for the
HRTF measurement, which we will further corroborate
using the real data validation.

2. Calculating model coefficients

From the estimated HRTF spectral components �n
m�k�,

the model coefficient An;�
m is obtained by using the left Rie-

mann sum to approximate integral �24�. The most important
issue is to determine the truncation order L. We define the
relative power of the �th order FSB series term against the
total power as

�� =

An;�

m 
2

�
�=1

�
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m 
2

, � = 1,2, . . . . �40�

In Eq. �40�, the denominator is an infinite sum over model
coefficients. Since only HRTFs at discrete frequencies are
obtained by measurements, we evaluate the contribution of
the FSB series over the maximum order Lf �the number of
HRTF frequency samples�; and the relative power ratio is
defined as

� =

�
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. �41�
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Then for each HRTF spectral component �n
m�k�, calculate �

for L=1,2 , . . . ,Lf and when � reaches a power threshold
�such as 0.9�, L is chosen as the truncation order above
which the contribution of higher order FSB series is negli-
gible.

V. SIMULATION RESULTS

A. HRTF database

Three sets of HRTF database are used.

�1� Analytically simulated HRTF from the spherical head
model.17 The HRTF for an ideal rigid sphere is defined as
the pressure on the sphere at the defined ear position
divided by the pressure that would exist at the sphere
center in the absence of the sphere. The synthetic data
are without noise influence and provide reliable refer-
ence to check the proposed sampling theory and the con-
tinuous model performance.

�2� The HRTF database for KEMAR from the MIT media
laboratory.15 KEMAR is designed according to the mean
anatomical size of the population; thus results from
KEMAR HRTF represent the mean performance. The
measurements are the head-related impulse responses in
the time domain at 44.1 kHz sampling rate and each
response is 512 samples long, from which a 512-tap
HRTF can be obtained by the discrete-time Fourier trans-
form. The speakers were at a distance of 1.4 m away
from the head center. The HRIRs �or HRTFs� were
sampled in the equidistance in the azimuth arc, where
the measurements are available for elevation steps of 10°
ranging from 0° �north pole� to 130° �40° underneath the
horizontal plane� and for full azimuth cover but have a
decline of azimuthal resolution toward the pole, as
shown in Table I.

�3� HRTF database of human subjects from CIPIC interface
laboratory.16 The HRIR measurements performed at
CIPIC include 45 subjects. A 200 samples long pseudo-
random signal generated by the snapshot system �sam-
pling frequency is 44.1 kHz� is used as the test signal.
For each subject, the HRTFs are measured at 1250 points
on the sphere of 1 m away from the listener. The eleva-
tion varies uniformly from 0° to 135° in the step of
5.625°; and there are 50 azimuth samples at each ele-
vation but not uniformly sampled; i.e., �= �0:5 :45,
55,65,80,100,115,125,135:5 :225,235,245,260,280,

295,305,315:5 :355�°. The samplings are more dense
near the median plane but very coarse near the ear where
the azimuth varies in the step of 20°.

B. Results for dimensionality and analysis

Simulations are run on some audible frequency range for
each HRTF database, where the total number of spatial
samples determines the maximum frequency point that can
be reconstructed with high accuracy. The relative mean
square error �MSE� over all M angles �including both azi-
muth and elevation� at each frequency is used as the error
metric

��f� =

�
j=1

M


H�f , ŷ j� − H̃�f , ŷ j�
2

�
j=1

M


H�f , ŷ j�
2
, �42�

where H�f , ŷ j� and H̃�f , ŷ j� are the original and the recon-
structed HRTFs, respectively.

Figure 6 plots the synthetic HRTF reconstruction perfor-
mance for the whole audible frequency range up to 20 kHz.
The analytically simulated HRTFs are generated at 1.0 m
away from the head center on a sphere according to the equi-
distance in the azimuth arc sampling �2640 samples� and the
equiangular sampling �4371 samples�; both satisfy the re-
quired dimensionality �2209 samples� for reconstruction up
to 20 kHz. We can see that the maximum reconstruction error
is at the highest frequency. This shows that more than dimen-
sionality large number of measurements can fit the low fre-
quency data very well. Both equiangular and equidistance
samplings have very small reconstruction errors; but the
equiangular method needs much more samples and its big-
gest failure is that the sampling points near the pole are
dense, small, and can be very distorted when measurements
in this region are contaminated by noise.

We next investigate the dimensionality results of the
HRTF measurements on KEMAR mannequin and human
subjects. Figure 7 shows that both data set reconstruction

TABLE I. MIT KEMAR data measurement steps �angles in degrees�.

Elevation
���

Azimuth resolution
���

No. of azimuthal
measurements

70–110 5.00 72
60 and 120 6.00 60
50 and 130 6.43 56

40 8.00 45
30 10.00 36
20 15.00 24
10 30.00 12
0 ¯ 1
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FIG. 6. �Color online� Synthetic HRTF reconstruction error performance for
the audible frequency range of �0.2, 20� kHz.
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errors are larger than that of the theoretical model due to the
possibility of noise contamination at some measurements.
This is especially more likely to occur for human subjects
where the movement of the subject in the measurements can
lead to inconsistency in the measured response. Thus, we can
see that the reconstruction of KEMAR HRTFs is more accu-
rate than that of the human subject data. In addition, both
data sets have very similar error pattern.

As introduced in Sec. V A, the MIT KEMAR measure-
ments are equidistance sampled, which has 72 azimuth
samples on the horizontal plane and less azimuth samplings
for the elevations toward the pole. In total there are 710
spatial samples on the sphere, which means we can solve the
spatial mode decomposition up to N=25 corresponding to
the frequency about 12 kHz according to Eq. �11�. In Fig.
7�a�, the MIT data reconstruction shows a reasonable match
to the original data in the frequency range of �0.2, 12� kHz
with maximum error less than �40 dB.

The CIPIC data have finer elevation samplings but are
not uniformly sampled in azimuth. Even though the CIPIC
measurements are sampled at a much higher spatial reso-
lution �1250 samples on sphere�, it has even larger errors
�Fig. 7�b�� compared to MIT measurements. This is due to
the possible large measurement variations and the coarse azi-
muthal sampling �50 not uniformly azimuths at each eleva-
tion�. Very large azimuthal interval of 20° at both ear sides
determines that the model coefficients can only be solved
accurately for low order N. This is corroborated in Fig. 7�b�,
where the CIPIC data reconstruction errors are less than �17
dB for f �4 kHz and increase to large values for higher
frequencies.

In summary, the simulation results prove that the pro-
posed dimensionality �11� determines the required number of
spatial samples in the HRTF measurement. Only when the
number of measurements is larger than the required dimen-
sionality for a given frequency range �or a particular fre-
quency point�, reasonable reconstruction with high accuracy
can be achieved. As for the HRTF measurement, equidis-
tance in the azimuth arc is appropriate; with the use of the
regularization technique, the spatial sampling for elevations

can be coarse while the sampling along the azimuth should
be finer �especially for the measurements close to the equa-
tor�.

C. Continuous model performance

1. HRTF reconstruction results

Figure 8 shows how the relative power distribution of
each FSB series coefficient varies with the spatial modes. We
can clearly see that for all spatial modes, the relative contri-
bution of lower order FSB series is significant, which corre-
sponds to the smooth HRTF spectral variations. It also
proves that using the relative power ratio as the criterion to
choose the truncation order of the FSB series expansion is
appropriate. We suggest the truncation order of the FSB se-
ries expansion based on the power criterion of 0.9. Table II
summarizes the number of FSB series and the number of
spatial modes �i.e., the dimensionality results given in Sec.
V B� for the three sets of HRTF database representation for a
given frequency range. Note that we only validate the CIPIC
data at low frequencies here because its spectral components
are accurately solved up to 4 kHz, as stated in Sec. V B. It
can be seen that the number of FSB series for the HRTF
spectral representation increases with frequency; in addition,
the human subjects’ HRTF needs more basis functions to
emulate.
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FIG. 7. HRTF measurement reconstruction error performances. �a� MIT
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FIG. 8. �Color online� The relative power distribution of the FSB series
components for the HRTF spectral representation. �a� Analytically simulated
HRTFs from the spherical head model and �b� MIT KEMAR mannequin left
ear HRTFs. For all spatial modes, the relative contribution of lower order
FSB series is significant.

TABLE II. Summary of the number of spatial modes and the number of
FSB series for the three sets of HRTF database.

Given
frequency

range
�kHz�

No. of
spatial modes

No. of
FSB series

Average
MSE
�dB�

Synthetic HRTF �0.2, 20� 472=2209 85 �78.7
KEMAR HRTF �0.2, 12� 262=676 67 �28.6
Subject HRTF �0.2, 4� 162=256 16 �8.6
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Figure 9 plots the original and reconstructed HRTF mag-
nitude and phase for synthetic HRTF ��=90° ,�=80°� and
KEMAR left ear measurements ��=60° ,�=0°�. The recon-
struction errors for both data sets are shown in Table II. It is
clear that the reconstructed responses closely match the syn-
thetic and the KEMAR responses in both cases. We also use
CIPIC subject measurements to check the model perfor-
mance. The emulation error of subjects’ HRTF tends to be a
larger value �average MSE around �8.6 dB�, which demon-
strates that human subjects are harder to model than the
spherical head and the KEMAR mannequin.

2. HRTF interpolation and range extrapolation

We further investigate the HRTF interpolation and range
extrapolation performances using the proposed continuous
model. The MIT KEMAR data are measured at the sampling
frequency of 44.1 kHz with 512 samples for each measure-
ment. Figure 10 plots the polar response magnitudes for data

at 8 kHz, where the synthesized polar responses �generated at
much higher spatial resolutions of ��=5° and ��=5° at
each elevation� are smooth forms of the original data and the
match is reasonably accurate. In addition, the polar response
at not measured frequency �f =4.15 kHz� is interpolated by
applying the decomposed model coefficients to the continu-
ous HRTF model, as shown in Fig. 11. We can see that the
proposed continuous FSB series can achieve reasonable
HRTF spectrum interpolation.

In Fig. 12, the plots on the left are the magnitudes of the
analytical HRTFs at different ranges on the horizontal plane,
compared to the range extrapolation results from the pro-
posed model on the right. We observe that the reconstruction
is perfect with average approximation error around 0.52%
��45 dB�.

3. Discussion

We summarize the performance of the proposed continu-
ous model in the following three aspects. First, the proposed
continuous functional HRTF model provides accurate recon-
struction to the experimental measurements. The interpolated
results are also reasonable emulations. Second, as given in
Table II, each of the individualized HRTF data set is trans-
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FIG. 9. �Color online� Examples of analytical simulated and measured
HRTF reconstruction using the proposed continuous model. �a� Analytical
simulated HRTFs at elevation 90° and azimuth of 80° ��85.3 dB error� and
�b� left ear MIT KEMAR data at elevation 60° and azimuth of 0° ��41.5 dB
error�. Original: dotted line � · � and reconstruction: solid line �–�.
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formed to a set of coefficients. This coefficient set is much
smaller in size compared to the original HRTF database. For
example, for frequency range of �0.2, 12� kHz, original MIT
databases have 81 920 sample points �710 directions and 160
frequency samples for each position�; now the transformed
coefficient just has 45 292 entries �N=25, �=67�. The data
that need to be saved have been reduced by nearly 45%.
Compared to the statistical PCA model,8 which is truly the
optimal low-dimensional description for the HRTF data set,
the disadvantage of our model using more basis functions is
countered by the universality �data independent and mea-
surement grid independence of the basis� and the continuous
nature of the basis functions �eliminating the need for inter-
polation�. Third, the proposed model can be regarded as
noise discriminated as the basis functions we choose have
structural similarities to the HRTF being analyzed. Thus, the
unwanted components �noise or distortion� will not be rep-
resented with the same accuracy as the signal interested. For
example, the noise components of high spatial bandwidth
�n�N� are removed and the noise with frequency compo-
nents outside the triangular shaped region will be signifi-
cantly reduced.

VI. CONCLUSION

A general HRTF representation in all frequency-range-
angle domains was developed in this paper. The HRTF spa-
tial dimensionality is defined as the required number of spa-
tial modes to represent HRTFs corresponding to all
directions. A continuous functional model can represent the
HRTF in both spatial and spectral domains. The model is
powerful for the computation of the HRTF at any arbitrary
position in space and at any frequency point from a given set
of measurements at a fixed distance. A practical method was
developed to obtain the model coefficients. We observed
good HRTF spatial and spectral components’ reconstruction
and interpolation results from both analytical solutions and
measurement data. We also need to state that the current
approach is dealing with the representation of empirical mea-
surements at the technical level. Psychoacoustic validation
has to be performed in the future to confirm the error bounds
and the truncation orders given in the paper.
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Underwater acoustic orthogonal frequency division multiplexing �OFDM� enables simple frequency
domain equalization, but its performance is often limited by intercarrier interference �ICI� that is
induced by channel variation, in addition to the ambient noise. As the signal itself, the variance of
the ICI is frequency dependent as �i� the transmitter often has a nonideal transmit voltage response
�TVR� and �ii� underwater acoustic propagation introduces frequency dependent attenuation. In this
paper, a simple method to account for the frequency dependent spectrum of the ICI plus noise is
proposed. Specifically, the power spectrum of the ICI plus noise is approximated using a low-order
polynomial in the log domain, by fitting the measurements on the null subcarriers embedded in each
OFDM symbol. Prewhitening is then applied to each OFDM symbol before channel estimation and
data demodulation. The proposed method is tested using experimental data collected from the
SPACE08 and RACE08 experiments, where signals with and without transmitter precompensation
are compared side by side in the former. Impressive performance gains are found whenever the
signal is significantly colored. This is the case when either the TVR is not compensated or the
transmission distance and bandwidth are large.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3309452�
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I. INTRODUCTION

Underwater acoustic �UWA� channels are wideband in
nature due to the large bandwidth to carrier frequency ratio.
Frequency dependency is one unique feature that distin-
guishes wideband from narrowband channels. Specifically,
for underwater acoustic communication systems, the follow-
ing facts are well known.

• The acoustic transducer has a nonflat transmit voltage re-
sponse �TVR�, as perfect circuit matching to the amplifier
is difficult to achieve across the whole signal band.

• Signal attenuation depends on both the distance and the
frequency.1–3 In general, high frequency acoustic signals
are absorbed more than low frequency signals.

• The spectrum of the ambient noise is not white.1–3

While the effect of a nonideal TVR and the frequency
dependent attenuation on the signal can be subsumed into a
composite channel frequency response, operation in colored
noise has rarely been considered in practical receiver de-
signs.

Multicarrier modulation in the form of orthogonal fre-
quency division multiplexing �OFDM� has been extensively
investigated recently.4–15 One limiting factor for OFDM is
intercarrier interference �ICI� that is caused by Doppler ef-

fects. A resampling operation can significantly reduce the
level of ICI,7,16 but some ICI will be unavoidable, due to the
fact that different paths could have different Doppler scaling
factors.17,18 We, in this paper, consider a block-by-block
receiver,6,7 which treats the residual ICI on each subcarrier as
additive noise. As ICI originates from many neighboring
subcarriers, the common approximation as Gaussian noise is
often justified; the ICI power will depend on the average
signal power of the neighboring subcarriers. Considering this
together with the previously stated facts, we can expect that
the ICI power will vary significantly across the signal band-
width due to the colored signal spectrum.

We in this work aim to improve the system performance
by accounting for the frequency dependent spectrum of the
ICI plus noise. In a block-by-block receiver, the channel fre-
quency response is estimated by inserting known pilot sub-
carriers at even intervals between the data subcarriers, and
then the complete channel frequency response is attained by
interpolating across the observations.6,7 We propose to apply
a similar principle to estimate the ICI plus noise spectrum.

• The block-by-block design includes evenly spaced null
subcarriers in every OFDM symbol6,7 that can be used to
observe the ICI plus noise power.

• The ICI plus noise spectrum is estimated via interpolation
techniques; we choose to approximate the spectrum as a
low-order polynomial in logarithmic scale.

• The receiver prewhitens the current OFDM symbol before
channel estimation and data demodulation.

a�Author to whom correspondence should be addressed. Electronic mail:
crberger@ece.cmu.edu
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Note that the prewhitening is accomplished by simple
scalar multiplication, as we only have to scale each subcar-
rier to achieve unit noise power. Also note that commonly
used symbol demodulation schemes do not depend on the
noise power, so bit error performance without error correct-
ing coding will not be improved. The main achievement here
is a statistically more accurate description of the reliability of
the observations that is vital to any error correction algo-
rithm.

We test the proposed method using data recorded from
the SPACE08 experiment, which was conducted off the coast
of Martha’s Vineyard, MA, during October 2008 and the
RACE08 experiment, held at Narragansett Bay, RI, March
2008.

For the SPACE08 experiment, we conduct side-by-side
performance comparisons on two sets of signals, where one
signal set applies a digital filter to compensate the nonideal
TVR, and the other does not. We also consider various trans-
mission distances �at 60, 200, and 1000 m� to evaluate the
effect of frequency dependent attenuation. We have the fol-
lowing observations for the SPACE08 experiment.

• For a 10 kHz bandwidth, the nonideal TVR decreases
about 15 dB between the lower and higher bandwidth
edges in a roughly monotonic fashion. If a precompensa-
tion filter is applied, the output signal is approximately
white.

• At a carrier frequency of 13 kHz and 1000 m transmission
distance, we observe a frequency dependent attenuation
within the 10 kHz bandwidth of about 8 dB; at the shorter
distances, the frequency dependent attenuation is roughly
negligible.

• The observed noise plus ICI spectrum largely follows the
signal spectrum; this indicates that the receiver operates in
an ICI-limited scenario.

• Applying a first-order polynomial �a straight line� in loga-
rithmic scale to approximate the noise plus ICI spectrum,
significant performance improvements can be observed for
any uncompensated transmission and compensated trans-
mission at 1000 m distance.

On the contrary in the RACE08 experiment, only small
performance improvement can be achieved, even though no
TVR precompensation filter is available and we consider sig-
nificant transmission distances of 400 and 1000 m. We at-
tribute this to the following reasons: �i� the TVR varies by
less than 6 dB across the spectrum, �ii� the signal bandwidth
is only 5 kHz, and �iii� the level of ICI is lower due to the
more sheltered bay environment.

Overall we feel that our experimental findings closely
match our reasoning and that our suggested approach of
noise whitening will lead to significant performance im-
provement in case of a significantly nonflat TVR or fre-
quency dependent attenuation in conjunction with a Doppler
rich environment, for multicarrier transmission.

The rest of this paper is organized as follows. Section II
describes the system model and Sec. III presents the pro-
posed noise whitening method. Performance evaluation is
carried out in Secs. IV and V based on experimental data and
concluding remarks are collected in Sec. VI.

II. SYSTEM MODEL

When describing the system model, we highlight the fre-
quency dependency at the transmitter, the channel, and the
receiver.

A. Transmitter voltage response

We consider zero-padded �ZP� OFDM.4–7 Let T denote
the signal duration and Tg the zero padding interval, leading
to a total OFDM symbol duration of T�=T+Tg. The subcar-
riers are located at frequencies

fk = fc + k/T, k = − K/2, . . . ,K/2 − 1, �1�

where fc is the center frequency, and K is the total number of
subcarriers. The subcarrier spacing is 1 /T and the bandwidth
is B=K /T.

Define SA and SN as the nonoverlapping sets of active
and null subcarriers, respectively, that satisfy SA�SN=
�−K /2, . . . ,K /2−1�. Let s�k� denote the symbol to be trans-
mitted on the kth subcarrier. One OFDM symbol in passband
is

s̃�t� = 2 Re� �
k�SA

s�k�ej2�fktg�t�	, t � �0,T�� , �2�

where g�t� is the pulse shaping filter. In ZP-OFDM with
rectangular pulse shaping, we have

g�t� = �1, t � �0,T�
0 otherwise.

	 �3�

Other pulse shaping filters such as raised cosine filters can be
considered as well. The Fourier transform of s̃�t� is

S̃�f� = �
k�SA

s�k�G�f − fk� , �4�

for all positive frequencies f �0; we ignore the negative fre-
quency part in our presentation because for any real signal

S̃�−f�= S̃��f�. G�f� is the Fourier transform of g�t�. For g�t�
in Eq. �3�, we have

G�f� =
sin��fT�

�fT
e−j�fT. �5�

The hallmark of OFDM is that the pulse shaping filters are
orthogonal at the frequencies fk, i.e., if we evaluate the
waveform at frequency fm= fc+m /T, we retrieve symbol
s�m�,

S̃�fm� = �
k�SA

s�k�G
m − k

T
� = s�m� . �6�

Define V�f� as the transmitter voltage response �TVR�.
V�f� is not a constant due to imperfect circuit matching to the
transducer across the whole signal band. In practice, a pre-
compensation filter could be applied to render V�f� to be
close to a constant. Due to a nonideal TVR, the signal x�t�
emitted from the transmitter has a Fourier transform of
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X�f� = V�f�S̃�f� = V�f� �
k�SA

s�k�G�f − fk� . �7�

Therefore, frequency dependent attenuation occurs already
before the signal enters the water medium.

B. Frequency dependent propagation and noise

First, consider a static UWA channel. One can represent
the multipath channel in the time domain as

h��� = �
p=1

Np

Ap�p�� − �p� , �8�

and in the frequency domain as

H�f� = �
p=1

Np

Ape−j2�f�p�p�f� , �9�

where Np is the number of paths, Ap is the path amplitude for
the pth path, �p�f� is the frequency dependent attenuation
pattern for the pth path, and �p�t� is the inverse Fourier trans-
form of �p�f�. Detailed discussions and illustrations of �p�f�
and �p�t� can be found in the literature.2,3

Given this channel model, at the receiver we will ob-
serve the following waveform:

y�t� = x�t� � h��� + n�t� , �10�

where n�t� stands for the ambient noise, which may have a
colored spectrum. In frequency this is simply

Y�f� = H�f�X�f� + N�f� , �11�

which is why OFDM was specifically designed for such lin-
ear time-invariant �LTI� systems, as the orthogonality is not
impaired. Evaluating at a frequency fm, we get simply

Y�fm� = H�fm�V�fm�
composite channel

s�m� + N�fm� , �12�

where N�f� is the Fourier transform of n�t�.
Now consider a time-varying channel. Within each

OFDM symbol, we assume that Ap remains constant, and
that the delay on the pth path can be approximated by

�p�t� = �p − apt , �13�

where ap is the Doppler scale factor on the pth path.8 The
time-varying channel within one OFDM symbol can then be
described by

h��;t� = �
p=1

Np

Ap�p�� − �p�t�� �14�

with �p�t� defined in Eq. �13�.
Passing through the time-varying channel in Eq. �14�,

the received signal in the passband is

y�t� = x�t� � h��;t� + n�t�

= �
p=1

Np

Ap� x����p��1 + ap�t − � − �p�d� + n�t� . �15�

The Fourier transform of y�t� is

Y�f� = �
p=1

Np Ap

1 + ap
e−j2��f/�1+ap���p�p
 f

1 + ap
�X
 f

1 + ap
�

+ N�f� . �16�

C. Receiver intercarrier interference

For simplicity, assume that no resampling operation is
necessary. The receiver will shift the passband signal to base-
band, compensate the Doppler shift by multiplying e−j2��t to
the baseband signal, and then perform the FFT19 operation.6

The FFT output zm at the mth subcarrier is simply

zm = Y�fm + ��, m = − K/2, . . . ,K/2 − 1. �17�

Substituting Eqs. �16� and �7� into Eq. �17�, we obtain Eq.
�18�. Doppler shift compensation is motivated by simplifying
assumptions, including a single dominant Doppler effect ap

a, and no wideband effect afmafc. If these assumptions
were correct, a choice of �=afc would eliminate the ICI.
These assumptions are far from correct in UWA OFDM, but
using a simple grid search some choices of � have been
shown to still reduce the amount of ICI.6,7

Assume that �i� �p�f� is the same for all paths, i.e.,
�p�f�=��f�, �ii� V�f� and ��f� are smooth, and �iii� ap�1,
�� fm. We can then approximate zm in Eq. �18� by the ex-
pression in Eq. �19�.

zm = ��
p=1

Np Ap

1 + ap
e−j2���fm+��/�1+ap���p�p� fm + �

1 + ap
�V� fm + �

1 + ap
�G� � − apfm

1 + ap
�	s�m�

desired signal

+ ��
p=1

Np Ap

1 + ap
e−j2���fm+��/�1+ap���p�p� fm + �

1 + ap
�V� fm + �

1 + ap
� �

k�SA,k�m

G� fm − fk +
� − apfm

1 + ap
�s�k�	

inter-carrier-interference

+ N�fm + ��
additive noise

. �18�
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zm � ��fm�V�fm���
p=1

Np Ap

1 + ap
e−j2���fm+��/�1+ap���pG� � − apfm

1 + ap
	
s�m�

desired signal

+ ��fm�V�fm���
p=1

Np Ap

1 + ap
e−j2���fm+��/�1+ap���p �

k�SA,k�m

G� fm − fk +
� − apfm

1 + ap
	s�k�


inter-carrier-interference

+ N�fm + ��
additive noise

. �19�

Clearly, the signal power is frequency dependent, and so is
the ICI. In fact, the ICI spectrum follows a similar frequency
dependency pattern as the desired signal.

In short, the ICI plus noise at the FFT output is non-
white. A receiver that ignores this fact might incur consider-
able performance loss.

III. THE PROPOSED NOISE-WHITENING APPROACH

The receiver treats both the ICI term and the noise term
in Eq. �18� as the effective additive Gaussian noise.6,7 It op-
erates assuming a LTI channel model as in Eq. �12�:

zm = Hms�m� + vm, �20�

where Hm is the frequency response on the mth subcarrier of
the composite channel that includes the TVR and the fre-
quency dependent propagation effects, and vm incorporates
both the additive noise and the ICI. In previous work, vm was
assumed to be white.6,7

A fraction of the data symbols s�k�, k�SP�SA are pilot
symbols, which are used to estimate the channel’s frequency
response Hm. Once the channel estimate is available, one-tap
data demodulation is done per subcarrier.

Comparing Eq. �20� with Eq. �19�, we notice that the
receiver will simply include effects such as the nonideal
TVR or frequency dependent attenuation into the estimated
channel’s frequency response. Therefore, the receiver will
accurately determine the effective signal power on each sub-
carrier, but the effect on the noise and ICI spectrum is ne-
glected.

A. Estimating the ICI-plus-noise spectrum

In this paper, we propose a simple method to estimate
the variance �vv�m�=E��vm�2� of the ICI-plus-noise across
all subcarriers. We assume that the spectrum is generally
smooth, and can be approximated by a Qth-order polynomial
in the logarithmic scale. Specifically, we assume

�vv�m� = 10PQ�m�/10 �21�

in the linear domain or

10 log10��vv�m�� = PQ�m� = �
q=0

Q

pqmq �22�

in the log domain, where m=−K /2, . . . ,K /2−1. The param-
eter p0 represents the noise variance at the center frequency.
The white noise model is included as a special case with Q
=0 and p0=10 log10�N0�.

To estimate the model parameters, we use the measure-
ments on the null subcarriers, which are inserted for each
OFDM symbol for Doppler shift compensation.6,7 We here
propose two methods.

1. Linear regression in log domain

A simple linear regression �LR� model in the log domain
can be formulated as

�PQ�LR = arg min
�pq�

�
m�SN

�10 log10�zm�2 − �
q=0

Q

pqmq�2

. �23�

This method is of very low complexity. However, fitting in
the log domain tends to lead to a negative bias on p0 �i.e.,
underestimating the noise variance�, as small values are am-
plified in the log domain. A simple remedy is to apply some
smoothing on the observations �zm�2 before transforming to
the log domain.

2. ML variance estimator

By the central limit theorem, vm can be viewed to have a
Gaussian distribution. Hence, �vm�2 is exponentially distrib-
uted. The maximum likelihood �ML� solution for the model
parameters can be formulated as

�PQ�ML = arg max
�pq�

�
m�SN

− �ln�10PQ�m�/10� +
�zm�2

10PQ�m�/10� .

�24�

For any larger Q, the complexity of an exhaustive search
quickly becomes prohibitive. We only consider the ML ap-
proach for the two-dimensional problem, Q=1. Furthermore
to keep the complexity low, a multigrid search can be applied
or a final solution can be improved via simple interpolation
techniques.
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B. Whitening in the frequency domain

Once the variance of the ICI-plus-noise has been esti-
mated, the data can be easily whitened as

z̃m =
zm

��̂vv�m�
= H̃ms�m� + ṽm. �25�

Channel estimation and data demodulation can then be per-
formed on z̃m, where m�SA. We would like to point out that
the main benefit of this approach is in generating a more
accurate statistical description of the observations that can be
used to generate soft inputs to an error correcting algorithm,
such as the VITERBI algorithm for convolutional codes,20 the
sum-product algorithm for low density parity check �LDPC�
codes, or in our case the min-sum algorithm21 for LDPC
codes.

IV. SPACE08 EXPERIMENT

A. Overview and experiment setup

We now focus on experimental data from the SPACE08
experiment, which was held off the coast of Martha’s Vine-
yard, MA, during October 2008. We will consider three re-
ceivers used in the experiment, where receiver S1 was at 60
m from the transmitter, receiver S3 was at 200 m, and re-
ceiver S5 was at 1000 m. Each receiver has multiple phones,
which can be combined to increase effective signal-to-noise
ratio �SNR�. An additional receiver S0 was positioned at 1 m
from the transmitter.

To compensate the nonideal TVR of the acoustic trans-
ducer used in this experiment, a compensation filter was
available. We will first focus on Julian date 292 of the ex-
periment, as for this day both signals using the compensation
filter and signals without the filter were transmitted. Also we
will focus on linear approximation in the logarithmic domain
�Q=1�.22 Afterward we will consider a larger set of
SPACE08 data, where only compensated data were transmit-
ted, and higher order polynomial fitting �Q�1�.

The transmission bandwidth is between 8 and 18 kHz.
The estimated signal spectrum for both the uncompensated
and compensated signals at receiver S0 are shown Fig. 1,
from which we can infer the approximate TVR. Precompen-
sation can reduce the signal power variation across the signal
band. However, it leads to a smaller power output in our
setting, as the peak-to-average-power control21 has been ap-

plied on the uncompensated signals only; the precompensa-
tion filter was not considered during the signal design phase.

B. Julian date 292

Observing the uncompensated approximate TVR, we see
that a first-order approximation �Q=1� will capture the main
trend. This is not the case for the compensated signal �a
first-order approximation will not reflect details as the re-
duced output power around 16 kHz; see Fig. 1�; we will
come back to this later when we consider more general poly-
nomial approximation �Q�1�. We will next try to quantify
the effects caused by the frequency dependent attenuation
due to propagation in the water medium.

To estimate the signal power spectrum, we use the FFT
outputs on data and pilot subcarriers and evaluate E��zm�2�,
m�SA, where the expectation is carried out by averaging
over a large number of received OFDM symbols �a few hun-
dreds�. We evaluate this average using received data spread
over the day in the hope that due to time variation the chan-
nel effects can be averaged out, and hence the systematic
effects such as the nonideal TVR and frequency dependent
attenuation can be seen.

Figure 2 plots the estimated signal spectrum after vary-
ing transmission distances. It is immediately obvious that the
signal attenuates with increasing distance, but the frequency
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FIG. 1. �Color online� Measured signal spectrum at the receiver S0, from
which we can infer the transmit voltage response. The output power can
vary by up to 15 dB across the used frequency band if the TVR is not
compensated.
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FIG. 2. �Color online� Experimentally measured signal spectrum at three receivers, Julian date 292. �a� S1 �60 m�, �b� S3 �200 m�, and �c� S5 �1000 m�.
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dependence at short distances is mainly caused by the TVR.
At receivers S1 and S3, we notice that the compensated sig-
nal is approximately white, varying by at most 10 dB across
the spectrum. In sharp contrast the uncompensated signal
varies by easily 20 dB. The difference matches our estimate
of the nonideal TVR in Fig. 1. The uncompensated signal has
always higher signal power, especially at the lower end of
the signal bandwidth. For the receiver S5, at a distance of
1000 m, the spectrum of the compensated and uncompen-
sated signals have similar overall shapes, which we attribute
to the frequency dependent attenuation.

We would like to point out that using empirical
formulas,2,3 the frequency dependent signal absorption is
typically assumed to be less than 3 dB at the considered 10
kHz bandwidth and 1 km distance. Our observations for this
particular shallow water experiment lead to a frequency de-
pendent attenuation of about 8 dB across the frequency band,
which does not agree very well to the empirical formulas.

1. Estimates of noise spectrum

We estimate the ICI-plus-noise spectrum using the pro-
posed linear regression and ML approaches on Julian date
292. An example plot is shown in Fig. 3, where for the two-
dimensional problem the ML approach can be easily af-
forded. Comparing to Fig. 2�c�, we notice that the noise
spectrum closely follows the signal spectrum, indicating that
the effective noise level is largely caused by the ICI. Com-

paring the simple linear regression with the ML estimates in
Fig. 3, we find that the linear regression shows approxi-
mately a 	3 dB bias as predicted. However, the estimates of
the slope closely match the ML estimate

To have a systematic comparison, we focus on the slope
parameter p1. We plot histograms for both the compensated
and uncompensated signals in Fig. 4, sorted by transmitter-
receiver distance. We observe that the compensated signals at
the two closer receivers S1 and S3 have an average slope of
p1=0, while the uncompensated signals have a significant
slope leading to a total difference between the bandwidth
edges of Kp112 dB. Although the ambient noise should be
the same for either signal, the ICI will follow the signal
spectrum—in case of the uncompensated signal leading to a
significantly colored noise plus ICI spectrum. This again
points toward the fact that at a close distance from the trans-
mitter, the ICI is dominating the ambient noise. At receiver
S5, both signal spectra are increasingly affected by the fre-
quency dependent attenuation, leading to a colored ICI spec-
trum. Still, the slope of the uncompensated signals is always
about 6 dB more pronounced than that of the compensated
signals.

2. BLER performance

We look at receiver performance in terms of block-error
rate �BLER�. Each OFDM symbol K=1024 subcarriers, con-
sisting of �SN�=96 null subcarriers and �SP�=256 pilot sub-
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FIG. 3. �Color online� Example of a first-order noise PSD estimate for Julian date 292; the uncompensated signal is more significantly colored and the linear
regression in log domain leads to a negative bias.
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carriers, leaving �SA�− �SP�=672 for data transmission. We
consider 16-point quadrature amplitude modulation �QAM�
and a rate 1/2 nonbinary LDPC code.21 The symbol duration
is T=104.86 ms, the guard time is Tg=24.6 ms, leading to a
bandwidth of B=K /T=9.77 kHz. This leads to the following
spectral efficiency and data rate:


 =
T

T + Tg

672

1024

1

2
log2�16� = 1.06 bits/s Hz, �26�

R = 
B = 10.4 kbytes/s. �27�

Two types of channel estimators are used: least squares6 �LS�
and basis pursuit8 �BP�.

It is important to note that the min-sum channel decoder
used for nonbinary LDPC codes21 does not require a noise
variance estimate. Although the linear regression method in
Eq. �23� does not give a reliable estimate on the absolute
noise level p0, it leads to the same BLER performance as the
ML method in Eq. �24�, as both can estimate the slope p1

well and prewhiten the signals in the same fashion; different
scalings on the signals do not affect the decoding perfor-
mance.

The BLER results are plotted in Fig. 5. We notice that at
receivers S1 and S3—for the compensated signal—the per-

formance assuming white noise is basically identical to that
using the ML noise estimates. This is in sharp contrast to the
uncompensated signal, which suffers significant performance
degradation when not accounting for the colored noise.

At the farthest receiver, S5, both signals show improved
performance when using the colored noise model. This
matches the observation that also the compensated signal has
significant noise variation at S5 �see Fig. 4�c��. Furthermore,
the uncompensated signals outperform the compensated sig-
nals significantly after addressing the colored noise correctly,
due to higher transmit power.

C. Compensated transmission and higher order
fitting

Following the logic of the previous discussion, the im-
pact of noise whitening depends on the TVR shape of the
acoustic transducer and the frequency dependent attenuation
that increases with distance. Therefore at the farthest receiver
S5 �1000 m�, the effect should have been clearly visible, also
for the compensated signals. Since the performance was
weak overall at receiver S5 on Julian date 292, we now con-
sider other days of the experiment, although only compen-
sated signals were transmitted.
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FIG. 5. �Color online� Performance comparison for compensated and uncompensated signals on Julian date 292 in the SPACE08 experiment, 16 QAM.
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In Fig. 6 we show performance results for compensated
signals on Julian dates 295 and 297, which have quite differ-
ent environmental conditions compared to Julian date 292.
While previously the performance at receiver S5 was always
the worst, in these data sets this receiver has quite reasonable
performance. This allows us to observe significant perfor-
mance improvement when applying noise whitening. Match-
ing our previous discussion, the performance at the shorter
distances �S1 and S3� is largely unaffected by the noise whit-
ening.

We next consider more general polynomial fitting of the
noise �Q�1�. Considering Fig. 1, we notice that the com-
pensated signal is not exactly white, showing a drop of over
6 dB around 16 kHz. Also the performance with whitening
based on linear approximation in the logarithmic domain
�Q=1� was sometimes worse than without noise whitening at
receiver S1 �particularly on Julian dates 292 and 297�. We
therefore apply a polynomial approximation of order Q=5,
see Fig. 7. Although the improvement is small, using a fifth
order polynomial, the performance with whitening is never
worse than without whitening. This is also true for receivers
S3 and S5, but in these cases the simple straight-line ap-
proximation �Q=1� delivers often the best performance.
Generally it is not obvious which order polynomial will de-

liver the best performance and no clear trend could be ob-
served. Nonetheless, for significantly colored signals, any
polynomial fitting �Q�8� outperforms a receiver without
prewhitening.

V. RACE08 EXPERIMENT

We now briefly discuss some results of the RACE08
experiment, where no compensation filter for the TVR was
supplied. The RACE08 experiment was held in the Nar-
ragansett Bay, RI, March 2008. The water depth in the area
ranges from 9 to about 14 m. The primary source of an
ITC1007 transducer for acoustic transmissions was located
approximately 4 m above the bottom. We consider two of the
receive arrays, S3 and S6, which were deployed at 400 and
1000 m from the transmitter, respectively.

The OFDM parameters are similar to the SPACE08 ex-
periment, but the bandwidth is reduced to half B
=4.88 kHz, which leads to a doubling of the symbol dura-
tion T=209.72 ms. The guard interval is 25 ms; assuming
64-QAM this leads to a spectral efficiency and data rate of
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T
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FIG. 6. �Color online� Performance comparison for compensated signals on Julian dates 295 and 297 in the SPACE08 experiment, 16 QAM.
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R = 
B = 8.6 kbytes/s. �29�

We include example plots in Fig. 8. The TVR shape
seems nonmonotonic, probably caused by the circuits being
matched to the center frequency. In any case, this makes
first-order polynomials ineffective. We therefore resort to
fourth-order polynomials to approximate the noise PSD. The
coefficients were determined via linear regression in the log
domain, as exhaustive search for the ML solution now entails
high complexity.

Although the shape of the TVR is somewhat more com-
plex, the total variation is only about 6 dB—significantly less
than in the SPACE08 experiment. Also the frequency depen-
dent attenuation is less pronounced, as at the same distance,
the total bandwidth �and therefore variation� is only half of
that in the SPACE08 experiment.

The BLER performance is shown in Fig. 9, where we
focus only on 64-QAM, as in the bay area the overall per-
formance was usually better compared to the SPACE08 ex-
periment. Although some improvement can be observed, the
level is significantly less than in the SPACE08 experiment.

VI. CONCLUSION

We proposed a simple method to prewhiten the residual
ICI plus the ambient noise for a block-by-block OFDM re-
ceiver, where the noise spectrum is estimated based on ob-
servations on the null subcarriers. Based on experimental
data, we found the following.

• The signal spectrum can be significantly colored due to
nonideal transmit amplifier and/or frequency dependent at-
tenuation that increases with distance and signal band-
width.

• OFDM receivers often operate in an ICI-limited environ-
ment due to the significant Doppler effects; the noise plus
ICI spectrum will then largely follow the signal spectrum
as it is dominated by ICI.

• Significant performance gains can be realized by applying
simple prewhitening before channel estimation and data
modulation, where the noise plus ICI spectrum is estimated
using interpolation based on a low-order polynomial ap-
proximation in logarithmic domain.
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In future work, we would like to investigate the noise
whitening effect on OFDM receivers that explicitly deal with
ICI, e.g., those reported recently in Refs. 8, 9, and 15.
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Previous work has indicated that a limitation on the performance of a circular microphone array for
holographic sound field recording at low frequencies is phase mismatch between the microphones
in the array. At low frequencies these variations become more significant than at mid-range and high
frequencies because the high order phase mode responses at low frequencies are lower in amplitude.
This paper demonstrates the feasibility of a “self-calibration” method. The basis of the calibration
is to estimate the location of one or more wide-band sources using mid-range frequencies and to use
this source location information to perform correction to the array at low frequencies. In its simplest
form the calibration must be performed in an anechoic environment, since multipath effects at
widely differing frequencies are uncorrelated. The approach is first demonstrated in such an
environment using recordings from an array of high quality microphones. The technique is then
extended to an adaptive calibration that can be used in an environment that is somewhat reverberant.
The validity of the adaptive approach is demonstrated using recordings from an array of inexpensive
microphones. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3336401�

PACS number�s�: 43.60.Fg, 43.38.Kb, 43.60.Sx �EJS� Pages: 2368–2376

I. INTRODUCTION

Microphone arrays offer the possibility of sampling a
sound field over a region in such a way that the field in that
region, rather than the sound at just a single point, can be
reconstructed.1,2 A limiting factor on the accuracy with
which a microphone array can record a sound field is mis-
match between the microphone elements in the array. The
following introduction explains why this is so, and hence
motivates the solution elaborated in the remainder of the
paper.

Most methods of storage and subsequent reconstruction
of the sound field information involve transforming the mi-
crophone data into spherical or circular harmonics. In this
paper we focus particularly on circular microphone arrays,
which are particularly suited to recording of two-dimensional
sound fields, as they allow recording of the horizontal spheri-
cal harmonics with fewer microphones than are required for
a three-dimensional array.3 For simplicity we ignore the ver-
tical directivity required to attenuate higher order elevational
modes. Since we are dealing with horizontal circular arrays,
the elevation of all microphones and sources is assumed to
be �=� /2, and the elevation dependence is suppressed in the
notation. The techniques described can be extended to three-
dimensional arrays.

We denote by zn�k ,�i� the response of microphone ele-
ment n �in an array having N elements� to a plane wave of
wave number k with angle of arrival �i from the front of that
microphone element. Since this response is periodic, it can
be expressed in terms of a Fourier series decomposition

zn�k,�i� = �
q=−�

�

an�k,q�e−jq�i, �1�

with coefficients given by

an�k,q� =
1

2�
�

0

2�

zn�k,�i�ejq�id�i. �2�

Previous work4 has shown that the pressure field near
the array can be described in terms of a periodic far-field
source distribution S�k ,�� and that this also can be conve-
niently expressed in terms of its complex Fourier coeffi-
cients, which have been termed phase modes.5

The mth mode, being the response to a plane wave from
azimuth angle �i, is

rm�k,�i� =
1

N
�
n=0

N−1

zn�k,�i − �n�e−jm�n. �3�

If all the microphone elements are identical, then
an�k ,q�=a�k ,q�, and so the mth mode response becomes

rm�k,�i� =
1

N
�
n=0

N−1

�
q=−�

�

a�k,q�e−jq��i−�n�e−jm�n

= �
q=−�

�

a�k,q�e−jq�i� 1

N
�
n=0

N−1

ej�q−m��n�
= �

l=−�

�

a�k,m − lN�e−j�m−lN��i. �4�

The last line follows from the fact that the microphone ele-
ments are equally spaced ��n=2�n /N� and so the term in
square brackets is equal to 1 for q=m− lN for any integer l,
and is zero otherwise. If a�k ,m− lN� is small for any values

a�Author to whom correspondence should be addressed. Electronic mail:
paul.teal@vuw.ac.nz
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of l other than zero, we then obtain the important result that
the low order polar responses of the array are independent of
the polar responses of the individual microphones. For most
microphone patterns this will be true below some frequency.
Beyond this frequency, we say that aliasing has occurred.
The complex value a�k ,0� will in general vary depending on
the frequency, and so equalization across frequency will be
required.

The number of modes we are able to accurately estimate
from the measured data is an important measure of the ef-
fectiveness of the array for holographic sound field record-
ing. For element independence as described in Eq. �4� we
wish the approximation a�k ,m− lN��a�k ,0� to be true for as
large a value of m as possible. However, to record high order
modes, we have the conflicting requirement that a�k ,m� must
be large for as large a value of m as possible.

Two microphone arrays were constructed as part of this
work, and their details are described in Sec. IV. The complex

responses of the arrays were measured as the array was ro-
tated through 360°. The magnitude of the Fourier coefficients
an�k ,q� for a 16 element array is shown in Fig. 1. The figure
clearly illustrates the conflicting requirements. At high fre-
quencies �e.g., 8000 Hz�, the response is not small for m
− lN= �16. This results in aliasing for all modes. At low
frequencies �e.g., 125 Hz� the response is small for m− lN
= �16, and so the zeroth order mode �m=0� can be reliably
constructed. However, for first order terms �m− lN= �1�, the
response is also quite small; �7 dB compared to the zeroth
order. The second order term is smaller still at �30 dB, and
so higher order modes are considerably attenuated compared
to those at mid-range frequencies. At mid-band frequencies,
the response is quite large in amplitude for 	m− lN	�3, but
very small for 	m− lN		16, and so modes up to second or
third order can be accurately measured.

Examples of omnidirectional, first order and second or-
der responses from the same measurements are shown in Fig.
2. Note that for the purpose of illustration in this paper, we
show plots of real quantities: Half of the sum of the modes
for m= �1 creates a term labeled cos���, and the difference
between the modes for m= �2 �divided by 2j� creates a term
labeled sin�2��. If the microphones were indeed identical
then these terms would be real, though in practice there is a
small imaginary component, which is not shown.

The aliasing at high frequencies is very apparent in Fig.
2. Unfortunately there is little that can be done about this
short of increasing the number of microphones �at additional

FIG. 1. Normalized Fourier transforms of the complex responses at 8 kHz
�top�, 2 kHz �middle�, and 125 Hz �bottom�.

FIG. 2. Example raw polar responses for an open microphone array: 125 Hz
�top row�, 250 Hz �second row�, 2 kHz �third row�, and 8 kHz �bottom row�.
The maximum amplitude is the number at the top right of each response
plot.
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cost� or decreasing the radius of the array �resulting to re-
duced signal to noise ratio at low frequency�. The possibility
of cost effectively increasing the number of microphones is
discussed in Sec. IV A.

Figure 2 also shows the very low amplitude and the
distortion of the second order response at low frequencies.
Here some improvements may be possible. A fundamental
observation for this paper is that this distortion is caused by
differences in the phase response between the elements of
the array.4 These differences become more significant at low
frequencies since the high order modes at low frequencies
are small amplitude signals found from the phased combina-
tion of equal amplitude microphone signals.

The conjecture motivating the research described in this
paper is that the inter-element variation in low frequency
responses may be estimated from certain signals. In this way
the microphone array can “self-calibrate.” In particular, the
idea is to estimate the direction of arrival of a source or
sources at mid-range frequencies, where the phase difference
is not so significant. If the sources are also generating signals
at low frequencies, the location information can then be used
to estimate the phase difference to each of the microphones,
and hence the phase error can be calculated.

In Sec. II a simple criterion is presented for measuring
the success of the proposed calibration scheme. Section III is
a discussion of a suitable model for each microphone ele-
ment of the array. Estimating the parameters of this model
allows calibration to be performed. Section IV describes the
design of the two microphone arrays that were constructed to
collect data to evaluate the techniques and the measurement
procedure. In Sec. V the method of self-calibration is pre-
sented and shown to improve the array response. It is then
extended to the situation where the calibration must be per-
formed in a reverberant environment.

II. MODE ERROR CRITERION

The polar plots shown in Fig. 2 illustrate the problem in
generating second order modes at low frequencies. However,
for purposes of comparison, it is desirable to have an objec-
tive measure of the error. The measure used here is a simple
squared error comparison with the ideal mode response. The
ideal phase mode response can be factored in the form4

rm�k,�i� = 
m�k�e−jm�i. �5�

If we have measurements rm��i� of this response at a discrete
set of angles �i, then the total normalized error is given by

�
i=1

N 
ejm�i −
rm��i�


m

2

. �6�

For the purposes of providing an error measure, we are free
to choose a value of the amplitude 
m that minimizes this
error. �This ignores frequency continuity, which will become
important when equalization of the responses across fre-
quency is performed, but at present we are only concerned
with phase correction at individual frequencies.� We there-
fore equate to zero the derivative of this expression with
respect to the complex conjugate 
m

� of 
m, and choose


m =

�
i=1

N

rm��i�rm
� ��i�

�
i=1

N

e−jm�irm
� ��i�

. �7�

This value of 
m can then be used in Eq. �6� to obtain the
error measure. We use this in the remainder of this paper to
evaluate the effectiveness of the proposed calibration
schemes.

III. MICROPHONE MODEL

Implicit in the concept of calibration of the microphone
array in this paper is the notion that there are some small
number of parameters �ideally one parameter�, which char-
acterize each element of the array. To derive a calibration
method, we thus need a model for the elements. The model
should be capable of being decomposed into two compo-
nents:

�1� the parameter or parameters required for calibration,
which encapsulate the differences between the elements;
and

�2� the complex response of the element as a function of
arrival angle, after the simple parametrization of compo-
nent 1 has been removed; ideally there should be very
little variation in this for an entire batch of microphone
elements.

Some effort was put into producing an electrical equiva-
lent model of each element based on physical considerations.
The idea behind this approach is that the differences between
each element must ultimately arise from some physical dif-
ference in their construction or arrangement. Some useful
references for development of these models are available.6–9

However, if the elements are active, having a field effect
transistor �FET� amplifier stage, element differences may
also be due to the electronics. For this paper it was decided
to use an empirical model for the elements.

Section III A presents the choice of the calibration pa-
rameter and Sec. III B presents the remaining part of the
model that is assumed to be common to microphone ele-
ments after the calibration parameter has been removed.

A. Element differences for calibration

The complex polar responses for each of the 16 elements
are overlaid in Fig. 3. The responses at low frequencies,
where we most wish to correct for differences, suggest that a
simple rotation �multiplication by a complex factor of uni-
tary magnitude� is all that is necessary to compensate for
microphone differences. A complex scaling, which includes
an amplitude scaling as well as a rotation, may achieve better
alignment, but at the cost of an additional real parameter to
estimate.

We first investigate whether this model can be used to
obtain better first and second order harmonics at low fre-
quencies, in the situation where all of the response informa-
tion is available.
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Suppose then that we have two complex vectors x and y,
representing, respectively, the measured response and an
ideal response. We wish to find a complex scaling a so that
ax and y are closest in some sense. For simplicity we again
choose for our alignment metric the sum of the squared error
between the two vectors, or

�n = �anxn − y�2. �8�

Equating the derivative with respect to an
� to zero, we obtain

an =
xn

Hy

xn
Hxn

. �9�

If we instead use a strict rotation, ej�n with no scale
adjustment, and equate the derivative with respect to �n to
zero, we obtain

ej�n =
xn

Hy

�xn
Hy�

. �10�

Continuing with a squared loss metric, we may wish to
find a “central” vector y, which produces the lowest total loss
summed over all of the N elements of the array, or

� = �
n=1

N

�n = �
n=1

N

�y − xnan�2. �11�

Taking the derivative with respect to y we obtain

y =
1

N
�
n=1

N

xnan �12�

or

y =
1

N
�
n=1

N

xnej�n. �13�

Iteration between Eqs. �9� and �12�, or between Eqs. �10� and
�13� rapidly converges to a self-consistent solution. If scaling
is allowed, then the vector of an must be scaled at each
iteration

a ← a
�N

�a�
. �14�

This is to prevent the iterative process from minimizing the
squared error by simply making the scaling factor smaller at
every stage.

This computation is not self-calibration as intended in
this paper, but provides a justification for the model used.
The resulting improvement in the calculation of modes is
presented in Sec. III C.

B. Single element model

Figure 4 shows the amplitude and phase response of the
microphones presented as functions of cos��i−�n�. �These
are actually the averaged responses for several elements after
alignment as discussed in Sec. III A.� Both the magnitude
and phase appear to be approximately linear functions of
cos��i−�n�. A least-squares fit is shown as the line in each
case. The error minimization for this line was weighted so
that values for which the amplitude is small contributed
smaller error. Linearity of both amplitude and phase with
cos��i−�n� is suggested by the first order microphone
model,4 which gives the complex response �for waves of
elevation ��=� /2�� as

zm�k,�i − �n� = �� + �1 − ��cos��i − �n��

 exp�jkR cos��i − �n�� , �15�

where � is 1
2 for an ideal cardioid, and R is the radius of the

array. This equation is not applicable to the case of a baffled
array, but empirically it was found that the approximate lin-

FIG. 3. Overlaid raw complex polar responses for 16 microphone elements
at 125 Hz �a� and at 2 kHz �b�.

FIG. 4. The mean amplitude and phase responses for 125 Hz �top row� and
2 kHz �bottom row�, each presented as the solid curve as a function of
cos��i−�n�. In each case a weighted linear fit is shown by the dashed line.
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earity applies for both arrays used in the experiments. At low
frequencies a linear approximation for the phase is evidently
not such a good approximation. There is also a loop in the
response, indicating some asymmetry in the array construc-
tion. Correcting this is beyond the scope of this paper. What
is more significant, and is relatively easy to incorporate into
the model, is the fact that at low frequencies, the phase dif-
ference between microphones separated by 180° is greater
than kR.

This is consistent with the effects of baffling at low fre-
quencies, where it is known, for example, that the phase
difference around a sphere is larger than predicted by the
free-field case10 by a factor of 1.5 and for a cylinder is
greater by a factor of 2.

For an array embedded in an acoustically hard cylinder
of radius R, aligned on the z axis, the pressure around the
cylinder �at azimuthal angle �� for a vertical plane wave
�independent of z� incident from angle �i is

p�R,�� =
2i

�kR
�

m=−�

�
�− j�m

H�m�kR�
ejm��−�i�. �16�

At low frequencies, only the low order terms are significant.

Applying the low frequency approximation of the Hankel
derivative to the m=−1,0 ,1 terms yields

p�R,��  1 − j2kR cos�� − �i� . �17�

This compares with the phase due to a free-field plane wave

p�R,�� = e−jKR cos��−�i�  1 − jkR cos�� − �i� . �18�

Hence the phase shift with the cylinder is two times that of
the free field at low frequencies.

It is simple to incorporate this effect into our single el-
ement model by using a “virtual” radius, which is a function
of frequency, rather than the true radius, or �as in Sec. V B�
to use an anechoically measured response of one of the mi-
crophones.

C. Element difference model verification

For the arrays described in Sec. IV, the approach of ap-
plying a rotation to each of the measured complex responses
of the array elements was performed as described in Sec.
III A. Even though the algorithm for applying the rotation
was not specifically optimized for minimizing the error for
any particular mode, a reduction in the error is apparent. This
is shown by comparing Fig. 5 with the upper half of Fig. 2.

The errors for the modes, using the measure discussed in
Sec. II for both rotation and complex scaling, are shown in
Table I. It is apparent that the error, particularly for the sec-
ond order modes, can be reduced using this simple phase
calibration approach.

IV. MEASUREMENTS

A. Array design

The calibration procedures proposed in this paper were
trialed using two different microphones arrays, as shown in
Figs. 6 and 7. The motivation for the design of each is briefly
explained as follows.

It has been shown3,11 that equalization of the mth mode
for an array radius of R is not possible using omnidirectional
microphones for frequencies at which kR coincides with ze-
ros of the Bessel function Jm�kR�. Several methods have
been proposed for overcoming this problem. One is to use
first order microphones facing radially outwards,11 and a sec-
ond is to use a solid cylinder containing flush mounted pres-
sure microphones.12 The two arrays presented in this paper
use these two methods. The first was constructed using 16

TABLE I. Error for each of several modes for raw data, and data with an
optimal rotation �with or without scaling� applied to each element. The last
two rows are the result for a complex rotation estimated from a calibration
signal.

f
�Hz� Omni cos��� sin��� cos�2�� sin�2��

Raw 125 0.028 0.081 0.106 0.447 0.593
250 0.096 0.065 0.059 0.159 0.259

Rotate 125 0.029 0.083 0.076 0.303 0.485
250 0.072 0.054 0.042 0.141 0.157

Rotate and scale 125 0.018 0.057 0.049 0.236 0.276
250 0.065 0.027 0.045 0.141 0.112

Self-calibration 125 0.025 0.055 0.063 0.376 0.250
250 0.070 0.045 0.057 0.127 0.090

FIG. 5. Example polar responses from measured microphone data corrected
via a phase rotation: 125 Hz �top row� and 250 Hz �bottom row�. The
maximum amplitude is the number in the top right of each response plot.
This should be compared to the upper half of Fig. 2.

FIG. 6. The cardioid open array.
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Rode NT cardioid elements, and is shown in Fig. 6. This
approximates an open array but there is a baffle present,
which produces some variation from the ideal open array. At
2 kHz, the array radius can be estimated from the phase
gradient as 77.5 mm, which is very close to the physical
radius of 77.8 mm. At 125 Hz, however, the phase gradient
corresponding to the least-squares line shown in Fig. 4 leads
to an estimated radius of 116 mm.

The second array used 30 electret condenser micro-
phones, flush mounted halfway along a Perspex cylinder of
134 mm diameter and 1 m height. This baffled array is
shown partly assembled in Fig. 7. It has been shown3 that a
considerable improvement in signal to noise ratio is obtained
by using a large number of microphones. Closely spaced
microphones also increase the upper frequency limit above
which aliasing occurs. The problem with a large number of
microphones is of course the cost of the microphones and
recording equipment. Part of the motivation for construction
of the second array described in this paper was to verify the
operation of the array using very cost effective components.
Lower cost microphones typically show more variation be-
tween individual elements, and hence a calibration procedure
becomes more necessary.

The second array was designed with cost saving in
mind. It was constructed using 30 inexpensive
MB6022APC-0 electret condenser microphones. Each of
these was followed by a filter and amplifier based on a
TLV2464 operational amplifier, and the results were sampled
and multiplexed using two analog switches �ADG732� be-
fore analog to digital conversion. The cost saving resulting
from multiplexing is that only 2 analog to digital converters
are required for all 30 channels. The sampling rate for each
channel was 42 666 Hz. The multiplexing necessarily in-
volves time differences �in this case in steps of 1/15 of the
sample period� between the sampling instants of the chan-
nels, so sample simultaneity was restored in subsequent mul-
tirate processing.

The differences between elements for this array of elec-
tret microphones are due not only to mechanical manufactur-
ing variations but also to electrical differences between the
FET impedance buffers. The element differences are very
obvious in Fig. 8. For these microphones there are consider-
able differences in the amplitudes as well as the phases, so
we here model the differences using

zn�k,�� = z�k,��cn�k� , �19�

where z�k ,�� is the response of any one of microphones, and
cn�k� is a frequency dependent complex calibration factor for
each microphone.

Though it is not the subject of this paper, we note in
passing that low quality microphones will usually have large
variation with frequency, and this will be reflected in the
variation of the calibration value cn�k� with frequency. This
means that, though low quality microphones offer more
scope for improvement using a calibration technique, a larger
number of taps will be required for an equalizing filter to
compensate for the frequency variation.

B. Data collection

Both arrays were mounted on a rotator and rotated
through 360° in 0.5° steps. The impulse response from a
loudspeaker to each microphone at each position was mea-
sured both in an anechoic chamber and in various configu-
rations in a laboratory having T600.70 s. It was found that
there were some minor issues caused by misalignment of the
rotation axis and the microphone array axis, and allowance
was made for these; the details, however, are not within the
scope of this paper.

Example omnidirectional, first order and second order
responses for the open array are shown in Fig. 2, and for the
baffled array in Fig. 9. As we would expect, the plots for the
array of lower quality microphones of Fig. 9 are consider-
ably more distorted than those for the array of higher quality
microphones in Fig. 2. The aliasing at high frequencies is

FIG. 7. The flush mounted baffled microphone array.

FIG. 8. Overlaid raw complex polar responses for 30 microphone elements
at 2 kHz.
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very apparent for all modes, as well as the distortion of the
second order responses at low frequencies.

C. Beamforming

The approaches to be proposed in Sec. V require beam-
forming at mid-band frequencies to locate the position of the
source. For an open array, the required beamformer is simply
based on the difference of time of arrival caused by the ge-
ometry of the array. For a “closed” array, the microphones
are all embedded in a cylindrical baffle, so the beamforming
must take into account diffraction around the cylinder. This
can be calculated analytically, since the diffraction around a
cylinder is well understood. Alternatively the measured
anechoic responses of one of the microphones can be used.
The response of each microphone will of course be different
for different microphones and for different frequencies, but
the variation with azimuth angle we can expect to be inde-
pendent of the particular element used. If the array were to
be mass produced, this measurement would only need to be
performed once.

V. SELF-CALIBRATION

A. Calibration using a single source

The idea of estimating a source location using mid-band
frequencies, and using this location information to calibrate
at low frequencies, was first implemented on a one-shot ba-
sis; i.e., one source location was estimated, and the improve-
ment resulting from the calibration quantified.

A maximum likelihood beamforming method,13 assum-
ing error caused by additive white normal noise, was used at
2 kHz to estimate the location of a single source

�̂ = max
�

	x�k�zH�k,��	 , �20�

where x�k�= �x1�k� , . . . ,xN�k��T is the measured response for
wave number k to the source, and z�k ,��= �z1�k ,�� ,
. . . ,zN�k ,���T is the expected response to a source at azi-
muth � from an array of identical elements as discussed in

Sec. III B. Consistent with the effect discussed in Sec. III B
it was found that using the true radius of the array did not
necessarily minimize the error variance. The measured re-
sponse of the source at a different, lower wave number k was
then divided by the ideal model response to obtain a complex
calibration factor for each of the N microphone elements.

cn�k� =
xn�k�

z�k,�̂�
, �21�

where xn�k� is the measured response of element n, and the
amplitude of cn�k� may be forced to unity or retained, as
discussed in Sec. III A.

The error obtained with these calibrations was found to
depend on the actual location of the source, but one example
is shown in the last two lines of Table I. The error can be
seen to be comparable to that obtained for the “omniscient”
calibration of Sec. III C.

Attempts to further improve the calibration using a sec-
ond source were not found to be successful. Consideration of
this problem leads to the development of the adaptive ap-
proach discussed in Sec. V B.

B. Calibration using multiple sources

We now attempt to improve the calibration by repeating
the procedure for different source angles and in different
environments. The direction of arrival estimate used is the
same as Eq. �20�, with the notation now including the possi-
bility of the source having different true locations for differ-
ent time indices, indicated by the superscript �t� as follows:

�̂ = max
�

	x�k,��t��zH�k,��	 , �22�

where x�k ,��t�� is the measured response for wave number k
to the source that at time index t is located at azimuth ��t�.

The calibration is basically the same as Eq. �21� as fol-
lows:

cn�k� =
xn�k,��t��

z�k,�̂�
, �23�

where xn�k ,��t�� is the measured response of element n at
time instant t. As expected, this resulted in an improvement
in the response. However, this calibration technique requires
careful measurement in an anechoic chamber for every set of
microphone elements. We would like the array to self-
calibrate in a real environment.

Using the earlier method on data acquired in a reverber-
ant environment results in only very slight changes in the
quality of the response, and this change is not always an
improvement. This is because in a diffuse scattering environ-
ment, the apparent directions of arrival are uncorrelated for
any pair of frequencies separated by more than the correla-
tion bandwidth.14

C. Adaptive calibration

In order to provide a calibration scheme that will work
in a real environment, we adopted an adaptive approach, rep-
resented by the equation

FIG. 9. Example raw polar responses from the second microphone array:
125 Hz �top row�, 250 Hz �second row�, 2 kHz �third row�, and 16 kHz
�bottom row�. The maximum amplitude is the number at the top right of
each response plot.
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cn
�t+1��k� = �

xn�k,��t��
z�t��k,��

+ �1 − ��cn
�t��k� , �24�

where � is the learning rate. At each stage the vector of
calibration factors c�t+1��k�= �c1

�t+1��k� , . . . ,cN
�t+1��k��T was di-

vided by its norm. This is not essential to the process, but
prevents the overall scaling from changing arbitrarily if no
actual improvement is being achieved.

If this approach is used over several different scattering
scenarios, an improvement is often seen, but the results do
not improve consistently.

It was found that this inconsistency was due to errors in
the direction of arrival estimate �̂. This suggested that the
calibration should be performed at all frequencies, and that
the calibration information obtained so far should be used to
improve the location estimation process. This can be repre-
sented as

zn
�t+1��k,�� = z�k,��cn

�t��k� . �25�

The adaptive process then consists of iteration between Eqs.
�22�, �24�, and �25�, using the latest calibration information
to improve the angle of arrival estimation in the next calibra-
tion environment.

For the approach to work best, each iteration involves
both beamforming and calibrating at several different fre-
quencies. The direction of arrival estimate �̂ in this case is
the value minimizing the sum of the squared errors of the
beamformers at each of the separate frequencies. Other wide-
band beamforming techniques are known of course, but this
method was found to be simple and effective. The algorithm
is summarized in Algorithm 1.

Algorithm 1. Adaptive microphone array calibration
algorithm.

Initialize learning rate �.

Calculate or measure anechoic response of single element
z�k ,�� to plane wave at wave number k and angle of ar-
rival �.
Initialize relative importance weights wk for each frequency
in direction of arrival estimation.
for t�0 do

for k do
Normalize calibration coefficients: c�k�=ck / �c�k��

Obtain sound from source in a new environment, and
transform to the frequency domain x�k ,��.
for k do

Calculate array response using Eq. �25�
zn

�t+1��k ,��=z�k ,��cn
�t��k�

Estimate azimuth based on weighted metric:
�̂=max� �kwk	x�k ,��t���z�t��k ,���H	2

for k do
Update calibration coefficients using Eq. �24� as
follows: cn

�t+1��k�=�xn�k ,��t�� /z�t��k ,��+ �1−��cn
�t��k�

It was found that the robustness of the method to rever-
beration depends on the number of frequencies used. For 85
semi-tone spaced frequencies from 125 to 16 000 Hz, it was

found that this approach is effective for direct to reverberant
ratios of about 10 dB, although the results are best for ratios
of 15 dB and greater. This can only be regarded as mildly
reverberant at best but does demonstrate that calibration is
possible without a completely anechoic environment.

The reverberation interferes with the calibration in two
ways: First it decreases the accuracy of the source localiza-
tion, and second it causes spurious values in the calibration
coefficients. It was found that eliminating one but not both of
these sources of error does not ensure calibration accuracy.
In particular, more sophisticated methods of localization are
known to exist,15–18 which are specifically designed for ro-
bustness to reverberation. These could be used to solve for
the first of these difficulties. Applying the principles of these
techniques to solve the second of these difficulties may be
effective, but is not trivial, and is the subject of future re-
search.

The method does of course rely on adaptation over sev-
eral different scattering scenarios. However, it was found that
the convergence is fast and reliable enough that only a few
different scattering environments are required, provided sev-
eral slightly different microphone positions and orientations
are available.

Convergence results are shown in Fig. 10. The error in

FIG. 10. Convergence results for the proposed adaptive calibration algo-
rithm for eight different frequencies.
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each case is a combination of the squared error for the modes
m=−2,−1,0 ,1 ,2. The learning rate for these experiments
was �=0.9. If there is less certainty that there was a domi-
nant broadband source in the calibration environment, then
this learning rate should be reduced.

Some example mode plots are shown in Fig. 11. As we
would expect, the response is still not ideal at very low and
at very high frequencies, but is still a vast improvement over
the raw responses shown in Fig. 9. The error “floor” at low
and high frequencies compared to mid-band frequencies is
also apparent in Fig. 10. At 125 Hz the poor signal to noise
ratio performance of the microphones is apparent, and ele-
ment mismatch is no longer the limiting factor.

VI. CONCLUSION

It has been shown that estimation of the second order
and higher modes of a sound field using a microphone array
is difficult at low frequencies. This is primarily because the
magnitude of the modes is very small. This results in any
variations in the element properties becoming very signifi-
cant. It has been further shown that these variations can be
simply accounted for by a complex scaling, and in this way
the usable low frequency range of the array can be extended.

The scaling can be estimated from actual measured signals,
provided that the direction of arrival information derived at
mid-range frequencies can be applied to low frequencies.

The inter-element variations that cause the difficulty are
particularly significant for low cost microphone elements,
which typically have large manufacturing variation. In this
paper we have shown that an adaptive algorithm can signifi-
cantly reduce the effects of these inter-element variations.
This adaptive algorithm needs to be initialized with accurate
information on the angular response of a single element. The
algorithm can then determine the complex gain of each mi-
crophone element. In order for the self-calibration to operate,
the array must be presented with a number of different scat-
tering environments. Convergence is fairly rapid, and the
technique can be used in the presence of mild levels of re-
verberation.
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In the paper different techniques for post-processing data from an ultrasonic transducer array are
considered. First, a mathematical model of the transmit-receive array data is developed. Then based
on this model three imaging methods are formulated: the total focusing method, the wavenumber
algorithm, and the back-propagation method. Although these methods are conceptually different and
use different approximations they can all be expressed in the form of a linear superposition of
transmit-receive signals in the frequency domain with some focusing coefficients. The equivalent
coefficients for each processing algorithm are derived, and difference between approaches is
discussed. It is shown that in the general case the most appropriate imaging method is the
back-propagation method, which is based on the back-propagation of the angular spectrum of
transmit-receive signals. The relative performance of the imaging methods is illustrated using
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I. INTRODUCTION

Ultrasonic arrays are now widely used in many areas of
nondestructive evaluation �NDE�.1 One of the possible
modes of operation of such an array is to collect time-
domain signals from each transmitter-receiver combination.
Any imaging algorithm can then be applied in post-
processing in order to localize defects in the test object.

In recent years several methods for processing ultrasonic
array data have been developed. It is possible to distinguish
between three techniques: the total focusing method �TFM�,2

the inverse wave field extrapolation,3 and the wavenumber
algorithms.4 Although these methods are conceptually differ-
ent, use different approximations, and have different imple-
mentations, for the modeling and experimental examples
considered they all exhibit similar performance in terms of
resolution. Therefore, from the practical point of view, it is
unclear which method in which situation is better.

The objective of this paper is to present a theoretical
comparison between the different imaging techniques for the
processing of the full transmit-receive array data. In the first
part of the paper a general mathematical model of the ultra-
sonic array data is developed. Then based on this model the
different imaging methods are considered. Any linear imag-
ing method with respect to the array data can be represented
as a linear superposition of transmit-receive signals in the
frequency domain with some focusing coefficients. The
equivalent coefficients for each processing algorithm are de-
rived and the difference between approaches in terms of res-
olution and signal-to-noise ratio is investigated. In addition,
the computational performance of the imaging methods is
considered and the preferred numerical implementation

method in two-dimensional �2D� and three-dimensional �3D�
cases is discussed.

II. MATHEMATICAL MODEL OF ULTRASONIC ARRAY
DATA

Any time-domain signal u�t� can be expressed as a lin-
ear superposition of its spectral components u��� as follows:

u�t� =
1

2�
� u���ei�td� . �1�

Therefore in this section only time-harmonic wave fields are
considered and the factor exp�i�t� is omitted.

To simplify the notation a 2D elastic isotropic half-space
is considered. However, the extension to the 3D model is
straightforward and results in Sec. IV are given for both 2D
and 3D cases. The Cartesian coordinate axes �x ,z� are de-
fined with the z axis normal to the surface of the half-space.
A transmitter element is modeled by a time-harmonic load q
applied to the free surface z=0 in a contact area with its
center at x=xT. The system is illustrated schematically in Fig.
1.

In this paper only longitudinal waves are considered. In
this case the scalar potential � can be used instead of the
displacement vector u, so u=��. Using the integral trans-
form method5 and taking the part of the solution associated
with the longitudinal wave, the resulting time-harmonic po-
tential field �T can be written in the form

�T�r� =
1

2�
� �T�kx�T��e−ik�T�·�r−r�T��dkx�T�, �2�

where k�T�= �kx�T� ,kz�T��T is the wave vector, k is the wave-

number, and kz�T�=�k2−kx�T�
2 . The branch of the function

kz�T� in the complex kx�T� domain is chosen by the condition5

Re kz�T��0, Im kz�T��0, ��0. The function �T�kx�T�� is the
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angular spectrum of the excited field and r= �x ,z�T, r�T�
= �xT ,0�T.

In the far-field of the transmitter element k	r−r�T�	�1
integral �2� can be calculated using the stationary phase
method. The local polar coordinate system RT, 	T is defined
with its origin at the center of the transmitter element, as
illustrated in Fig. 1. The resulting far-field expression for the
displacements uT is given by

uT = eR�T�fT�	T�� 


RT
e−ikRT, eR�T� = �sin 	T,cos 	T�T,

�3�

where 
=2� /k is the wavelength, and the directivity func-
tion of the transmitter element fT has the form

fT�	T� =
e−i�/4

2�
k2 cos�	T��T�k sin 	T� . �4�

In the particular case of a unit line load normal to the
surface, q= �0,1�T��r−rT�, the function �T is given by5

�T�kx� = i
kS

2 − 2kx
2

���kS
2 − 2kx

2�2 + 4kx
2kzkS,z�

, �5�

where � is the shear Lame elastic constant, kS is the wave-
number of the shear wave, and kS,z=�kS

2−kx
2. In this case

formula �4� for the directivity function agrees with the result
obtained by Miller and Pursey.6

The wave field from any transmitter element propagates
into the material and interacts with the scatterers. Each scat-
terer acts as a secondary source and generates a scattered
wave field. This secondary source can be modeled by a dis-
tribution of bulk forces, which are applied in the area occu-
pied by the scatterer.

It is assumed that the scatterer is located in the half-
space z�zmin�0 and occupies the vicinity of the point r0

= �x0 ,z0�T. Let the wave incident on a scatterer be a plane
wave exp�−ik�T��r−r0��. The response of the scatterer is de-
scribed by the force distribution f�k�T� ,r−r0�. Then the scat-
tered wave field is given by the convolution of Green’s func-
tion with the function f . Using the integral representation of
Green’s function,7 the scattered wave field in the region z
�zmin can be written as

�sc�kx�T�,r� =
1

2�
� kz�R�

−1 �sc�kx�T�,kx�R��e−ik�R�·�r−r0�dkx�R�,

�6�

where k�R�= �kx�R� ,−kz�R��T is the wave vector, kz�R�

=�k2−kx�R�
2 , and the function �sc�kx�T� ,kx�R�� is given by

�sc�kx�T�,kx�R�� = −
i

2
� f�k�T�,r��eik�R�·r�dr�. �7�

The scattered wave propagates back and is detected by
the transducer element located at the point r�R�= �xR ,0�. The
action of the transducer as a receiver can be defined using the
electromechanical reciprocity argument of Auld.7–9 There-
fore, the signal g�� ,xT ,xR� measured by the receiver element
at r�R� when the element at r�T� is the transmitter can be
written in the form

g��,xT,xR� =
i�

4P
�

C

�t1n · u2 − t2n · u1�dS , �8�

where C is an arbitrary contour enclosing the scatterer, u is
the displacement vector, tn is the normal stress on the con-
tour C, and P is some quantity, which is proportional to the
squared amplitude of the electrical signal in the transmitter.9

Index 1 refers to the wave field generated by the transmitter
element when the scatterer is present and index 2 refers to
the wave field generated by the receiver element when the
scatterer is absent. For the geometry considered it is conve-
nient to choose the contour C, as shown in Fig. 2. In this case
the integral along the semicircle CR vanishes as R→, and
the measured signal can be written as

g��,xT,xR� =
1

4�2� � G��,kx�T�,kx�R��

�e−i�kx�T�xT+kx�R�xR�dkx�T�dkx�R�, �9�

or alternatively in the �kx�T� ,kx�R�� domain as

G��,kx�T�,kx�R�� = k4�0����T�− kx�T��

��sc�− kx�T�,kx�R���T�− kx�R��

� ei�kx�T�+kx�R��x0e−i�kz�T�+kz�R��z0, �10�

where �0���=−i�v3U0��� / �2P�, � is the material density, v
is the longitudinal wave speed, and U0��� is the frequency
spectrum of the transmitted signal.

FIG. 1. System geometry.
FIG. 2. A contour C enclosing a scatterer region for application of Auld’s
formula 8.
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III. PROCESSING METHODS

Any method of processing array data can be considered
as an operator that transforms the transmit-receive array data
set g�t ,xT ,xR� into a new data set I�x ,z� usually called an
image.

Note that recently non-linear imaging methods with re-
gard to the data such as the decomposition of the time rever-
sal operator �DORT�,10 MUSIC,11,12 and linear sampling
method13 have been developed. The DORT and MUSIC are
eigenvalue approaches and the linear sampling method pro-
vides a solution to the inverse problem of reconstructing the
shape of a scatterer from knowledge of the far-field reflection
pattern. They are not considered in this paper. Here, three
different imaging algorithms corresponding to a linear opera-
tor are investigated.

A. Wavenumber method

Formula �7� for the reflected wave field represents the
superposition of responses from point sources distributed
within the scatterer with amplitudes f�k�T� ,r�. If the effect of
the scatterers on the incident wave field is small then the
Born approximation can be applied. This means that the am-
plitude of each point source is proportional to the amplitude
of the incident wave at the location of that point. If in addi-
tion each point scatterer is omnidirectional with respect to
the incident wave, then the function f can be written as

f�k�T�,r� = c1���f1�r + r0�e−ik�T�·r, �11�

where c1��� is the constant of proportionality, the point r0 is
the nominal center of the scatterer, and the function f1�r� is
the object function of a scatterer, which describes the scat-
terer distribution. So, in this case, the imaging can be con-
sidered as an inverse problem of reconstructing the object
function f1�r� from the array data.

Substituting expression �11� into formula �7� and evalu-
ating the spatial integral yield the following expression:

�sc�kx�T�,kx�R�� = c2F1�k�R� − k�T��ei�k�T�−k�R��·r0, �12�

where c2=−ic1��� /2 and F1 is the 2D spatial Fourier trans-
form of the function f1.

For further calculations it is assumed that the constant c2

is equal to unity. Expression �10� for the measured signal
also contains the characteristics of the transmitted signal �0

and the beampattern of the transducer element �T. However,
these effects can be compensated for in a pre-processing
step, as shown in Ref. 4. Therefore, below it is assumed that
the function �0=1 and the array elements are omnidirec-
tional. If the directivity function of transducer is equal to
unity, then from Eq. �4� it follows that the transducer angular
spectrum �T�kx�T��=2�ei�/4�kkz�T��−1. Using formulas �12�
and �10� the Fourier domain array data G�� ,kx�T� ,kx�R�� can
now be written as

G��,kx�T�,kx�R�� = 4�2ik2F1�kx,− kz�
kz�T�kz�R�

, �13�

where kx=kx�T�+kx�R� ,kz=kz�T�+kz�R�.

Relationship �13� between the array data and the object
function agrees with the results that have been obtained ear-
lier for a 2D medium4 and a 3D medium.14 From Eq. �13� it
can be seen that there is significant redundancy in the array
data. Indeed, the object function can be fully reconstructed
by using only diagonal data, kx�T�=kx�R�=kx /2, in the Fourier
�� ,kx�T� ,kx�R�� domain and applying the 2D inverse Fourier
transform with respect to the variables kx and kz to the func-
tion −ikz

2G�� ,kx /2,kx /2� / �16�2k2� as follows:

f1�x,z� =
− i

�8�2�2� � G
�,
kx

2
,
kx

2
� kz

2

k2e−i�kxx−kzz�dkxdkz.

�14�

However, it should be stressed that this data redundancy
is caused by the approximate model of scatterer �11� only. In
this case each point �kx ,kz� corresponds to some curve
l�kx ,kz� in the �� ,kx�T� ,kx�R�� domain. In practice the effect of
noise and side lobes can be reduced by additional averaging
of the array data over the curve l. If the variable kx�T� is
chosen as a parameter of the curve l then the resulting image
can be written in the form4

I�x,z� =
− i

�4�2�2� � � G��,kx�T�,kx�R��
kz�T�kz�R�

k2

� N�kx�T�,kx,kz�e−i�kxx−kzz�dkx�T�dkxdkz, �15�

where N=N0�kx ,kz�dl /dkx�T�. The coefficient N0 is the nor-
malization factor and can be taken in the form N0

=limL→+�−L
L dl0��−L

L dl�−1, where l0 is the reference curve
corresponding to some point �kx0 ,kz0�. Note, that formula
�14� can be obtained from Eq. �15� by taking N=��kx�T�
−kx�R��.

B. Total focusing method

The wavenumber imaging method is based on approxi-
mate model �11� of the scatterer. This model can be justified
for the scattering from an elastic inclusion with properties
that only slightly differ from the host material and which is
located in the far-field of the array.7,14 However, approxima-
tion �11� is quite restrictive and is not valid, for example, in
the case of a cracklike defect. Therefore, if the distribution of
the scatterers is described by a general function f�kT ,r� then
a different imaging procedure is needed. One of the possible
ways to construct an image is by back-propagation of the
detected wave field, and this is the basis of the TFM �Ref. 2�
and the back-propagation method.

In the TFM the back-propagation is the mapping of the
signal g�t� to a function of propagation distance r by the
relationship r=vt. For the transmit-receive signal g�t ,xT ,xR�
the propagation distance is equal to the sum of the distances
between the transmitter and receive positions and the imag-
ing point RT+RR. Then as an approximation to the back-
propagation image the sum of the individually back-
propagated transmit-receive signals can be taken as

I�x,z� =� � g
RT + RR

v
,xT,xR�dxTdxR. �16�
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C. Back-propagation method

An alternative to the TFM is to back-propagate the an-
gular spectrum. From expressions �9� and �10� for the array
data it is seen that the angular spectrum E�� ,kx�T� ,kx�R� ,z� of
the transmit-receive array data at the depth z is given by

E��,kx�T�,kx�R�,z� = G��,kx�T�,kx�R��eikzz, �17�

where G�� ,kx�T� ,kx�R�� is the angular spectrum at z=0. Note
that because kz=kz�T�+kz�R� this equation can be considered
as two consecutive back-propagations in transmission and
reception. Then the time-domain signal e�t ,xT ,xR ,z� mea-
sured by the receiver element located at �xR ,z� when the
transmitter element located at �xT ,z� is activated can be writ-
ten as

e�t,xT,xR,z� =
1

8�3� � � E��,kx�T�,kx�R�,z�

� ei��t−kx�T�xT−kx�R�xR�dkx�T�dkx�R�d� . �18�

In order to estimate the location of the scatterers the
back-propagated array data corresponding to xT=xR are con-
sidered. At the moment of time t the signal e�t ,x ,x ,z� is
localized in the vicinity of the points �x ,z� such that the time
required for the wave propagation from the point �x ,z� to the
scatterer location and back is equal to t. Therefore, at the
moment of time t=0, the data e�t ,x ,x ,z� are nonzero only in
the vicinity of the areas occupied by the scatterers, and to
form an image I�x ,z� the function e�0,x ,x ,z� can be taken.
From formula �18� it follows that

I�x,z� =
1

8�3� � � G��,kx�T�,kx�R��

� e−i�kxx−kzz�dkx�T�dkx�R�d� . �19�

IV. THEORETICAL COMPARISON OF IMAGING
METHODS

In Sec. III the wavenumber, the TFM, and the back-
propagation imaging methods for the processing of the full
matrix of transmit-receive array data have been described.
These methods are conceptually different, use different ap-
proximations, and have different expressions for the image
construction. However, in order to compare the image qual-
ity provided by the different imaging techniques, it is instruc-
tive to express them in a similar form.

If the imaging operator is linear then the relationship
between image and array data for an ideal array with con-
tinuous element locations can be written in the form

L�g�t,r�T�,r�R��� =
1

2�
� � � s��,xT,xR,x,z�

� g��,xT,xR�d�dxTdxR, �20�

where the function s represents focusing coefficients. There-
fore, different linear processing methods can be compared in
terms of the focusing coefficients s. In this section the
equivalent coefficients for each processing algorithm are de-
rived.

Using the change in variables �kx ,kz�→ �kx�R� ,�� inte-
gral �15� for the wavenumber method can be rewritten in the
form of Eq. �20� in �xT ,xR ,�� variables with the following
focusing coefficients swn:

swn =
− i

8�3�
� � kzN��,kx�T�,kx�R��

� ei�kx�T��xT−x�+kx�R��xR−x��eikzzdkx�T�dkx�R�. �21�

Using representation �1� of the time-domain signal, Eq.
�16� for the TFM can be expressed in form �22� with the
focusing coefficients stfm as follows:

stfm��,xT,xR,x,z� = eik�RT+RR�. �22�

For the back-propagation method the corresponding fo-
cusing coefficients sbp are given by

sbp��,xT,xR,x,z� =
1

4�2� eikx�T��xT−x�eikz�T�zdkx�T�

�� eikx�R��xR−x�eikz�R�zdkx�R�. �23�

Note that the integrals in this formula can be evaluated ex-
plicitly as

sbp =
�

�z
E�kRT�

�

�z
E�kRR� , �24�

where the function E is given by E= iH0
�1��kr� /2 in 2D case

and E=exp�ikr� / �2�r� in 3D case.
In practical testing ultrasonic arrays are operated at fre-

quencies of several megahertz, which correspond to wave-
lengths of order 1 mm. The typical array element size is
about 0.5 mm and the inspection area is usually situated at
the distance of several centimeters from the array. Therefore,
the array elements can be considered as point sources and the
inspection area is in the far-field of the individual array ele-
ments. In this case the far-field approximation for focusing
coefficients �21� and �24� can be taken as

swn,bp = − c
k

2�
fwn,bpstfm, �25�

where stfm is the phase-addition term given by formula �22�,
and the functions fwn and fbp are given by

fwn =
cos 	T cos 	R�cos 	T + cos 	R�

2�v�RTRR�n , �26�

fbp = i
cos 	T cos 	R

�RTRR�n . �27�

In these expressions the parameters c=1, n=1 /2 in the 2D
case and c=−ik / �2��, n=1 in the 3D case; v is the wave
speed. Note that in formula �26� for the wavenumber method
it is assumed that N=1. In principle, the coefficient N as a
function of frequency � and the angles 	T and 	R can be
computed numerically. However, this provides just a mar-
ginal improvement in the image quality and can be omitted.
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For the wavenumber method without averaging the im-
age is given by formula �14�, and the corresponding focusing
coefficients can be written as

s = c
k

8�2v
z2

RneikR, R =�
 xT + xR

2
− x�2

+ z2, �28�

where c=−exp�i� /4��2��−1/2, n=1 /2 in 2D case and c=1,
n=1 in 3D case.

Note that in the 2D case the imaging method based on
expression �20� with the far-field approximation to the back-
propagation focusing coefficients �25� and �27� has been re-
cently considered and called the inverse wave field extrapo-
lation �IWEX� method.3

Expression �25� shows that apart from the scale factors
the wavenumber algorithm and back-propagation method
differ from the TFM only by the weighting coefficients fwn

and fbp. These functions depend only on transmitter and re-
ceiver positions and the imaging point and can be considered
as a frequency independent spatial filter. Because of this fil-
ter the wavenumber and the back-propagation methods gen-
erally provide lower side lobes in the image than the TFM.
However, as will be demonstrated in Sec. VII, the actual
improvement in the signal to coherent noise ratio given by
the wavenumber and back-propagation methods relative to
the TFM depends on the position of the scatterer relative to
the array and its scattering behavior.

V. COMPUTATIONAL ANALYSIS

In practice an important property of an imaging algo-
rithm is its computational efficiency. In this section the nu-
merical implementation of the different imaging techniques
and their computational performance are discussed.

As has been shown in Sec. IV, different imaging algo-
rithms can be expressed in the form of a linear superposition
of transmit-receive signals in the frequency domain with
some focusing coefficients. Formula �20� leads to the TFM
type implementation of the imaging methods and is ideally
suited for parallel processing. Additionally, TFM type pro-
cessing �20� can be performed while data acquisition is still
in progress.

On the other hand, the wavenumber method operates in
the Fourier domain, which naturally leads to its implementa-
tion using the fast Fourier transform algorithm.4 This makes
the wavenumber method in general computationally more
efficient than the TFM. As has been shown in Ref. 4 for large
data sets the computational cost of the wavenumber method
is N times less than the computational cost of the TFM,
where N is the number of array elements.

It can be shown that the back-propagation method can
also be implemented in the Fourier domain. The back-
propagation image given by expression �19� can be written in
operator form as

I�x,z� = b�z,x,x� , �29�

where the function b is given by

b�z,xT,xR� = B�g�t,xT,xR��, B = Fkx�T�kx�R�

−1 HFxTxR
. �30�

Here B is the back-propagation operator, symbols F and F−1

denote direct and inverse Fourier transforms, and H is the
back-propagation of angular spectrum operator, which in the
temporal frequency domain is defined by expression �17�.

The Fourier operator FxTxR
transfers the array time-

domain data g�t ,xT ,xR� into the angular spectrum
G�t ,kx�T� ,kx�R��. The back-propagation of angular spectrum
operator H converts the time data G�t ,kx�T� ,kx�R�� into a func-
tion of propagation distance h�z ,kx�T� ,kx�R��, and can be writ-
ten in the form

h�z,kx�T�,kx�R��  H�G�t,kx�T�,kx�R���

=
1

2�
� G��,kx�T�,kx�R��eikzzd� . �31�

Expression �10� shows that each time trace
G�t ,kx�T� ,kx�R�� represents a one-dimensional �1D� wave
propagating in the z direction with the wavenumber kz

=kz�T�+kz�R�. If kx�T��0 or kx�R��0 this wave is dispersive
and the back-propagation of angular spectrum �31� is equiva-
lent to the dispersion compensation method.15 Note that the
wavenumber kz non-linearly depends on the frequency �,
and direct calculation using formula �31� is very time con-
suming. However, if the integration variable is changed from
� to kz, then integral �31� can be written in the form of a
Fourier transform as15

h�z,kx�T�,kx�R�� =
1

2�
� G���kz�,kx�T�,kx�R��vze

ikzzdkz,

�32�

where vz= �dkz /d��−1 is the group velocity.
Therefore, the back-propagation operator B can be rep-

resented as a series of Fourier transforms and has the same
advantages in terms of computational performance as the
wavenumber algorithm. However, the Fourier domain imple-
mentation requires simultaneous processing of the full matrix
of array data, which results in a heavy memory load com-
pared with the TFM. Moreover, if a scatterer is located out-
side the array aperture, then additional coherent noise ap-
pears in the image because of the aliasing effect. To avoid
this the original array aperture data must be padded with
zeros in order to perform its Fourier transform with more
xT ,xR-positions. Consequently, the number of sampling
points in the Fourier domain is generally greater than the
number of array elements.

Consider first 2D imaging using 1D array. In practical
testing the total number of sampling points in the x-domain
�i.e., the number of array elements and the number of padded
zeros� is typically of order of N�102. Therefore, the number
of sampling points in the Fourier �kx�T� ,kx�R�� domain is N2

�104. Consider now 3D imaging using 2D array. It is as-
sumed that the array is located in the �x ,y�-plane. To cover
the imaging area of the same aperture as for the 1D array the
number of sampling points in the �x ,y�-domain is N2 and the
number of sampling points in the four-dimensional �4D�
Fourier �kx�T� ,ky�T� ,kx�R� ,ky�R�� domain is N4�108. There-
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fore, for 2D arrays, the computer memory requirements
make the Fourier domain implementation of the imaging al-
gorithms impractical. In this case the TFM type implemen-
tation based on expression �20� with the equivalent focusing
coefficients is preferable.

VI. MODELING EXAMPLES

In this section the performances of the wavenumber,
TFM, and back-propagation imaging algorithms are com-
pared in terms of their image resolution. The image reso-
lution can be quantified by the array performance indicator2

�API�, which is defined in two dimensions as

P =
A


2 , �33�

where A is the area over which the amplitude of the point-
spread function �i.e., the image of an omnidirectional point
scatterer� is greater than some threshold below its maximum
value, and 
 is the wavelength at the center frequency.
Therefore, the function P depends on the imaging point and
the threshold value.

The specifications of a commercial 64-element array
�manufactured by Imasonic, Besançon, France� were used
for the modeling. The array has an element pitch of �x
=0.63 mm and a total length of L=40 mm. The simulated
specimen was mild steel with a longitudinal wave velocity of
5900 m/s. The directivity function of the array elements was
modeled using formulas �4� and �5�. The transmitted signal
was a Hanning windowed toneburst with a center frequency
of 5 MHz.

The API maps corresponding to a �20 dB threshold for
the TFM and the wavenumber algorithm were calculated in
Ref. 4. It has been shown4 that the wavenumber algorithm
provides a marginally better point-spread function than the
TFM. In this paper the API as a function of the threshold
value is investigated.

Figure 3 shows the dependence of the API for different
imaging algorithms on the threshold value for two different
point omnidirectional scatterers located at the same depth z
=20 mm from the array. The x-coordinate was taken equal
to the center of the array �x0=0� for the first scatterer and the

end of the array �x0=L /2� for the second scatterer. It is seen
that the wavenumber algorithm and back-propagation
method have approximately the same API for all threshold
values. Moreover, all three imaging methods provide very
similar resolution for threshold values greater than �26 dB
for the first scatterer and for threshold values greater than
�32 dB for the second scatterer. For lower thresholds the
API corresponding to the TFM increases much faster than
APIs for the wavenumber and back-propagation methods.
For example, at �40 dB threshold, the resolution of the
wavenumber and back-propagation methods is about 1.7
times better than the resolution of TFM for the scatterer in
the middle of the array and about 1.2 times better for the
scatterer at the end of the array. Note that in both cases the
wavenumber algorithm has slightly better resolution. This is
expected since the scatterers are omnidirectional and this as-
sumption is implied in the wavenumber algorithm.

VII. EXPERIMENTAL EXAMPLES

In order to illustrate the performance of different imag-
ing methods two experiments were set up. The 64-element
Imasonic array with 5-MHz center frequency described
above was used for imaging in all the experiments.

The first experiment was performed on a mild steel
block with dimensions 160�80�20 mm3. The velocity of
the bulk longitudinal wave is approximately 5900 m/s, so the
element pitch is 0.53
0, where 
0=1.18 mm is the wave-
length at the center frequency. Five circular holes with 1 mm
diameter were drilled through the side of the specimen, as
schematically illustrated in Fig. 4�a�.

The TFM image is shown in Fig. 5�a�, and the image
obtained by the back-propagation method is shown in Fig.
5�b�. The images obtained by the wavenumber algorithm
have approximately the same signal-to-noise ratio and reso-
lution as the back-propagation images and, therefore, are not
shown. Note that all processing was performed using posi-
tive frequencies only and then the absolute value of the im-
age function was taken. This is equivalent to the extraction
of the envelope of the image.

For this example the Nyquist frequency is about 10 MHz
and the element pitch is equal to the half wavelength at the
center frequency of 5 MHz. Therefore, at frequencies greater

(b)(a)

FIG. 3. Dependence of the array performance indicator on the threshold
level for the point scatterers with x-coordinates corresponding to the �a�
center of the array and �b� end of the array.

(a)

(b)

FIG. 4. Schematics of experimental samples. �a� Sample 1 with five side-
drilled holes of 1 mm diameter, and �b� sample 2 with 1-mm-diameter hole
and five through-thickness slots of 1 mm length at various orientations.
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than the center frequency, the Nyquist criterion is not satis-
fied and grating lobes should appear in the image. However,
it can be seen that all methods give similar signal-to-noise
ratio of about 45 dB, which can be explained by the scatter-
ing behavior of the scatterers. In this case the scattered en-
ergy is contained mainly in the non-wrapped part of the
wavenumber spectra and, hence, the amplitude of the grating
lobes is below �45 dB for all imaging methods. Therefore,
in this situation, the wavenumber and back-propagation
methods have no improvement over the TFM in terms of the
signal-to-noise ratio. However, as has been predicted, there is
some improvement in the resolution. For example, the �40
dB API of the scatterer located in the middle of the array is
8.5 for the TFM and 7 and 6.5 for the asymptotic back-
propagation and asymptotic wavenumber methods, respec-
tively.

The second experiment was performed on an aluminum
block with dimensions 90�50�20 mm3. The velocity of
the bulk longitudinal wave is approximately 6400 m/s, so the
element pitch is half of the wavelength at the center fre-
quency. Six reflectors were machined into sample, as sche-
matically shown in Fig. 4�b�. The first reflector is a 1-mm-
diameter through-thickness hole and the other reflectors are
through-thickness slots at various orientations. A detailed de-
scription of the experimental setup and parameters of the
reflectors can be found in Ref. 16.

The results of processing the data using the TFM and the
back-propagation method are shown in Fig. 6. It is seen that
the back-propagation method provides a signal-to-noise ratio
of about 45 dB. However, for this configuration of the array
and scatterers, grating lobes appear in the TFM image at

about �35 dB. Therefore, in this case, the wavenumber and
back-propagation methods could be regarded as an improve-
ment over the TFM. The main effect here is given by the
spatial filters fwn and fbp �formulas �26� and �27�� compared
to the TFM coefficients that have equal amplitudes. Note that
these filters also reduce the amplitude of the scatterers on the
image located at large angles 	T and 	R. For example, the
amplitudes of the first and the sixth scatterer on the back-
propagation image are smaller than the amplitudes of the
same scatterers on the TFM image.

VIII. CONCLUSION

A general mathematical model of the ultrasonic
transmit-receive array data has been developed. Such a
model provides a unified basis for the post-processing of
array data in order to obtain an image. Different imaging
algorithms have been expressed in the form of a linear su-
perposition of transmit-receive signals in the frequency do-
main with some focusing coefficients. The equivalent coeffi-
cients for each processing algorithm have been derived and
the difference between approaches has been discussed. In the
general case the most appropriate imaging method is the
back-propagation method, which is based on the back-
propagation of the angular spectrum of transmit-receive sig-
nal. In a similar manner to the wavenumber algorithm,4 the
back-propagation method can be efficiently implemented us-
ing Fourier transforms, which provide superior computa-
tional performance. On the other hand, TFM type formula
�20� is ideally suited for parallel processing. Also the Fourier
domain implementation has a heavy computer memory load
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FIG. 5. Results from sample 1 processed with �a� TFM and �b� back-
propagation method.
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compared with the TFM, which makes it impractical for 3D
imaging with 2D arrays. In this case the TFM type imple-
mentation is more preferable.
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Mode filtering is most commonly implemented using the sampled mode shapes or pseudoinverse
algorithms. Buck et al. �J. Acoust. Soc. Am. 103, 1813–1824 �1998�� placed these techniques in the
context of a broader maximum a posteriori �MAP� framework. However, the MAP algorithm
requires that the signal and noise statistics be known a priori. Adaptive array processing algorithms
are candidates for improving performance without the need for a priori signal and noise statistics.
A variant of the physically constrained, maximum likelihood �PCML� algorithm �A. L. Kraay and
A. B. Baggeroer, IEEE Trans. Signal Process. 55, 4048–4063 �2007�� is developed for mode
filtering that achieves the same performance as the MAP mode filter yet does not need a priori
knowledge of the signal and noise statistics. The central innovation of this adaptive mode filter is
that the received signal’s sample covariance matrix, as estimated by the algorithm, is constrained to
be that which can be physically realized given a modal propagation model and an appropriate noise
model. Shallow water simulation results are presented showing the benefit of using the PCML
method in adaptive mode filtering. © 2010 Acoustical Society of America.
�DOI: 10.1121/1.3327799�

PACS number�s�: 43.60.Mn �EJS� Pages: 2385–2391

I. INTRODUCTION

Buck et al.1 presented a unified framework for mode
filtering using a model of the underwater environment con-
taining propagating modes plus noise. Nonadaptive linear
mode filters such as the sampled mode shapes and pseudo-
inverse filters were analyzed and the MAP filter was pre-
sented to make use of signal and noise statistics and showed
a significant performance improvement. However, the statis-
tics are required to be known a priori. This paper proposes
an adaptive mode filter based on the minimum power distor-
tionless response �MPDR� beamformer that uses pressure
field statistics estimated from the data. However, in a non-
stationary environment there are often an insufficient number
of snapshots available to accurately estimate the required sta-
tistics. Kraay2 presented a physically constrained, maximum
likelihood �PCML� method for using knowledge of the spa-
tial environment to estimate the statistics using fewer snap-
shots. This paper adapts the PCML method to the underwater
mode estimation problem using adaptive mode filters based
on the MPDR and MAP frameworks.

The remaining sections of the introduction introduce the
signal and noise model used in this paper and describe sev-
eral established mode filtering techniques—the sampled
mode shapes, pseudoinverse, diagonally weighted pseudoin-
verse, reduced rank pseudoinverse, and maximum a poste-
riori �MAP� mode filters. Section II describes the MPDR
mode filter and a diagonal weighting technique to address the
snapshot deficiency problem. Section III outlines the PCML
algorithm developed by Kraay for a spatial beamformer. Sec-
tion IV describes the adaptation of the PCML algorithm for
the mode estimation problem. Lastly, Sec. V presents the

performance of the various mode filters in a shallow water
simulation and Sec. VI summarizes the main conclusions of
this paper.

A. Modes as basis functions

Modes are physically motivated, orthogonal basis func-
tions for the vertical sound field. They are derived from so-
lutions to the wave equation and are dependent on frequency
and environmental conditions, such as water depth, tempera-
ture, salinity, and bottom properties.3 Equation �1� shows the
pressure field as a sum of modes, where p�z , f� is the com-
plex acoustic pressure at frequency f and depth z, dm is the
mode coefficient of the mth mode, and �m�z , f� is the mth
mode shape as a function of depth and frequency,

p�z, f� = �
m

dm�f��m�z, f� . �1�

B. Signal and noise model used

Equation �2� shows the signal model used to represent
the sound pressure field,

�p�z1�
]

p�zN�
� = ��1�z1� ¯ �M�z1�

] � ]

�1�zN� ¯ �M�zN�
�� d1

]

dM
� + �n�z1�

]

n�zN�
� , �2�

where n�z� is the noise received by the sensor at depth z. The
functional dependence of all quantities on frequency has
been dropped for notational convenience. In this paper, the
mode shapes, �, are assumed known a priori and the goal is
to estimate the complex mode coefficients d given measure-
ments of the pressure field p. Written in vector notation, the
above equation becomes

a�Author to whom correspondence should be addressed. Electronic mail:
jcpapp@mit.edu
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p = �d + n , �3�

where � is the matrix of sampled mode shapes at a particular
frequency

� = ��1�z1� ¯ �M�z1�
] � ]

�1�zN� ¯ �M�zN�
� , �4�

and d is a vector of complex-valued mode amplitudes and is
assumed to be zero mean. A spatially white �SW� noise
model is used in this paper. The SW noise model assumes the
noise is complex valued and zero mean, with the noise at
each hydrophone uncorrelated with noise at all of the other
hydrophones. Assuming that the noise has save variance at
each sensor, the covariance matrix for this type of noise is

Rn = �2I . �5�

Often noise is contained in the propagating modes as well,
and this type of noise is described by the Kuperman–Ingenito
model.4 The goal of mode filtering, however, is to simply
estimate the coefficients of the received energy in each mode
and not to distinguish between signal and noise contained in
the modes. Determining what part of the mode amplitude is
from signal and what part is from noise is an application
specific problem. Therefore, only spatially white noise will
be considered in this paper.

C. Established mode filtering techniques

This section outlines several established mode filtering
techniques. Mode filters estimate the complex-valued ampli-
tude of a particular mode at a particular frequency given the
measured vertical pressure field and knowledge of the mode
shapes. Further information about the mode filtering tech-
niques can be found in Ref. 1. Equation �6� expresses the
estimated mode amplitudes as a function of the vertical pres-
sure field and a linear mode filter, H.

d̂ = Hp . �6�

The remaining part of this subsection lists several choices for
H that can be used in estimating the mode amplitudes.

�a� Sampled mode shape �SMS� mode filter.

HSMS = ��1�z1� ¯ �1�zN�
] � ]

�M�z1� ¯ �M�zN�
� = �H. �7�

�b� Pseudoinverse �PI� mode filter.

HPI = ��H��−1�H. �8�

�c� Diagonal weighting on pseudoinverse mode filter.

HDW = ��H� + �I�−1�H, �9�

where � is real valued and greater than zero.
�d� Reduced rank pseudoinverse mode filter. Let the singular

value decomposition of � be

� = USVT, �10�

where S is a diagonal matrix consisting of the singular values
of �, and U and V are orthogonal matrices representing the
eigenvectors of ��T and �T�, respectively. The reduced
rank pseudoinverse mode filter can be written as

HRR = �+ = VS+UT, �11�

where S+ is the pseudoinverse of the diagonal matrix S,
where the inverses of diagonal elements less than some
threshold �1/100 of the maximum diagonal value for this
paper� are set to zero.5

�e� MAP mode filter.

HMAP = �Rd
−1 + �HRn

−1��−1�HRn
−1, �12�

where Rd is the covariance matrix of the mode coefficients
and Rn is the noise covariance matrix. This assumes that the
mode amplitude coefficients and noise are jointly Gaussian
random variables and that the mode amplitude coefficients
are independent of the noise.

II. MINIMUM POWER DISTORTIONLESS RESPONSE
MODE FILTER

The MPDR mode filter minimizes the filter output
power subject to the constraint that the desired mode is
passed with a gain equal to 1. It is based on the MPDR
beamformer used in spatial array processing, with a substi-
tution of the mode shape vector in place of the spatial steer-
ing vector.6–8 The goal is to minimize contributions from
interfering signals and noise while preserving the signal
propagating in the desired mode. Let the received vertical
pressure field be p and the desired mode be n. wn is the
weight vector that filters for mode n, with the output of the
mode filter being wn

Hp. The MPDR filter is defined by the
following constrained optimization problem:

wn = arg min
wn

E��wn
Hp�2�

= arg min
wn

wn
HRpwn such that wn

H�n = 1. �13�

The solution is given by9,10

wn =
Rp

−1�n

�n
HRp

−1�n

, �14�

where Rp is the covariance matrix of the vertical pressure
field at a particular frequency. In practice, Rp is not known a
priori and must be estimated from the received data. The
sample covariance matrix is one option for estimating Rp,
but it requires a large number of snapshots to accurately
estimate the matrix. The linear mode filter H that estimates
all the modes together is formed by combining the weights
for each mode:
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HMPDR = �
w1

H

w2
H

]

wM
H
� . �15�

The sample covariance matrix, R̂data, defined as

R̂data =
1

L
�

l=1,. . .,L
Xl���Xl���H �16�

is often used as the estimate of Rp, where Xl��� is the array
snapshot vector at frequency �.6 This matrix is the uncon-
strained maximum likelihood estimate of the covariance

matrix.11 R̂data is a good approximation of the true matrix
only when a large number of snapshots are used. An inad-
equate number of snapshots results in poor adaptive algo-
rithm performance.6,12

A diagonal weighting technique may be used on the
sample covariance matrix to compensate for an inadequate
number of snapshots and improve filter performance, similar
to the diagonally weighted PI filter.6,13 When the weighting

factor, �, increases by a large amount, R̂DW becomes propor-
tional to the identity matrix and the diagonally weighted
MPDR filter becomes the same as the SMS filter.

R̂DW = R̂data + �I . �17�

III. PCML METHOD

This section describes a physically constrained, maxi-
mum likelihood method for estimating the spatial covariance
matrix used in adaptive filters. This method was proposed by
Kraay in 2003.2 The goal of the PCML method is to improve
adaptive array processing methods under snapshot-deficient
conditions. The algorithm determines the maximum likeli-
hood estimate of the spatial covariance matrix subject to
known physical constraints. The physical constraints come
from our knowledge that the received signal is composed of
a propagating component plus spatially white sensor noise.
As a result of the physical constraints, fewer snapshots are
required to obtain an accurate estimate of the spatial covari-
ance matrix.

A. PCML covariance matrix estimate

The signal snapshots are modeled as series of indepen-
dent, identically distributed �i.i.d.� zero-mean complex
Gaussian random vectors �CGRVs�. The joint probability
density function of L such snapshots is14

p�Xl, . . . ,XL� = 	
l=1,. . .,L

1

�N�R�
e−Xl

HR−1Xl, �18�

where R is the covariance matrix of those snapshots and N is
the number of elements in each vector X. The ML estimate
of this covariance matrix given the received snapshots is

R̂ML = arg max
R

p�X1, . . . ,XL�

= arg max
R

	
l=1. . .L

1

�N�R�
e−Xl

HR−1Xl

= arg max
R

�−NL�R�−Le−�l=1. . .L−Xl
HR−1Xl

= arg max
R

− log�R� −
1

L
�

l=1,. . .,L
Tr�Xl

HR−1Xl�

= arg max
R

− log�R� − Tr
 1

L
�

l=1,. . .,L
R−1XlXl

H�
= arg max

R
− log�R� − Tr�R−1R̂data� , �19�

where L�R , R̂data�=−log�R�−Tr�R−1R̂data� is the log-
likelihood function. There is no closed form solution for the
R that maximizes this log-likelihood function when the
physical constraint of Eq. �20� is imposed. It is, however,
possible to use derivatives of the likelihood function in an
iterative approach to finding the constrained ML estimate.
Kraay2 derived this method for a spatial beamformer. The
covariance matrix is separated into its propagating compo-
nent plus spatially white sensor noise,

�R�ij = �2�ij +
1

�2��3�
��k�

P��,k��v�k��i�vH�k�� jdk ,

�20�

where �v�k��n=e−jkTpn is the nth element of the array mani-
fold vector, pn is the location of the nth array element, k is
the spatial wavenumber vector, and P�� ,k� is the frequency
wavenumber power spectrum. ��k� is the region of support
of the wavenumber field imposed by the wave equation,
k=2� /	=� /c.

B. Iteration structure

The PCML algorithm iterates between estimating R
given current estimates of P�� ,k� and �2 and using the gra-
dient of the likelihood function with respect to P�� ,k� and

�2 to update P̂m�� ,k� and �̂m
2 , where the subscript m denotes

the estimate of the quantity at the mth iteration. The structure
is shown in Fig. 1 and is discussed in detail in Secs. III C and
III E.

FIG. 1. Iteration used in the PCML algorithm to find the constrained maxi-
mum likelihood spatial covariance matrix estimate.
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C. Initialization

The PCML algorithm initializes its estimate of the cova-

riance matrix with the sample covariance matrix, R̂0= R̂data.
The initial frequency wavenumber spectral estimate, P�� ,k�,
is estimated using the MPDR estimator,8

P̂0��,kn� = wMPDR
H �kn�R̂datawMPDR�kn�

=
1

vH�kn�R̂data
−1 v�kn�

. �21�

The white noise power estimate is initialized as one-tenth the

average diagonal value of R̂data since it is physically re-
stricted to lie between zero and the smallest diagonal value

of R̂data.

�̂0
2 =

1

10N
Tr�R̂data� . �22�

D. Covariance matrix update

The first iterative step is to obtain a new estimate of the
covariance matrix. This is done by inverse Fourier trans-
forming the frequency wavenumber spectrum with respect to
the wavenumber vector k.

�R̂m�ij = �F−1�P̂m−1��,k� + �̂m−1
2 ��i,j = �̂m−1

2 �ij

+
1

�2��3�
��k�

P̂m−1��,k�e−jkT�pi−pj�dk , �23�

where P̂m−1�� ,k� is the estimate of the power at frequency �
coming from the direction specified by k at iteration m−1.

Since P̂m can only be calculated at discrete points, a covari-
ance matrix taper is used to smooth the estimates of propa-
gating energy around the discrete spatial plane wave

samples. Each sample, P̂m−1�� ,k�, is approximated as a
weighted, shifted window in k-space,

P̂m−1��,k� = �
n

�P̂m−1��,kn�W�k − kn�� , �24�

where kn is the nth sample of k at which the frequency
wavenumber spectrum is calculated. The integral in Eq. �23�
then becomes a summation,

�R̂m�ij = �̂m−1
2 �ij + 
�

n

P̂m−1��,kn�e−jkn
T�pi−pj��Wij , �25�

where Wij is the inverse Fourier transform of the covariance
matrix taper.15,16 The taper primarily used by Kraay was a
uniform window given by13

W�u� = W�ux,uy�

= �1 for �ux� 
 �u/2 and �uy� 
 �u/2
0 otherwise,

�
�26�

where u is the wavenumber vector, normalized by 2� /	, and
�u is the wavenumber grid spacing. The inverse Fourier
transform of this window is

Wi,j =� W�u�e+j�2�/	�uT�pi−pj�du

= �u sinc
2�

	

�u

2
�pi,x − pj,x���u sinc

�
2�

	

�u

2
�pi,y − pj,y�� . �27�

E. Power spectrum and noise power updates

The power spectral density estimates of the power in
each mode are updated using the gradient of the likelihood
function �Eq. �19�� with respect to the power estimates.

The gradient with respect to the power at a given wave-
number is given by

�L�R̂m,R̂data�

� P̂m��,kn�
= − vH�kn�R̂m

−1v�kn�

+ vH�kn�R̂m
−1R̂dataR̂m

−1v�kn� �28�

and the gradient with respect to the white noise power is
given by

�L�R̂m,R̂data�
��̂m

2 = Tr��R̂m
−1R̂data − I�R̂m

−1� . �29�

The second order gradient can be used to verify that a maxi-
mum of the likelihood function is reached and not a mini-
mum. The multiplicative update proposed by Kraay provides
a convenient mapping between the gradients of the likeli-
hood function and a multiplicative scaling factor. The update
is chosen such that when the gradient of the likelihood func-
tion is zero, the power estimates remain unchanged. The
scale factor increases monotonically for a positive gradient
and decreases monotonically for a negative gradient.

FIG. 2. Shallow water sound speed profile and mode shapes at 200 Hz.
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P̂m��,kn� =� P̂m−1��,kn�� A − 1

e�/2 − 1
�earctan��L/��P̂m−1��,kn��� − 1� + 1�,

�L

� P̂m−1

� 0

P̂m−1��,kn�� B − 1

e−�/2 − 1
�earctan���L/��P̂m−1��,kn��� − 1� + 1� otherwise, � �30�

where A and B are the scale’s upper and lower limits, and 
and � are parameters that control how quickly the algorithm
steps as a function of the gradient. For the white noise power
update, Kraay used an additive form since it offered better
stability in her environment.

�̂m
2 = �̂m−1

2 + 10−4 �L
��̂m−1

2 �� �2L
���̂m−1

2 �2� . �31�

The PCML algorithm iterates for a number of iterations until
the covariance matrix estimate has converged to its most
likely value. The PCML frequency wavenumber spectrum

estimates are the values of P̂m�� ,k� at the final iteration of
the algorithm. The likelihood function can be calculated at
each iteration to provide an indication of whether the algo-
rithm has converged, and a stopping condition can be formed
based on this. Kraay chose to run the algorithm for 50 itera-
tions.

IV. PCML ALGORITHM APPLIED TO MODES

This section describes the application of Kraay’s PCML
algorithm to the problem of estimating complex-valued
mode amplitudes. For the underwater environment model of
Eq. �1�, the covariance matrix of the acoustic pressure field
can be decomposed into a propagating modal component
plus spatially white sensor noise. In this case, there are a
discrete number of propagating modes to sum instead of an
infinite number of spatial plane waves to integrate over, so
no covariance matrix taper is necessary. Thus Eqs. �23� and
�25� become

R̂ = �̂2I + �
n=1,. . .,M

P̂��,�n��n�n
H. �32�

The second change is that instead of steering the beamformer
to a spatial direction, it is steered to a particular mode. The
array steering vector, v�k�, becomes

v�kn� = �n. �33�

With these modifications, the PCML algorithm developed by
Kraay can be applied to determine the maximum likelihood
estimate of the covariance matrix given the physical con-
straint. With each iteration, the PCML algorithm generates
an estimate of the power in each mode and the power of the
spatially white noise. These estimates are used to generate an
estimate of the covariance matrix using Eq. �32�. Once the
PCML algorithm has converged, the PCML-MPDR filter
uses the estimate of the covariance matrix at the final itera-
tion of the PCML algorithm in the MPDR filter, Eqs. �14�
and �15�. The PCML-MAP filter implements a MAP mode
filter using the estimates of the signal and noise statistics
from the final iteration of the PCML algorithm. That is, the

filter assumes that the mode amplitude coefficients are un-
correlated, and the noise is spatially white and calculates

Rd = �
P̂��,�1�2 0 ¯ 0

0 P̂��,�2�2
� ]

] ] � 0

0 . . . 0 P̂��,�M�2
� �34�

and

Rn = �̂2I �35�

in Eq. �12�, using P̂ and �̂2 from the final PCML iteration.

V. PERFORMANCE AND ANALYSIS

A. Simulation setup

This section describes the setup of the shallow water
simulation. The mode coefficient vector, d, is modeled as a
zero-mean complex Gaussian random vector. The noise is
modeled as spatially white. The real and imaginary parts of d
and n are i.i.d. and Gaussian, and therefore their covariance
matrices are real valued.14 The simulation is similar to the
one described by Buck et al.1 for a shallow water environ-
ment. The simulated environment had typical shallow water
sound speed profile and bottom properties and was 80 m
deep. Figure 2 shows the sound speed profile and the corre-
sponding mode shapes at a frequency of 200 Hz.

A vertical array of 20 equally spaced hydrophones was
used. The location of the bottom hydrophone was fixed at 79
m depth and the depth of the top hydrophone was varied
from the water surface to a depth of 40 m �half the water
column�. This gradually reduced the fraction of the water
column that was spanned by the array. For each aperture, 500
trials were run using independent realizations of the mode
coefficients and noise vector. Linear mode filters were ap-
plied to the simulated pressure field to obtain an estimate of
the mode amplitudes. The error criteria are the sample mean

squared errors, d̂−d2, between the estimate of the complex
mode amplitudes and their actual values over the 500 trials.
The total mode energy is included in the plots for reference
and represents the error that would result from estimating
each mode to have zero amplitude. The mode coefficients, d,
were assumed to be an i.i.d., zero-mean, CGRV. Except
where stated otherwise, 25 snapshots were used to initialize
the sample covariance matrix for the PCML algorithms and
for the MPDR filter.
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B. Simulation results

Figure 3 shows the performance of the MPDR filter us-
ing the sample covariance matrix as the number of snapshots
is varied. As was discussed in Sec. II, thousands of snapshots
are required for the covariance matrix to converge to its final
value. When sufficient snapshots are used, the MPDR filter’s
performance matches that of the MAP filter for a full span-
ning array, but is a few dB worse than the MAP filter when
the array span is reduced.

Figure 4 shows the effect of changing the loading pa-
rameter on the diagonally weighted PI filter. With only small
amounts of weighting, the filter still suffers from sensitivity
to white noise as the span of the array is reduced. With large
amounts of weighting, the filter performs poorly, as the am-
plitude of the mode estimates approaches zero. Only when
the correct weighting is applied is the filter able to perform
the same as the MAP filter.

Figure 5 shows the effect of changing the loading pa-
rameter on the diagonally weighted MPDR filter. The filter
converges on the SMS filter as the weighting is increased;
however, it is unable to perform better than SMS.

Figure 6 shows the simulation results for the PCML-
MAP, PCML-MPDR, and reduced rank PI filters. With only
25 snapshots, the PCML-MPDR filter is able to do as well as
the unconstrained MPDR filter using 10 000 snapshots. Fur-
thermore, the PCML-MAP filter performs as well as the
MAP filter that has full knowledge of the signal and noise
statistics. The sawtooth pattern in the reduced rank PI filter is
a result of the changing number of singular values used in
the pseudoinversion as the condition number of � changes.
As the condition number worsens, singular values are
dropped one at a time resulting in the observed pattern.

FIG. 3. Comparison of the performance of the MPDR mode filters as the
number of snapshots used in the sample covariance matrix is varied. The
SMS and MAP filter performances and the total mode energy are included
for reference.

FIG. 4. Comparison of the performance of the diagonally weighted PI filter
as the weighting factor is varied. The SMS and MAP filter performances and
the total mode energy are included for reference.

FIG. 5. Comparison of the performance of the diagonally weighted MPDR
filter as the weighting factor is varied, using 25 snapshots to generate the
sample covariance matrix in the MPDR filters. The SMS and MAP filter
performances and the total mode energy are included for reference. With a
diagonal weighting of 100, the MPDR curve falls on top of the SMS curve.

FIG. 6. Comparison of the performance of the PCML-MAP, PCML-MPDR,
PI, and reduced rank PI filters. The SMS and MAP filter performances and
the total mode energy are included for reference. The PCML algorithms
were initialized with 25 data snapshots.
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VI. CONCLUSIONS

The MPDR filter using the sample covariance matrix
requires a large number of snapshots in order to estimate the
received signal covariance matrix, Rp, with accuracy suffi-
cient for the algorithm to yield satisfactory results. While
diagonal loading of the sample covariance matrix can com-
pensate for an insufficient number of snapshots, the perfor-
mance of the diagonally loaded PI and MPDR algorithms is
sensitive to the choice of the loading parameter. This sensi-
tivity is undesirable in real world applications.

The PCML algorithm uses physical constraints to esti-
mate Rp and the second order statistics of the mode ampli-
tudes and noise. When the resulting Rp is then used in a
MPDR mode filter, it is found that the snapshot requirement
can be reduced by over two orders of magnitude without
sacrificing the resulting algorithm performance. Furthermore,
using the same number of snapshots as used for the PCML-
MPDR algorithm, the estimated second order signal and
noise statistics can be used in the MAP mode filter and
achieve the same performance as the MAP mode filter that
has a priori knowledge of these statistics.
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The multiple signal classification �MUSIC� type method has been widely used to detect point-like
scatterers embedded in a homogeneous background medium. This paper extends the MUSIC-type
method to the detection of point-like scatterers that are embedded in an inhomogeneous background.
Although the background Green’s function at each test point is not directly available in
inhomogeneous background scenario, this paper proposes an approach, based on the finite element
method, to simultaneously obtain the Green’s function at all test points. Numerical simulations
illustrate the efficacy of the proposed theory and algorithm presented in this paper, and some
interesting observations, which are absent in homogeneous background scenario, are highlighted
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I. INTRODUCTION

The time-reversal multiple signal classification �MU-
SIC� method has been widely used to detect point-like scat-
terers using either acoustic or electromagnetic waves.1–4

Some references simply refer to it as the MUSIC method.5–7

In this paper, we refer to the method as the MUSIC-type
method.8 The MUSIC method was first developed in the sig-
nal processing community to determine the direction of ar-
rival �DOA�,9 and later was extended to locate point-like
scatterers.1 Reference 5 provides a good link between the
MUSIC method and the DORT �Ref. 10� method �the French
acronym of “decomposition of the time reversal operator”�
by interpreting the DORT operator as a covariance matrix.
To the best of the author’s knowledge, MUSIC-type method
developed so far is mainly for scattering problems with ho-
mogeneous background medium, or at most half-space back-
ground medium, where the closed-form expression of the
corresponding Green’s function is available. We refer to this
scenario as the homogeneous scenario. In comparison, in the
inhomogeneous scenario, where the background medium is
inhomogeneous and the corresponding Green’s function does
not have a closed-form expression, the MUSIC method has
not been reported so far. One of main obstacles for the de-
velopment of the MUSIC-type algorithm for inhomogeneous
scenario is the numerical calculation of the Green’s function
in inhomogeneous background. In order to obtain a pixel in
the MUSIC pseudospectrum, one has to solve once the for-
ward numerical problem in which a point source is placed at
the test point.

This paper extends the MUSIC-type method to the de-
tection of point-like scatterers that are embedded in an inho-
mogeneous background medium. Although the background
Green’s function at each test point is not directly available in
inhomogeneous scenario, the proposed MUSIC-type algo-
rithm uses the finite element method �FEM� to simulta-
neously obtain the background Green’s function at all test

points. It is worth mentioning an interesting observation that
is absent in the homogeneous scenario. In homogeneous sce-
nario, one point-like scatterer corresponds to one singular
value of the multistatic response �MSR� matrix. It is worth
highlighting that this claim applies to the case of a small
amount of scatterers, as discussed in Refs. 1–6, 8, and 10,
and the case of densely distributed random scatterers, as dis-
cussed in Refs. 11 and 12, is beyond the scope of this paper.
In comparison, in the proposed MUSIC-type algorithm for
inhomogeneous scenario, due to the discretization nature of
the numerical algorithm, one point-like scatterer corresponds
to more than one singular value. For example, when one
point-like scatterer is modeled as a square element in the
FEM modeling, one scatterer corresponds to four singular
values. The reason for this is discussed in the paper. Numeri-
cal simulations illustrate the efficacy of the proposed theory
and algorithm. In conclusion, the proposed algorithm in this
paper greatly generalizes the applicability of MUSIC-type
method.

II. FORWARD PROBLEM SOLVER

Consider a two-dimensional acoustic or electromagnetic
�transverse magnetic� scattering problem, in which the field
satisfies the scalar Helmholtz equation. Some a priori known
objects are distributed in an otherwise homogeneous back-
ground medium the wave number of which is k0. The known
objects and the otherwise homogeneous background are re-
ferred to as the known inhomogeneous background, and the
distribution of the wave number of it is denoted as kb�r�,
where r= �x ,y� represents the spacial dependence. A total
number of M small but finite scatterers are embedded in the
known inhomogeneous background. The dimensions of these
scatterers are much smaller than the wavelength so that they
can be referred to as point-like scatterers. The positions of
point-like scatterers are given by rm

s , m=1,2 , . . . ,M. The dis-
tribution of wave number of the scattering system, including
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point-like scatterers and known inhomogeneous background,
is denoted as k�r�. In the inverse scattering problem, to lo-
cate the positions of point-like scatterers, the test domain is
successively illuminated by a number of incident waves and
the scattered waves are measured at an array of receivers. A
total number of Nt transmitters are located at ri

t, i
=1,2 , . . . ,Nt, and a total number of Nr receivers are located
at r j

r, j=1,2 , . . . ,Nr. The forward scattering problem for the
inhomogeneous scenario is solved by the FEM method in
this paper. The FEM is a widely used computational method,
and there is abundance of references on it, for example, Refs.
13 and 14. This section details on the FEM implementation.

The domain of interest D has a closed boundary �D, the
outward normal direction of which is denoted n̂. Transmitters
and receivers are located outside of D, and the medium out-
side of D is homogeneous. For later convenience, the relative
refractive index is introduced as n�r�=k�r� /k0. The relative
refractive index of the known inhomogeneous background
medium is denoted as nb�r�. In D, the total field u�r� satisfies
the Helmholtz equation

��2 + k0
2n2�r��u�r� = 0. �1�

It can be converted to the “weak” form by multiplying both
sides with a testing function T�r� and performing an integral
over D,

� �
D

��T�r� · �u�r� − k0
2n2�r�T�r�u�r��ds

= �
�D

T�r�
�u�r�t��

�n�t�
dt , �2�

where �u /�n means the derivative in the normal direction of
the boundary �D. In the exterior of �D, the total field is the
sum of the incident wave ui�r� and the scattered wave us�r�,
and the latter can be formulated by the Green’s theorem,

us�r� = �
�D
�−

�u�r��t���
�n�t��

G�r,r��t���

+ u�r��t���
�G�r,r��t���

�n�t��
�dt�. �3�

At the boundary �D, the incident field and the total field
satisfy the following equation:

u�r�t�� + �
�D
� �u�r��t���

�n�t��
G�r�t�,r��t���

− u�r��t���
�G�r�t�,r��t���

�n�t��
�dt� = ui�r�t�� , �4�

where t is a parametric variable along �D. Once the total
field on the boundary and its normal derivative are obtained
from Eqs. �2� and �4�, the scattered field is subsequently
obtained from Eq. �3�. In this paper, the FEM is used to solve
for the total field on the boundary and its normal derivative,
as well as the total field in the interior of D.

In this paper, the domain D is discretized into
rectangular-cell meshes. The number of interior nodes is de-
noted as Nint and the number of nodes located on the bound-

ary �D is denoted as Nbou. The mesh size is so small such
that the refractive index is treated as a constant nn within the
nth mesh. The interior total field is expanded in basis func-
tions

u�r� 	 

n=1

Nint

un
intBn�r� + 


n=Nint+1

Nint+Nbou

un
bouBn�r� , �5�

where Bn�r� denotes the basis function centered at node n,
and un

int and un
bou represent the value of total field at that node.

Following Ref. 14, this paper adopts the bilinear basis func-
tion for rectangular cells. The total field at the boundary �D
is automatically given by

u�r�t�� 	 

n=Nint+1

Nint+Nbou

un
bouBn�t� , �6�

where Bn�t� is the projection of Bn�r� onto the boundary.
The notation Jbou�t� is introduced as a shorthand for

�u�r�t�� /�n�t� and it is interpreted as the equivalent surface
source. The Jbou�t� can also be expanded in basis functions as

Jbou�t� 	 

n=1

Nbou

Jn
bouB̃n�t� , �7�

where B̃n�t� denotes the basis function for the equivalent
boundary source and it is chosen as the piecewise-constant
function. For a boundary point with parameter t that is lo-
cated in the nth boundary line element, the value of Jbou�t� is
given by Jn

bou.
If Eqs. �5� and �7� are substituted into Eq. �2�, a total

number of Nint+Nbou linearly independent equations can be
generated using the basis functions as testing functions,

T�r� = Bn�r�, n = 1,2, . . . ,Nint + Nbou. �8�

This method is the well known Galerkin FEM. The resulting
matrix equation has the form

� X� int X� cros,A

X� cros,B X� bou
� · � ūint

ūbou� = � 0̄

Y� · J̄bou
� , �9�

where X� int, X� cros,A, X� cros,B, and X� bou have the common form

X� mn =� �
D

�Bm · �Bn − k0
2n2BmBnds , �10�

and the entries of Y� are given by

Y� mn = �
�D

BmB̃n. �11�

If Eqs. �6� and �7� are substituted into Eq. �4� and in the
meanwhile testing functions are chosen as the Dirac delta
function located in the center of each line element around the
boundary �D, a total number of Nbou linearly independent
equations are generated, which are expressed in matrix form
as
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L� · ūbou + M� · J̄bou = ūi , �12�

where the matrices L� and M� are calculated as integrals over
the line element of the boundary �D, the detail of which can

be found in Ref. 14. The unknowns ūint, ūbou, and J̄bou can be
solved from the linear equation system equations �9� and
�12�. Then the scattered fields at all receivers can be obtained
from Eq. �3� and can be written in an Nr-dimensional vector,

ūs = − L� s · ūbou − M� s · J̄bou, �13�

where L� s and M� s are similar to L� and M� , respectively, with
only minor differences.

The above FEM formulation has been validated numeri-
cally. For serval scattering configurations, the scattered fields
calculated by the FEM method agree well with those ob-
tained by the method of moment14 and the coupled dipole
method,15 and the difference between them is negligibly
small.

III. MUSIC-TYPE ALGORITHM

For each incidence, the scattered fields received at all
receivers are written in an Nr-dimensional vector. For all Nt

incidences, a scattering matrix K� of dimension Nr�Nt is
generated, called the MSR matrix. The singular value de-

composition �SVD� of K� is given by K� =
�pūpv̄p
H, where the

superscript H denotes Hermitian. The subspace spanned by
the left singular vectors �ūp, with �p�0� corresponding to
positive singular values is orthogonally complementary to
the subspace spanned by the left singular vectors �ūp, with
�p=0� corresponding to vanishing singular values. These
two subspaces are referred to as the signal subspace and
noise subspace, respectively. For point-like scatterers, the
signal subspace is the same as the subspace spanned by the
background Green’s function vectors evaluated at point-like
scatterers, ḡb�r�= �Gb�r1

r ,r� ,Gb�r2
r ,r� , . . . ,Gb�rNr

r ,r���, for
r=r1 ,r2 , . . . ,rM, where Gb denotes background Green’s
function and the superscript � denotes transpose operator.

MUSIC method locates point-like scatterers by identify-
ing the �ideally infinitely large� peaks of the pseudospectrum,

��r� = � 

�p=0

�ūp
Hḡb�r��2�−1

. �14�

For homogeneous medium background, the background
Green’s function is available in closed form. However, for
inhomogeneous medium background, the closed form back-
ground Green’s function is not available. If the background
Green’s function vector ḡb�r� is numerically calculated by
solving a forward problem for every test point r of the do-
main D, the computational burden is prohibitively high. This
paper proposes a method to simultaneously obtain the back-
ground Green’s function vectors for all test points.

To proceed, the total field in the known inhomogeneous
medium background ub�r�, i.e., in the absence of point-like
scatterers, also satisfies the Helmholtz equation,

��2 + k0
2nb

2�r��ub�r� = 0. �15�

The combination of Eqs. �15� and �1� yields

��2 + k0
2nb

2�r���u�r� − ub�r�� = − k0
2�n2�r� − nb

2�r��u�r� .

�16�

The right hand side is interpreted as the induced source,
which is also called secondary source or contrast source.16

The right hand side is written in shorthand as −Jcon�r�, and
the contrast field u�r�−ub�r� is denoted as uc�r�. It is easy to
see that scattered contrast field can be understood as the rera-
diated field by the contrast source. The application of Galer-
kin FEM, as done in Sec. II, to Eq. �16� yields a linear
equation system

� X� b
int X� b

cros,A

X� b
cros,B X� b

bou � · � ūc
int

ūc
bou� = � Z� int Z� cros,A

Z� cros,B Z� bou
� · J̄con

+ � 0̄

Y� · J̄c
bou� , �17�

where X� b
int, X� b

cros,A, X� b
cros,B, and X� b

bou are defined as the inho-
mogeneous background �in absence of point-like scatterers�
counterpart of Eq. �10�, and Z� int, Z� cros,A, Z� cros,B, and Z� bou have

the common form as Z� mn=��DBmBnds. Since there is no con-
trast in incident field, the linear equation system generated at
the boundary, Eq. �12�, becomes

L� · ūc
bou + M� · J̄c

bou = 0. �18�

The substitution of Eq. �18� into Eq. �17� yields

� X� b
int X� b

cros,A

X� b
cros,B X� b

bou + Y� · M� −1 · L�
� · � ūc

int

ūc
bou�

= � Z� int Z� cros,A

Z� cros,B Z� bou
� · J̄con. �19�

For convenience, the matrices on the left and right hand sides

can be denoted as A� and B� , respectively. Furthermore, define

the matrix P� , which picks up the boundary nodes out of all

nodes, as �0�Nbou�Nint
, I�Nbou�Nbou

�, where I� denotes identity ma-
trix. Thus, the contrast field at the boundary is obtained from
Eq. �19�,
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FIG. 1. �Color online� The exact configuration of the inhomogeneous back-
ground and point-like scatterers. The inhomogeneous background is a square
of side length 0.8�. The color bar represents the value of the square of
relative refractive index, i.e., n2.
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ūc
bou = P� · A� −1 · B� · J̄con. �20�

Finally, the scattered contrast field is obtained from Eq. �13�,
after the substitution of Eqs. �18� and �20�,

ūc
sca = �− L� s + M� s · M� −1 · L� � · P� · A� −1 · B� · J̄con, �21�

which is written in a compact form as ūc
sca=W� · J̄con. It is

obvious that the columns of W� are the background Green’s
function vectors ḡb�r� evaluated at all nodes.

Define the background MSR matrix K� b as the back-

ground �in absence of point-like scatterers� counterpart of K� .
Subsequently, the contrast multistatic response matrix is de-

noted as K� c=K� −K� b. After the SVD of K� c, the pseudospec-
trum is obtained from Eq. �14�. For inhomogeneous back-
ground scattering problem, Eq. �21� shows that the
background Green’s function vectors for all nodes are simul-
taneously obtained, which results in a fast generation of the
pseudospectrum.

IV. NUMERICAL SIMULATION

To test the performance of the proposal MUSIC method,
this section considers two numerical examples. In both nu-

merical examples, the domain of interest D is a square of
side length �, where �=2� /k0 denotes the wavelength, and
D is discretized into 40�40 square elements. The numbers
of transmitters and receivers are both 40, and they are uni-
formly distributed on a circle of radius 3�.

In the first numerical example, the inhomogeneous back-
ground medium is a square of side length 0.8� centered at
the origin, and its relative refractive index is 2, as shown in
Fig. 1. Two point-like scatterers are located at �−0.1� ,
−0.1�� and �0.2� , 0.1��, and their relative refractive indices
are 3 and 2, respectively. In the absence of noise, the sin-
gular values of the contrast MSR matrix are plotted in Fig. 2.
Unlike the homogeneous background scenario where the
number of dominant singular values is equal to the number
of point-like scatterers, Fig. 2 illustrates that, in inhomoge-
neous background scenario, there are eight dominant singu-
lar values for two point-like scatterers. The reason for this
interesting observation lies in the FEM implementation of
the forward scattering problem. Each point-like scatterer is
represented by a square element, and the contrast source is
distributed in this square element. Since the contrast source
within the square element is represented by the bilinear in-
terpolation of the contrast sources at four corner nodes, each
scatterer corresponds to four singular values. Treating the
first eight left singular vectors as the basis of the signal sub-
space and the rest as the basis of the noise subspace, the
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FIG. 2. �Color online� Singular values of the contrast multistatic response
matrix in the absence of noise in the first numerical example.
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FIG. 3. �Color online� MUSIC pseudospectrum of the first numerical ex-
ample �in the absence of noise�.
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FIG. 4. �Color online� Singular values of the contrast multistatic response
matrix in the presence of 20 dB additive white Gaussian noise in the first
numerical example.
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FIG. 5. �Color online� MUSIC pseudospectrum of the first numerical ex-
ample �in the presence of 20 dB additive white Gaussian noise�.
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MUSIC pseudospectrum is given by Fig. 3. Both scatterers
are correctly located, except that the sizes of the peaks in the
pseudospectrum are four times of the actual sizes of scatter-
ers due to the aforementioned reason. Next, 20 dB additive
white Gaussian noise is added to the contrast MSR matrix,

and the singular values of the noise-contaminated K� c is
shown in Fig. 4, which illustrates that only two singular val-
ues are dominant. This fact is expected since four corner
nodes of a square element are so close to each other that the
Gaussian noise blurs the distinction of contributions of four
corner nodes to the scattered contrast field. Treating the first
two left singular vectors as the basis of the signal subspace
and the rest as the basis of the noise subspace, the MUSIC
pseudospectrum is given by Fig. 5, which shows that both
scatterers are correctly located.

In the second numerical example, the inhomogeneous
background medium, as shown in Fig. 6, is a square wall,
with the outer side length 0.8� and inner side length 0.6�,
and its relative refractive index is 2. Three point-like scat-
terers are located in the domain of interest. The first two
scatterers are the same as those in the first numerical ex-
ample. The third one is located at �−0.35� , 0.3��, and its
relative refractive index is 1. It is easy to see that the third
scatterer is a bubble inside the wall. In the absence of noise,
the singular values of the contrast MSR matrix are plotted in

Fig. 7, which illustrates 12 dominant singular values. This
observation agrees with the aforementioned explanation that
each scatterer corresponds to four singular values. Treating
the first 12 left singular vectors as the basis of the signal
subspace and the rest as the basis of the noise subspace, the
MUSIC pseudospectrum is given by Fig. 8. All three scatter-
ers are correctly located. Next, 10 dB additive white Gauss-

ian noise is added to K� c, the singular values of which are
shown in Fig. 9, where three singular values are dominant.
This observation also agrees with the aforementioned rea-
sons. Treating the first three left singular vectors as the basis
of the signal subspace, the MUSIC pseudospectrum is given
by Fig. 10, which shows that all three scatterers are correctly
located.

V. DISCUSSION AND CONCLUSION

In the proposed FEM implementation, the finite element
is chosen to be square element because of ease of generation
and visualization, which is greatly desirable in inverse prob-
lems. During the implementation of the MUSIC-type method
proposed in Sec. III, the inverse operators appearing in Eqs.
�20� and �21� are only symbolic, and in practice, there is no
need to obtain the explicit inverse of a matrix. For example,
in MATLAB software, the matrix left division is used to solve
a linear equation. Although the proposed MUSIC-type
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FIG. 6. �Color online� The exact configuration of the inhomogeneous back-
ground and point-like scatterers. The inhomogeneous background is a closed
wall of outer side length 0.8� and inner side length 0.6�. The color bar
represents the value of the square of relative refractive index, i.e., n2.
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FIG. 7. �Color online� Singular values of the contrast multistatic response
matrix in the absence of noise in the second numerical example.
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FIG. 8. �Color online� MUSIC pseudospectrum of the second numerical
example �in the absence of noise�.
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FIG. 9. �Color online� Singular values of the contrast multistatic response
matrix in the presence of 10 dB additive white Gaussian noise in the second
numerical example.
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method is for detection of point-like scatterers, it can also be
applied to determine the approximate geometric shapes of
large scatterers. The homogeneous counterpart of this work
has been done in Ref. 17. For inhomogeneous scenario, this
research work will be investigated in the future study and
will be published somewhere.

This paper extends the MUSIC-type method to the de-
tection of point-like scatterers that are embedded in an inho-
mogeneous background, thus greatly generalizing the appli-
cability of MUSIC-type method. Although the background
Green’s function at each test point is not directly available in
inhomogeneous scenario, the proposed MUSIC-type algo-
rithm uses the finite element method to simultaneously ob-
tain the background Green’s function at all test points. An
interesting fact, which is absent in homogeneous scenario, is
observed that one point-like scatterer corresponds to four
singular values if a point-like scatterer is modeled as a square
element in the finite element modeling. This is due to the fact
that the contrast source within the square element is repre-
sented by the bilinear interpolation of the contrast sources at
four corner nodes of the square elements. It is stressed that
this is due to the discretization nature of the numerical algo-
rithm instead of the inhomogeneous nature of the back-
ground. Numerical simulations in both noise free and noisy
cases illustrate the efficacy of the proposed theory and algo-
rithm.
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Lizard ears produce otoacoustic emissions with characteristics often strikingly reminiscent of those
measured in mammals. The similarity of their emissions is surprising, given that lizards and
mammals manifest major differences in aspects of inner ear morphology and function believed to be
relevant to emission generation. For example, lizards such as the gecko evidently lack traveling
waves along their basilar membrane. Despite the absence of traveling waves, the phase-gradient
delays of gecko stimulus-frequency otoacoustic emissions �SFOAEs� are comparable to those
measured in many mammals. This paper describes a model of emission generation inspired by the
gecko inner ear. The model consists of an array of coupled harmonic oscillators whose effective
damping manifests a small degree of irregularity. Model delays increase with the assumed sharpness
of tuning, reflecting the build-up time associated with mechanical resonance. When tuning
bandwidths are chosen to match those of gecko auditory-nerve fibers, the model reproduces the
major features of gecko SFOAEs, including their spectral structure and the magnitude and frequency
dependence of their phase-gradient delays. The same model with appropriately modified parameters
reproduces the features of SFOAEs in alligator lizards. Analysis of the model demonstrates that the
basic mechanisms operating in the model are similar to those of the coherent-reflection model
developed to describe mammalian emissions. These results support the notion that SFOAE delays
provide a noninvasive measure of the sharpness of cochlear tuning.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3303977�

PACS number�s�: 43.64.Bt, 43.64.Jb, 43.64.Kc �ADP� Pages: 2398–2409

I. INTRODUCTION

Sounds evoked from the ear, known as otoacoustic emis-
sions �OAEs�, provide a noninvasive window on the me-
chanics of hearing. In mammalian ears, two broad classes of
OAE generation mechanisms—so-called “wave-fixed” and
“place-fixed”—have been identified on the basis of emission
phase-versus-frequency functions �Kemp and Brown, 1983;
Shera and Guinan, 1999�. The characteristics of place-fixed
emissions—those with rapidly rotating phases or, equiva-
lently, long phase-gradient delays—appear well described by
the coherent-reflection model �Zweig and Shera, 1995; Tal-
madge et al., 2000; Shera et al., 2005�. In this model, the
emissions arise when pressure-difference waves traveling
within the cochlear duct encounter intrinsic micromechanical
irregularities in the organ of Corti. According to the cochlear
model equations, mechanical irregularities give rise to a re-
verse energy flow through a process analogous to the scat-
tering of waves by perturbations in the impedance of the
medium �e.g., the scattering of light within a medium of
variable refractive index�. Place-fixed OAEs are therefore
also known as “reflection-source” otoacoustic emissions.

Although the coherent-reflection model was developed
to account for mammalian place-fixed OAEs, recent work
shows that a similar place- versus wave-fixed distinction
among OAE mechanisms also pertains in certain non-

mammalian vertebrates such as the chicken and the gecko
�Bergevin et al., 2008�. The existence in lizards of OAEs
with steep phase gradients and other characteristics of mam-
malian reflection-source OAEs presents a serious challenge.
Although lizard ears evidently produce OAEs with spectral
levels and phase gradients comparable to those found in
many mammals �Bergevin et al., 2008�, important aspects of
their inner ear morphology and physiology are rather differ-
ent. Most significantly for models of emission generation,
lizards evidently lack a clear analog of the mammalian trav-
eling wave �e.g., Peake and Ling, 1980; Manley, 1990�, and
their tonotopy is thought to arise micromechanically at the
level of the hair-cell bundle �Manley et al., 1999; Aranyosi
and Freeman, 2004�. Despite these major functional differ-
ences between the inner ears of mammals and lizards, the
striking similarities in their emission characteristics suggest
that the underlying mechanisms of OAE generation are
somehow equivalent �e.g., Köppl, 1995�.

The following conundrum thus arises: If the coherent-
reflection model applies in mammals, how can similar
mechanisms be operating in the lizard, where there are no
waves to be reflected? Alternatively, might some other as yet
unidentified generation mechanism be operating in both
cases? At a minimum, any candidate model must account for
the long phase-gradient delays found in both mammalian and
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non-mammalian ears �typically 1–10 ms or longer, depend-
ing on stimulus frequency and intensity�. These substantial
delays are not due to middle-ear transmission, whose contri-
bution amounts to only several tens of microseconds �e.g.,
Guinan and Peake, 1967; Rosowski et al., 1985; Manley et
al., 1988�. Inner-ear dimensions may play a role but can
hardly be invoked to explain why geckos �whose basilar pa-
pilla measures 1.5–2 mm in length� have phase-gradient de-
lays similar to those of cats �whose basilar membrane is
some 15 times longer�. Thus, although delays associated with
wave propagation presumably contribute in mammals, the
origin of the long delays in non-mammals, especially those
lacking basilar-membrane �BM� traveling waves �or, as in
amphibians, a flexible BM altogether�, remains unclear.

In this paper, we address questions raised by the exis-
tence of long-latency reflection-source OAEs in lizard. In
particular, we develop a simplified model inspired by the
lizard inner ear to determine whether the basic principles and
predictions of coherent-reflection theory might somehow ap-
ply even in the absence of traveling waves. In the process,
we test the conjecture �Shera, 2003; Shera and Guinan, 2008�
that the generation of realistic reflection-source OAEs re-
quires nothing more than a slightly irregular array of tuned
mechanical resonators.

II. A MODEL INSPIRED BY THE GECKO INNER EAR

To explore possible mechanisms of OAE generation, we
adopt a highly simplified model inspired by the functional
anatomy of the gecko inner ear �see Fig. 1�. Detailed descrip-

tions of the anatomy and physiology of the gecko ear are
available elsewhere �e.g., Wever, 1978; Köppl and Authier,
1995; Manley et al., 1999; Bergevin et al., 2008�. Briefly, the
gecko inner ear consists of 1000–2000 hair cells sitting atop
the relatively rigid basilar papilla. Although gecko hair cells
lack the somatic motility characteristic of mammalian outer
hair cells �Köppl et al., 2004�, they presumably manifest
mechanisms of active amplification within their bundles.
Whereas the low-frequency portion of the papilla is covered
by a continuous tectorial membrane, the hair cells sensitive
to frequencies above �1 kHz are covered by discrete sec-
tions of tectorium �sallets�, which couple small groups of
hair cells together into a single radial row �Wever, 1978�.
Although gecko ears apparently lack analogs of BM travel-
ing waves �Manley et al., 1999�, they produce robust otoa-
coustic emissions �Manley et al., 1996; Bergevin et al.,
2008� and have auditory-nerve fiber �ANF� responses with
thresholds and frequency tuning comparable to many mam-
mals �Eatock et al., 1981; Sams-Dodd and Capranica, 1994;
Manley et al., 1999�.

Since our purpose here is to explore the origin of long-
latency OAEs in a mechanical system without basilar-
membrane traveling waves, we simplify the analysis by boil-
ing the many exquisite details of gecko functional anatomy
down to a few idealized mechanical elements. Taken to-
gether, these elements provide perhaps the simplest realiza-
tion of a mechanically tuned inner ear. Although the physical
framework we adopt was inspired by the gecko—and ap-
pears isomorphic to other, more physically and biologically
realistic models of the lizard inner ear �e.g., Weiss et al.,
1985; Authier and Manley, 1995�—we make no attempt to
faithfully represent the complex inner ear morphology or
mechanics of any particular species. Although our model is
therefore an abstract representation of lizard functional
anatomy, it is not unphysical. The hydromechanical system
we describe could, in principle, be built and experimented
upon in the laboratory.

Figure 1 shows a schematic of the model, which consists
of two rigid-walled cavities �the scala vestibuli and tympani�
filled with incompressible fluid and separated by a rigid par-
tition �papilla�. Tuned mechanical elements representing hair
bundles �or groups of hair bundles coupled by sallets� sit
atop the papilla. The pressures in the two scalae �pv and pt�
are driven by the motions of the stapes and round window,
and are presumed uniform throughout their respective cavi-
ties. The papilla and the hair cells on its surface are repre-
sented as linear, passive resonators �e.g., Authier and Man-
ley, 1995; Aranyosi and Freeman, 2004�. The hair-cell
resonators �hereafter referred to as “bundles”� are elastically
coupled to the movement of the papilla. Much like the pa-
pilla in the alligator lizard �Frishkopf and DeRosier, 1983;
Holton and Hudspeth, 1983�, the model papilla rotates about
a longitudinal axis. For simplicity, we locate the axis of ro-
tation along one edge of the papilla, parallel to the x-axis.
For small-angle motions,1 rotation about this axis can be re-
garded as the superposition of a bulk translational motion
and a pure rotation about the center of the basilar membrane
�� in Fig. 1�. The translational motion of the papilla pro-
duces a net vertical fluid displacement that couples to the

FIG. 1. Schematic cross-section of the model showing two chambers filled
with incompressible fluid and separated by a rigid partition �papilla� at-
tached to the left-hand wall by a stiff, lossy hinge �� �. An array of masses
�bundles, n=1, . . . ,N� sits atop the papilla, each coupled to the papilla
through an elastic element. The bundles are arranged longitudinally, parallel
to the x-axis. Vibration of the stapes induces a papilla rotation through the
angle � with the horizontal, which is taken parallel to the y-axis. In the
small-angle limit, rotation of the papilla has two important effects: It moves
the center of the basilar membrane � � � vertically �i.e., parallel to the z-axis�
by an amount �z�r�, where 2r is the papilla width, and it drags the bundles
horizontally through the fluid. The total horizontal displacement of bundle n
is denoted �n. The elastic force on each bundle is taken proportional to its
displacement relative to the top surface of the papilla �i.e., to �n−�y, where
�y �h� is the papilla displacement just below the bundle and h is the papilla
height�. Bundle motion is damped by viscous losses in the fluid. The reso-
nant frequencies and quality factors of the bundle oscillators are taken to
vary systematically along the papilla.
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motion of the stapes, and the rotational motion stimulates the
bundles by dragging them horizontally through the fluid.
Analogues of these two coupled modes of motion have been
observed in the alligator lizard �Aranyosi and Freeman,
2005�.

A. Motion of the papilla and the bundles

The model papilla rotates as a rigid body driven both by
the pressure difference across its surface and by forces from
the bundles. Although the spatial arrangement of the bundles
is not important in the model �due to the rigidity of the
papilla�, we facilitate bookkeeping by assuming that the
bundles are uniformly distributed along the papilla and are
numbered in order of increasing distance from the apical
end. Summing the forces on the papilla, including those from
each of the N bundles, and applying Newton’s second law
yields

I�̈ + R�̇ + K� + h�
n=1

N

kn��y − �n� � rA�pv − pt� , �1�

where diacritical dots represent time derivatives. In this
equation, the clockwise angular displacement of the papilla
about its “hinge” at the left edge is denoted �; the symbols I,
R, and K represent the corresponding rotational mass �mo-
ment of inertia�, damping, and stiffness of the papilla. The
papilla has length L in the x direction, width 2r in the y
direction, and height h in the z direction. Each of the N
bundles acts through an elastic element �stiffness kn� to pro-
duce a torque proportional to its horizontal displacement ��n�
relative to that of the top of the papilla ��y�. The effective
moment arm is the papilla height h; in the small-angle limit,
�y �h�. The quantity rA�pv− pt� on the right represents the
torque arising from the trans-papilla pressure. The moment
arm r is the papilla half-width, and A is the effective area of
the papilla in the xy-plane �A�2rL�. Note that vertical �or
transverse� displacements of the papilla are defined as posi-
tive toward scala tympani �i.e., in the direction produced by
stapes displacements into the inner ear�.

Each bundle is a miniature harmonic oscillator driven by
the elastic element that couples it to the horizontal motion
��y� of the top of the papilla:

mn�̈n + rn�̇n + kn��n − �y� = 0. �2�

The effective mass of each bundle is denoted mn. The damp-
ing force �proportional to rn� is taken to be dominated by the
viscous drag of the bundle as it moves back and forth
through the fluid �assumed stationary in the horizontal direc-
tion�. Exploiting the assumed linearity, we adopt harmonic
time dependence and represent dynamical variables by Fou-
rier coefficients �uppercase� at angular frequency �=2�f
�i.e., �y�t�=�y���ei�t�. Equation �2� then simplifies to

�n =
�y

1 − �n
2 + i�n/Qn

, �3�

where �n is normalized frequency �i.e., �n� f /CFn, with
CFn�	kn /mn /2� representing the resonant frequency of

bundle n� and Qn is the quality factor of the resonance �Qn

�	mnkn /rn�.
Equation �3� for the bundle response is consistent with

previous studies in lizards �e.g., Weiss and Leong, 1985; Au-
thier and Manley, 1995�, which have found that the “micro-
mechanical transfer function” ��n /�y� is well approximated
by a second-order system. Combining Eqs. �1� and �3� and
using the small-angle approximation ����y /h� yields

�y
�i��2I + i�R + K + h2�
n=1

N

kn

− �n
2 + i�n/Qn

1 − �n
2 + i�n/Qn

�
= rhA�Pv − Pt� , �4�

an equation that relates the horizontal displacement of the
papilla beneath the bundle to the driving pressure force.

B. Coupling to the middle ear

The inner ear couples to the middle ear, and thereby to
the external acoustic environment, through the motions of
the oval and round windows. Conservation of mass requires
that the volume velocity of the papilla equal that of the oval
window,

i�A�z = Uow, �5�

where Uow is the volume velocity of the oval window
�stapes� and �z�r� is the mean vertical displacement of the
papilla. Because of fluid incompressibility, the volume ve-
locities of the oval and round windows are equal in magni-
tude but opposite in phase.

The mechanics of the papilla and its bundles can be
represented by an acoustic impedance, defined as Zie= �Pv

− Pt� /Uow, where the subscript stands for “inner ear.”2 Solv-
ing for Zie using Eqs. �4� and �5� yields

Zie � Zp +
1

i�
� h

rA
2

�
n=1

N

kn

− �n
2 + i�n/Qn

1 − �n
2 + i�n/Qn

, �6�

where Zp= �Kp / i�� �1−�p
2+ i�p /Qp� /A2 is the acoustic im-

pedance of the papilla expressed in terms of its effective
stiffness �Kp=K /r2�, normalized resonant frequency ��p�,
and quality factor �Qp�. The summation over n implies that
every bundle affects the impedance of the inner ear, and is
thereby coupled to the middle and external ears. Equation �6�
indicates that when tuning is sufficiently sharp any given
bundle contributes maximally to the impedance Zie near the
bundle’s resonant frequency ��n�1�.

C. Bundle irregularity

Anatomical studies in tokay geckos and other lizards
find spatial irregularities throughout the inner ear, including
the width and thickness of the papilla, the number of hair
cells in a given radial cross-section, and the heights of the
hair bundles �e.g., Miller, 1973; Wever, 1978; Köppl and
Authier, 1995�. We parametrize these and other variations
not so apparent in the anatomy by assuming that the me-
chanical properties of the bundles vary somewhat irregularly
from row to row. A similar approach has been used to model
the generation of reflection-source OAEs in the mammalian

2400 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 C. Bergevin and C. A. Shera: Modeling emissions without traveling waves



cochlea �Shera and Zweig, 1993; Zweig and Shera, 1995�
and the production of spontaneous OAEs in the bobtail lizard
�Vilfan and Duke, 2008�. Specifically, we take the quality
factors Qn that characterize the tuning of the bundles to
manifest small fractional deviations �n about some mean

value that varies with location along the papilla. Thus, Q̃n

=Qn�1−�n�, where Qn varies smoothly with n and we have
used the diacritical tilde to indicate the presence of mechani-
cal irregularity. Although we have placed the effective me-
chanical irregularity in the bundle damping, based on the
physical expectation that irregularities in this parameter will
dominate near resonance, locating the irregularity in other
mechanical properties of the bundle gives similar results.

D. Impedance and pressure changes

The effects of bundle irregularity on the impedance of

the inner ear �now denoted Z̃ie� can be quantified by comput-

ing the difference 	Z= Z̃ie−Zie, where Zie is the impedance of
the corresponding “smooth” model ��n=0�. Equation �6� im-
plies that to first order in the irregularity �n,

	Z �
1

�A2 �
n=1

N
�nkn�n/Qn

�1 − �n
2 + i�n/Qn�2 . �7�

When transmitted through the middle ear, the impedance
change 	Z produces a change 	P in the calibrated ear-canal
pressure P. When the fractional changes 	Z /Zie and 	P / P
are both small �as they are here�, the two are proportional. To
first order, the pressure change therefore has the form

	P � Gme�	Z/Zie�P , �8�

where Gme is the “proportionality constant.” Physically, Gme

depends on both the acoustics of the stimulus source and the

combined effects of forward and reverse middle-ear trans-
mission. At any given frequency, the value of Gme can be
found from explicit models of the transducer and middle ear
�e.g., Rosowski et al., 1985� or, more generally, by represent-
ing the transducer by its Thevenin equivalent, and the middle
ear as an acousto-mechanical two-port network characterized
by a transfer matrix �e.g., Shera and Zweig, 1992; Puria,
2003; Songer and Rosowski, 2007�.3

The pressure change 	P given by Eq. �8� is the
stimulus-frequency otoacoustic emission �SFOAE� produced
by the model. As we demonstrate below, this computational
definition of the SFOAE extracts what amounts to a delayed
component from the total ear-canal pressure. In actual
SFOAE measurements, the delayed component can be ob-
tained using a variety of methods �e.g., by exploiting me-
chanical nonlinearity or by using signal-processing tech-
niques to smooth the measured frequency response�, all of
which yield equivalent results, at least in humans �Kalluri
and Shera, 2007�.

E. Parameter values

Although the model simplifies the morphology of the
gecko inner ear, we have chosen parameter values with an
eye toward capturing some of the relevant physiology. Most
important to the questions explored here are the parameters
that characterize the frequency tuning of the bundles. On the
supposition that peripheral tuning is predominantly mechani-
cal in origin, we have selected the parameters of bundle tun-
ing to match neurophysiological estimates of ANF tuning in
the tokay gecko (Gekko gecko). Table I summarizes all pa-
rameters.

We assume that the N�250 bundles are spaced uni-
formly along the papilla, with spacing 	x=L /N, where L is

TABLE I. Parameter values used to compute model SFOAEs in gecko and alligator lizard. Values for alligator
lizard �see Sec. V B� are listed only when they differ from gecko.

Gecko Alligator lizard

Papilla length L 1.7 mma 0.3 mmb–d

Papilla area A 0.15 mm2 c 0.04 mm2 c

Papilla resonant frequency fp 1.5 kHze 2 kHzf

Papilla quality factor Qp 2e 0.5f

Papilla volume compliance Cp 0.57
10−6 mm3 /Pa g

Papilla stiffness Kp A2 /Cp

Papilla aspect ratio h /r 1.0c,h 1.0j

No. of bundles �rows� N 250h 130b–d

Maximum bundle CF CFmax 5 kHza 6 kHzb,j

Tonotopic map space constant � 0.5 mma 0.16 mmb–d

Bundle Q10 dB �at 1 kHz� Q10 dB 2.3a 1.1b

Q10 dB power-law exponent 0.35a 0.55b

Bundle stiffness kn Kp /N
Irregularity size rms��n� 0.03 �or 3%�
Round-trip middle-ear gain Gme 0.25g

Stimulus pressure P 20 dB SPLk

aManley et al. �1999�.
bWeiss et al. �1976�.
cWever �1978�.
dManley �1990�.
eChiappe �2006�.
fPeake and Ling �1980�.

gRosowski et al. �1985�.
hKöppl and Authier �1995�.
iMulroy�1974�.
jInferred from SFOAE magnitudes, which fall off
above about 6 kHz in alligator lizard.
kBergevin et al. �2008�.
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the length of the papilla �L�1.7 mm giving 	x�7 �m�. In
accord with ANF tracing experiments �Manley et al., 1999�,
which determine the characteristics of ANF tuning as a func-
tion of location along the papilla, we take the bundle reso-
nant frequencies to vary exponentially with position. More
precisely, CFn=CFmaxe

−xn/�, where CFmax=5 kHz, xn= �n
−1�	x, and the distance ��0.5 mm is the space constant
of the tonotopic map �Manley et al., 1999�.4 Note that x is
the distance from the apical end of the papilla; the gecko’s
tonotopic map is reversed and fibers tuned to low frequencies
innervate the basal end �Manley et al., 1999�. The quality
factors Qn of the bundle resonators are assumed to
vary with CF as Qn=3Q10 dB�CFn�, where Q10 dB�CF�
=2.3�CF /kHz�0.35 is a power-law fit to tokay gecko ANF
tuning data �Manley et al., 1999�. For internal consistency,
we use tuning data from the same study that determined the
tonotopic map �Manley et al., 1999�. The factor of 3 that
converts physiological Q10 dB values to equivalent Qn values
is an approximation valid for second-order filters �e.g., Hart-
mann, 1998�.

Although most of the other model parameters have little
impact on our basic results—they primarily affect overall
OAE amplitude, which we make no attempt to match due to
the absence of active bundle amplification in the model—
several do warrant mention. We used the papilla volume
compliance reported in alligator lizard �Rosowski et al.,
1985� to determine the stiffness Kp. We then arbitrarily set
the stiffness of the individual bundles to the value kn

=Kp /N, independent of n.5 Taking the bundle stiffness pro-
portional to that of the papilla, but scaled down by a factor of
N, compensates for the summation over bundles and guaran-
tees that the papilla and the bundles make similar order-of-
magnitude contributions to the inner ear impedance Zie. If
this rough equality of impedances were grossly violated, spe-
cifically if the net bundle impedance were much smaller than
that of the papilla, then the bundles would have negligible
effect on ear-canal pressure and could not generate appre-
ciable OAEs. For simplicity, and because delays introduced

by middle-ear transmission are small compared to OAE de-
lays, we assumed a constant value of round-trip middle-ear
pressure gain Gme. Our value of Gme is roughly consistent
with that predicted by the model of Rosowski et al. �1985� in
alligator lizard. Finally, the irregularities �n were assumed to
vary randomly from bundle to bundle. In the numerical
simulations, values of �n were obtained by sampling from a
Gaussian distribution with zero-mean and standard deviation
0.03; thus, the rms fractional irregularity was 3%. This value
was chosen for consistency with that used in models of
mammalian SFOAEs �e.g., Talmadge et al., 2000; Shera et
al., 2005�; the amount of irregularity may well be substan-
tially larger in lizards. Because mean emission amplitudes
vary in direct proportion to the size of the irregularities, the
value of �n makes a significant contribution to overall OAE
levels.

III. COMPARISON WITH GECKO EMISSIONS

Figure 2 compares model simulations with representa-
tive SFOAEs measured in the tokay gecko �Bergevin et al.,
2008�. Model results for two different “ears” were obtained
by using different patterns of irregularities. Despite the sim-
plicity of the model, the simulated SFOAEs are in strong
qualitative agreement with the data. An exception, of course,
is the overall emission magnitude. With our choice of param-
eters, OAE levels are some 45 dB smaller than the measure-
ments; including active mechanisms and/or larger irregulari-
ties would presumably narrow that gap substantially. Both
the measurements and the model manifest relatively broad
spectral maxima, punctuated at irregular intervals by sharp
notches. The model predicts that the spectral structure char-
acteristic of a given measurement reflects the distinctive pat-
tern of mechanical irregularity in that ear. At stimulus fre-
quencies above the maximum CF represented along the
papilla ��5 kHz�, both measured and model SFOAE mag-
nitudes fall off sharply. The patterns of phase variation
across frequency are also strikingly similar. In both cases,

FIG. 2. Measured and model stimulus-frequency OAEs. Panel A: Representative SFOAEs at probe levels of 20 dB SPL in the tokay gecko �G. gecko� from
the study of Bergevin et al. �2008�. Black and gray lines show data from two different geckos. Error bars on the data points give the standard error of the mean
�35 measurements at each frequency in each gecko�. The dotted line shows the acoustic noise floor. Panel B: Simulated SFOAEs 	P computed from Eq. �8�
using random micromechanical irregularities and the parameter values given in Table I. The emission magnitudes have been scaled up by 45 dB to
approximate those of the measurements �see text�. Black and gray lines show model results for two different “ears” �i.e., different irregularity patterns�.
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SFOAE phase rotates rapidly, accumulating a phase lag of
8–10 cycles over the operative 4.5 kHz span of the figure.
Phase gradients vary with frequency but correspond, on av-
erage, to a delay of about 2 ms.

IV. THE ORIGIN OF THE EMISSION PHASE
GRADIENT

To explore the origin of the rapidly rotating OAE phase
predicted by the model, we derive an approximate analytic
expression for the emission phase-gradient delay. In a nut-
shell, the derivation indicates that the rapid rotation of OAE
phase originates in mechanical phase shifts �delays� associ-
ated with the frequency tuning of the bundles. Because of
their frequency selectivity, the bundles take time to respond,
and the resulting delays are reflected in SFOAE phase gra-
dients. At any given frequency, the delay associated with
mechanical filtering by the bundle increases with the sharp-
ness of tuning. As a result, we find that the predicted emis-
sion delay �expressed in periods of the stimulus frequency� is
proportional to the quality factor of the resonance �Eq. �14�
below�. The derivation sketched below generally parallels
analysis of the coherent-reflection model; further discussion
and technical details can be found in previous publications
�e.g., Zweig and Shera, 1995; Talmadge et al., 2000; Shera
and Guinan, 2008�.

A. Analytic approximation for the delay

We begin the derivation by noting that the delay in the
model arises predominantly from the factor 	Z in Eq. �8�;
delays associated with the factors Gme and Zie are negligible.
Approximating the finite array of resonators �Eq. �7� for 	Z�
by a continuum and converting the sum over bundles into an
integral over position yields

�A2	Z��� � �
0

L �k�/Q
�1 − �2 + i�/Q�2dx , �9�

where k is the bundle stiffness per unit length and all quan-
tities in the integrand are regarded as functions of position.
To simplify the derivation without any significant effect on
the outcome, we henceforth assume that k and Q are con-
stant. Using the exponential tonotopic map to rewrite the
spatial integral in terms of ��x , f�= f /CF�x� yields

�A2	Z��� � ��k/Q��
�0

�L

��Tei��2d� , �10�

where dx=��d� /��, � is the space constant of the map,
��0,L�� f /CF��0,L��, and Tei��1 / �1−�2+ i� /Q� is the
transfer function of the harmonic oscillator �with magnitude
T��� and phase �����.

Decomposing the irregularity function ��x� into spatial-
frequency components  facilitates description of phase-
cancellation effects between contributions to the emission
arising from different spatial locations �Shera and Zweig,
1993; Zweig and Shera, 1995�. Just as in the coherent-
reflection model, not all spatial frequencies  contribute
equally to the emission. In particular, the integral in Eq. �10�
is dominated by spatial frequencies in a relatively narrow

range about an “optimal” value, denoted ̂. For irregularities
arrayed at this special spatial frequency, contributions from
adjacent bundles tend to combine coherently rather than can-
cel one another. To see this, and find the value of ̂, we
consider the case of a single �unspecified� spatial frequency
and take ��x�→2 cos�x�=eix+e−ix. For �0, it suffices
to consider only the term eix,6 which can be written in the
form ei�ln��/�0�. The integral in Eq. �10� then becomes

e−i�ln �0�
�0

�L

T2���ei��ln �+2�����d� . �11�

When the oscillators are sharply tuned, the factor T2��� is

strongly peaked at some value �̂ near ��1. The spatial fre-
quency that yields the dominant contribution to the emission
can be found by applying the principle of stationary phase
and requiring that the phase of the integrand be constant near

its magnitude peak at �̂. This yields

�

��
��ln � + 2�������̂ = 0 ⇒ ̂ = − 2�̂�̂�/� , �12�

where �̂�=�� /�� ��̂ is the slope of the transfer function
phase at the magnitude peak.

To determine how the predicted emission phase varies
with frequency, we exploit the “local scaling” manifest by
the bundle responses in the model. Local scaling means that,
at least near their magnitude peaks, the frequency responses
depend on normalized frequency �= f /CF, rather than on
frequency and CF independently �Zweig, 1976�. Local scal-
ing applies in the model and also approximates the tip region
of gecko ANF tuning curves �Manley et al., 1999�. As a
consequence of local scaling, the value of the integral in Eq.
�11� does not depend strongly on frequency except at fre-
quencies close to the ends of the tonotopic map �indeed, if
the papilla were infinite, the integral over � would evaluate
to a constant, independent of frequency�. Consequently, the
frequency dependence of the phase is determined principally
by the argument of the phasor e−î�ln �0 that multiplies the
integral. The phase-gradient delay of 	Z expressed in stimu-
lus periods �succinctly expressed as −d��	Z /2�� /d ln f� is
therefore well approximated by the value ̂� /2�. Substitut-

ing the value of ̂ from Eq. �12� and using �̂�1 gives

NSFOAE � − 2��̂�/2�� , �13�

where NSFOAE is the emission delay in periods �the symbol N
was chosen to denote the number of stimulus periods�. Note
that −�̂� /2� is just the peak phase-gradient delay of the
harmonic oscillator transfer function expressed in periods of
the characteristic frequency; NSFOAE is twice this value.7

Computing NSFOAE using the explicit form for Tei� em-
ployed in the model gives

NSFOAE � 2Q/� = 6Q10 dB/� , �14�

where we have evaluated �� for the harmonic oscillator at

resonance ��̂�1� using the excellent approximation ����
=1��−2Q. As discussed in Sec. II E, the factor of 3 relating
Q and Q10 dB is valid for second-order filters. Although our
derivation of Eq. �14� assumes, for simplicity, that Q is con-
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stant along the papilla, the result can be expected to hold so
long as the change in Q over a distance corresponding to the
bandwidth of the resonator remains small �i.e., so long as
�d ln Q /d ln CF��1�. According to this analysis, the mean
value of NSFOAE at any given frequency is directly propor-
tional to the quality factor of the bundle tuning at that fre-
quency: the sharper the tuning �higher the Q10 dB�, the longer
the delay in periods �larger the value of NSFOAE�.

B. Computational validation

Figure 3 shows model simulations that verify the ap-
proximate proportionality between NSFOAE and Q10 dB pre-
dicted by Eq. �14�. The dashed line in the figure is propor-
tional to the empirical function Q10 dB�CF� used to determine
the model value of Qn at each CF �Qn=3Q10 dB�CFn��. Re-
call that Q10 dB�CF�=2.3�CF /kHz�0.35 is a power-law fit to
ANF measurements of the sharpness of tuning in the tokay
gecko �Manley et al., 1999�. The gray dots and their trend
�solid line� give the resulting model values of NSFOAE versus
frequency obtained from the phase-versus-frequency func-
tions of simulated SFOAEs similar to those shown in Fig. 2.
To improve the statistics, we computed and pooled the re-
sults for 25 different irregularity patterns �ears�. Comparing
the simulated SFOAE delays with the mean NSFOAE values
predicted by Eq. �14� shows that the analytic approximation
6Q10 dB /� correctly predicts the trend of the model results.
Although at any given frequency, the approximate formula
6Q10 dB /� slightly overestimates the mean NSFOAE value ob-
tained from the model, it captures the slope of the variation
across frequency almost exactly. A least-squares fit to the
numerical values of NSFOAE �gray dots� gives a power-law
exponent of 0.355�0.01, where the uncertainty represents

the 95% confidence interval computed using bootstrap
resampling.8 The power-law exponent characterizing the re-
lationship between SFOAE delay and frequency in the model
is thus statistically indistinguishable from the value 0.35
used to set the quality factors of the bundle resonators �see
Table I�. Evidently, model variations in the value of Q10 dB

along the length of the papilla produce corresponding
changes in SFOAE delay, NSFOAE.

Why does the analytic approximation �Eq. �14�� system-
atically overestimate the mean phase-gradient delay actually
predicted by the model �compare the dashed and solid lines
in Fig. 3�? By evaluating the phase-gradient delay −�� /2� at

the response peak ��̂�, the analytic formula assumes, in ef-
fect, that the entire emission originates at this point. In fact,

however, the emission arises from a region about �̂, whose
effective spatial extent depends on such things as the sharp-
ness of tuning. Because the value of �� varies somewhat
over the peak region �with �������� ��̂�� for the harmonic
oscillator�, the phase-gradient delay of the actual emission is
smaller than that estimated from the analytic approximation.
Numerical simulations verify that the accuracy of the ana-
lytic approximation improves when the spatial region about

�̂ that contributes to the emission is artificially reduced by
restricting the summation in Eq. �7� to bundles in the imme-
diate vicinity of the peak.

C. Correlations between tuning and delay in the
gecko

For comparison with the delays predicted by the model,
Fig. 3 also plots values of NSFOAE obtained from SFOAE
measurements in the tokay gecko �Bergevin et al., 2008�.
Measured values of NSFOAE are shown at probe levels of 20
and 30 dB sound pressure level �SPL�, roughly correspond-
ing to the typical thresholds for the auditory-nerve fibers
used to determine the dependence of Q10 dB on CF �Manley
et al., 1999�. The delays are slightly shorter at the higher
stimulus level, consistent with the trend observed in humans
�e.g., Schairer et al., 2006�. Although our linear model does
not explicitly capture this nonlinear effect, Eq. �14� repro-
duces the empirical trend when supplemented with the near
ubiquitous observation that peripheral tuning broadens with
increasing intensity.

The tokay SFOAE delays generally appear somewhat
longer than those found in the model. Since the otoacoustic
and neural measurements were made on different animals
under different conditions, the discrepancy may reflect actual
differences in the sharpness of tuning between the two
groups. We note that tokay gecko ANF Q10 dB values vary
somewhat across studies �e.g., Eatock et al., 1981; Sams-
Dodd and Capranica, 1994�. At least in part, however, the
discrepancy must reflect our choice to model the bundle
resonators as harmonic oscillators, a form which is presum-
ably too simple. Despite the model’s underestimation of ab-
solute SFOAE delay, the frequency dependence of the em-
pirical trend is well described by an approximate
proportionality between NSFOAE and Q10 dB, as predicted by
Eq. �14�.

FIG. 3. Measured and model SFOAE phase-gradient delays NSFOAE versus
frequency. Delays are expressed in periods of the stimulus frequency. The
symbols 
 and � show delays measured in the tokay gecko at probe levels
of 20 dB SPL �ten ears� and 30 dB SPL �three ears�, respectively �Bergevin
et al., 2008�. Data points whose corresponding SFOAE magnitudes fell
within 10 dB of the noise floor are not shown. The gray dots show model
NSFOAE values obtained from numerical simulations of 25 different ears �i.e.,
irregularity patterns�. The solid curve is a loess trend line �Cleveland, 1993�
fit to the pooled model results. The dashed line gives the analytic approxi-
mation 6Q10 dB /� �Eq. �14��, where Q10 dB�CF� is a power-law fit to ANF
data �Manley et al., 1999�.
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Empirical evidence for the proportionality between tun-
ing and delay predicted by the model is especially clear
above 1–2 kHz. Although the data below 1 kHz are limited,
they hint at possible deviations from the trend established at
higher frequencies. In particular, SFOAE delays appear sys-
tematically shorter than those predicted by the model. Inter-
estingly, a similar low-frequency deviation between mea-
sured SFOAE delays and those predicted by the coherent-
reflection model appears in chinchilla �Shera and Guinan,
2003; Siegel et al., 2005; Shera et al., 2008�, where it may
stem from mixing between OAEs generated by multiple
source mechanisms. Like mammals, geckos show evidence
for both place- and wave-fixed generation mechanisms �Ber-
gevin et al., 2008�; the present model describes only a place-
fixed mechanism. In the gecko, possible correlates of the
otoacoustic trend include a change in the morphology of the
tectorial membrane near the 1 kHz location �Manley et al.,
1999�, suggesting a change in the coupling between bundles.
Another possible explanation for the discrepancy at low fre-
quencies is that tuning in this region of the papilla may be
primarily electrical in origin, rather than mechanical �Eatock
et al., 1991; Aranyosi, 2002�. If so, the mechanisms of
SFOAE generation at these frequencies may be quite differ-
ent from those proposed here.

V. DISCUSSION

This paper addresses the observation that so-called
reflection-source OAEs with phase-gradient delays compa-
rable to those found in many mammals can readily be mea-
sured in nonmammalian species that lack any clear analog of
the mammalian traveling wave �Bergevin et al., 2008�. To
keep the analysis tractable, we adopted a simplified model
inspired by the functional anatomy of the gecko inner ear.
Parameters were chosen to match the measured CF range and
tuning of tokay gecko auditory-nerve fibers. The model de-
scribed here thus serves to test the conjecture that realistic
reflection-source OAEs can be produced by nothing more
than a slightly irregular array of tuned oscillators �Shera,
2003; Shera and Guinan, 2008�. Despite the simplicity of the
assumptions—but consistent with the conjecture—the model
produces SFOAEs with characteristics in qualitative and
quantitative agreement �aside from a significant disparity in
overall emission magnitude� with those measured in the
tokay gecko. The unrealistically small emissions produced
by the model result from the small coefficient of irregularity
and the absence of any form of active amplification. In all
other respects, however, the model reproduces the prominent
features of tokay SFOAEs, including their overall spectral
structure and the approximate value and frequency depen-
dence of their phase-gradient delay.

A. Generality of the model results

The structure and assumptions of the present model are
broadly consistent with the comprehensive model of Weiss et
al. �1985�, who developed a quantitative description of the
entirety of the lizard auditory periphery, albeit for a species
with free-standing stereocilia and minimal overlying tectorial
membrane �the Southern alligator lizard, Elgaria multicari-

nata�. Their model, summarized by mechanoelectric circuit
analogs representing the various macro- and micro-
mechanical stages �Rosowski et al., 1985; Weiss and Leong,
1985�, was carefully derived from biophysical considerations
and a wealth of physiological data. Whenever possible we
employed this more comprehensive model of the lizard au-
ditory periphery to probe the validity of the simplifying as-
sumptions made here. For example, we used their model of
the lizard middle ear �Rosowski et al., 1985� to validate our
approximations regarding the round-trip middle-ear gain
Gme. Most importantly, we note that the papilla and the hair
bundles in the Weiss et al. �1985� model are represented, as
they are here, by harmonic oscillators, that is, by second-
order linear band-pass filters �Eatock et al., 1991�. Because
of the isomorphism between these superficially distinct
model representations of the lizard inner ear, we are confi-
dent that our principal conclusions regarding SFOAE genera-
tion �e.g., the origin of the rapidly rotating OAE phase and
the approximate proportionality between NSFOAE and Q10 dB�
would survive if analogous OAE generation mechanisms
were embedded in this more detailed and realistic model of
the lizard ear.

B. Extension to the alligator lizard

The structural similarity between our model, inspired by
the gecko and models of other lizard ears, suggests that the
approach might provide a quantitative account of SFOAE
phase gradients measured in other species. To test this con-
jecture, we adapted the model parameter values to approxi-
mate the features of the high-frequency region of the alliga-
tor lizard papilla, where the hair bundles are free-standing
rather than grouped into sallets as in the gecko �see Table I�.
Figure 4 compares model results with measured SFOAE de-

FIG. 4. Measured and model SFOAE phase-gradient delays NSFOAE versus
frequency in alligator lizard. The format is the same as Fig. 3. The symbol

 shows delays in stimulus periods measured at a probe level of 20 dB SPL
�six ears� using methods described elsewhere �Bergevin et al., 2008�. Data
points within 10 dB of the noise floor are not shown. The gray dots show
model NSFOAE values obtained from numerical simulations of 25 different
irregularity patterns. The solid curve is a loess trend line fit to the model
results. The dashed line gives the analytic approximation 6Q10 dB /� �Eq.
�14��, where Q10 dB�CF� is a power-law fit to ANF data �Weiss et al., 1976�.
Data are taken the study of Bergevin et al. �2010�.

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 C. Bergevin and C. A. Shera: Modeling emissions without traveling waves 2405



lays in alligator lizard �Bergevin et al., 2010�. The overall
agreement remains close; as predicted by the model, tuning
and delay are strongly correlated. Note that both NSFOAE and
Q10 dB are somewhat smaller in the alligator lizard than in
the gecko. Although the inner ears of the gecko and alligator
lizard manifest major morphological differences—including
the presence or absence of tectorial sallets, the overall length
of the papilla, and the slope and orientation of the tonotopic
map—our results suggest that the most important parameters
for reproducing SFOAE delays are those controlling the
sharpness of tuning with CF.

C. Robustness to changes in the bundle oscillators

Although we follow historical precedent and represent
the hair bundles as harmonic oscillators, our main conclu-
sions do not depend on this choice. For example, replacing
the harmonic oscillators with gammatone filters9 modifies
quantitative details of the relationship between NSFOAE and
Q10 dB, but leaves SFOAE characteristics nearly unchanged.
Similarly, replacing the model’s passive oscillators with ac-
tive oscillators of the form derived from mammalian basilar-
membrane data by Zweig �1991� complicates the analysis
but does not affect our principal conclusions. The reason for
the robustness of our results is not difficult to see: The analy-
sis of the origin of the rapid rotation of SFOAE phase, cul-
minating in Eq. �14� for NSFOAE, depends in no essential way
on the precise form of the underlying oscillators. We sought
to emphasize the generality of the arguments following Eq.
�10� by adopting the generic nomenclature T���ei���� for the
oscillator response. Similar arguments would apply, and
similar results would be obtained, no matter what the de-
tailed functional form of the excitation pattern and associated
mechanical phase shifts, so long as the response remains
strongly peaked somewhere along the papilla and the prin-
ciple of stationary phase can be applied. To underscore this
point, note that Eq. �14� for NSFOAE is identical—modulo the
entropy of changes in notation—to equations derived using
models of the mammalian cochlea �e.g., Eqs. �51�–�53� of
Zweig and Shera �1995��, where excitation patterns take the
form of basilar-membrane traveling waves.

D. Coherent reflection by any other name

The analysis presented in Sec. IV demonstrates that the
mechanisms responsible for producing SFOAEs in the model
are closely analogous to those of the coherent-reflection
model. The only real difference is this: There are no basilar-
membrane traveling waves. But the absence of traditional
mammalian traveling waves in the gecko does not mean that
there are no mechanical phase shifts between the responses
of different bundles arrayed along the papilla. These me-
chanical phase shifts, and the fact that they couple back to
the stapes via the papilla, come to play for the gecko the
same role in the generation of reflection-source OAEs that
traveling waves and their associated phase shifts play in the
mammal.

Although the terminology of the coherent-reflection
model derives from the mammalian case �Zweig and Shera,
1995�, the basic mechanisms operating in the gecko model

are fundamentally the same. In both models, the effects of
intrinsic micromechanical irregularities couple back to the
stapes, where they affect the impedance of the inner ear. In
models of the mammalian cochlea, this coupling occurs via
traveling pressure-difference waves. In the gecko model, the
coupling between hair bundles and the stapes is mediated by
the bulk motion of the papilla. In both models, contributions
to the response at the stapes arise all along the partition,
although the emission is usually dominated by contributions
that arise near the peak of the mechanical response �the equa-
tions indicate that coupling to the stapes is strongest in this
region�.

Although the irregularities located within the peak re-
gion may be spatially “noisy” �i.e., the cell-to-cell variations
in the mechanics may contain many different spatial-
frequency components�, their net contribution to the imped-
ance is smoothed out by a filtering process whose analog in
the mammal has been dubbed “coherent-reflection filtering”
�Zweig and Shera, 1995�. Filtering occurs because of phase-
interference effects among contributions that arise from dif-
ferent locations within the peak region. The filtering process
effectively eliminates contributions from all but a relatively
narrow range of spatial frequencies �i.e., those near ̂�. Con-
tributions from spatial frequencies near ̂ combine coher-
ently and can therefore sum up to a large value; all others
effectively cancel one another out. This is why mechanically
smooth cochleae do not produce appreciable reflection-
source OAEs: The spatial variation of their mechanical prop-
erties does not contain significant spatial-frequency compo-
nents near ̂.

Because of the filtering, the net effect of the irregulari-
ties is to produce quasiperiodic spectral oscillations in the
impedance Zie. �If no filtering occurred, the impedance
would be a noisy function of frequency, mirroring the noisy
spatial pattern of irregularities.� Interpreted in the time do-
main, quasiperiodic spectral oscillations in the impedance
represent the addition of a delayed component �i.e., an echo
or emission� to the pressure measured in the ear canal. At any
given frequency, the mean delay is determined by the value
of the dominant spatial frequency ̂. As outlined in Sec. IV,
stationary-phase analysis shows that ̂ is determined by the
gradient of the response phase near the magnitude peak �Eq.
�12��. Filter theory indicates that this phase gradient is, in
turn, proportional to the sharpness of tuning.

E. Invariance under spatial rearrangement of the
bundles

Although our parameter values reflect the �reversed� ex-
ponential tonotopic organization of gecko hair cells �Manley
et al., 1999�, the model requires no ordered array of CFs.
Indeed, the model predictions are invariant under spatial per-
mutation of the bundles. �Addition is commutative, and the
expression for 	Z in Eq. �7� is a discrete sum over indepen-
dent bundles.� Unlike in the mammalian cochlea, where the
basilar membrane participates in the tuning and the driving
pressure forces are spatially nonuniform �e.g., Olson, 2001�,
in the lizard, the supporting structure �papilla� that couples
the bundles to one another and to the stapes moves approxi-
mately as a rigid body; consequently, all places along the
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papilla are created equal. In the model, the mechanical drive
and response of any given bundle remain the same no matter
where it may reside along the papilla and no matter who its
neighbors happen to be. �Of course, the model simplifies the
in-vivo physics; the actual papilla is not perfectly rigid and
hydrodynamic coupling between adjacent salletal groups
may sometimes be important.� Although concepts such as the
“spatial pattern” or the “spatial-frequency content” of the
irregularities are convenient for the analysis—and entirely
appropriate in the tokay, where the tonotopy appears
regular—they conceal the full generality of the model. What
matters in the model is not the arrangement of the bundles or
their irregularities with respect to spatial position, but their
arrangement with respect to characteristic frequency �when
the frequency-position map is smooth and monotonic, the
two are simply related�. Bundles are operationally “close” to
one another if they have similar CFs, whether they reside in
adjacent rows or at opposite ends of the papilla. The model
therefore predicts that the principles of OAE generation op-
erating in the normal lizard continue to apply even in some
hypothetical mutant in which the regular exponential tono-
topy of the papilla becomes radically, even randomly, reor-
ganized during development.

F. Correlations between peripheral tuning and SFOAE
delay

Independent of any model, the otoacoustic and neural
data in Fig. 3 demonstrate an empirical correlation between
measurements of NSFOAE and Q10 dB in geckos. The covaria-
tion of SFOAE phase-gradient delay and the sharpness of
tuning established here in geckos provides a reptilian analog
of correlations previously demonstrated in mammals �Shera
et al., 2002; Shera and Guinan, 2003�. Our model of SFOAE
generation in the gecko accounts for this relationship �Eq.
�14��, just as coherent-reflection theory accounts for it in the
mammalian ear �Zweig and Shera, 1995�.

The model predicts that species differences in the sharp-
ness of tuning among lizards should correlate with differ-
ences in SFOAE delay. For example, Manley et al. �1996�
report species differences between tokay and leopard geckos
�Gekko gecko and Eublepharis macularius� in the relative
bandwidths of suppression tuning curves obtained by mea-
suring the response of SOAEs to external tones. As reviewed
by Manley et al. �1996�, the properties of SOAE suppression
tuning curves generally match those obtained from neural
measurements. The authors report that the values of Q10 dB in
tokay geckos are generally larger than in leopard geckos by
an average factor of 1.3–1.4. The biophysical origins of this
species difference in the sharpness of gecko tuning are not
known. But if the difference arises or is manifest mechani-
cally, our model predicts that SFOAE phase-gradient delays
should differ correspondingly �Eq. �14��. We test this predic-
tion in Fig. 5, which compares values of NSFOAE measured in
the two gecko species �Bergevin et al., 2008�. As predicted
by the model, the emission data show that NSFOAE is larger in
tokay than in leopard geckos. Indeed, at frequencies above 2
kHz, where the SOAE suppression tuning curves were mea-
sured, the ratio of the SFOAE delays averages 1.4–1.5, in
close agreement with reported ratios of tuning sharpness.

Extending these ideas to other lizards, we note that pre-
vious studies have suggested that an overlying tectorial
membrane, when present, may somehow act to enhance the
frequency selectivity of mechanical tuning �Manley et al.,
1988; Authier and Manley, 1995�. If the presence of a tecto-
rial membrane correlates with sharper tuning, then, all other
things being equal �a significant caveat�, our model predicts
that SFOAE delays should generally be shorter in lizards that
lack a tectorial covering over much of their papilla. If corre-
lations between peripheral tuning and SFOAE delay hold
more generally among vertebrates, then the frog may be an
exception that tests the rule. At stimulus frequencies below
1–2 kHz �depending on species�, frog SFOAE delays are
significantly longer than those in geckos and many mammals
�Meenderink and Narins, 2006; Bergevin et al., 2008�. De-
spite their longer OAE delays, frogs appear to have broader
ANF tuning �Ronken, 1991�. Reconciling these observations
with the correlations between tuning and delay observed in
other species requires additional mechanisms in the frog—
perhaps traveling waves on the tectorial curtain of the am-
phibian papilla �Hillery and Narins, 1984�—that contribute
significant mechanical delay without a corresponding effect
on the sharpness of tuning.

Although traveling waves along both the basilar and tec-
torial membranes �Ghaffari et al., 2007� also occur in mam-
mals, the great bulk of the delay measured in mammalian
cochlear mechanics and otoacoustic emissions appears well
correlated with tuning �Shera et al., 2007�. To put it another
way, signal-front delays constitute a relatively small fraction
of the total mechanical delay �Temchin et al., 2005�, most of
which is associated with “filter build-up.” Unlike the waves
that may propagate along the tectorial curtain in frogs, trav-
eling waves in mammals propagate along and are influenced
by the tuned structure itself. Since the mechanical response

FIG. 5. SFOAE phase-gradient delays versus frequency in tokay and leop-
ard geckos. The symbols 
 and � show delays NSFOAE �in periods� mea-
sured, respectively, in tokay �G. gecko, ten ears� and leopard geckos �E.
macularius, 12 ears�. The loess trend lines demonstrate that NSFOAE values
are generally larger in the tokay, consistent with the sharper tuning measured
in this species �Manley et al., 1996�. Emission data are taken from the study
of Bergevin et al. �2008�. Probe levels were 20 dB SPL. Data points whose
corresponding SFOAE magnitudes fell within 10 dB of the noise floor are
not shown.
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builds up as the wave propagates, tuning and delay are inex-
tricably linked in mammals, just as they appear to be in
lizards.
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1Aranyosi and Freeman �2005� report papilla angular displacements in the
alligator lizard of about 1° at sound levels of 120 dB SPL in the fluid
�equivalent to 85–100 dB SPL at the eardrum�. Thus, the small-angle
approximation holds well, even at high sound levels; at the sound levels
typically used to evoke SFOAEs �e.g., 20–40 dB SPL�, the approximation
is even better.

2Consistent with conventions in the mammalian literature, the stapes, an-
nular ligament, and round window are here regarded as parts of the middle
ear and are therefore not included in Zie.

3The round-trip pressure gain Gme has the value Gme=TmefTmer / �1
+Zie /Zout�, where Tmef and Tmer are the forward and reverse middle-ear
pressure transfer functions, and Zout is the “output impedance” of the
middle ear seen from the inner ear �cf. Shera, 2003�.

4Extrapolating the exponential curve of Manley et al. �1999� for the tono-
topic map all the way to the apical end of the papilla �x=0� gives a
maximum CF of about 7.5 kHz. Because no ANF fibers with CFs greater
than 5 kHz have been reported, and because OAE magnitudes fall off quite
sharply above 5 kHz, we have adjusted the value of CFmax down to this
value.

5Equation �7� indicates that varying the bundle stiffness with position
changes mean OAE amplitudes systematically with frequency but has neg-
ligible effect on SFOAE phase and delay �so long as the model tuning is
not unrealistically broad�.

6As discussed elsewhere �Zweig and Shera, 1995�, the term e−ix makes
negligible contribution to the integral in Eq. �10�. The reason, in a nut-
shell, is that the stationary-phase condition is never satisfied with �0,
and the integral is therefore always small.

7Although perhaps reminiscent of the factor of 2 associated with the round-
trip propagation of pressure-difference waves in the mammalian cochlea
�Shera et al., 2008�, the numerical factor that relates the value of NSFOAE to
the peak phase-gradient delay of the bundle filter �here, a second-order,
harmonic oscillator� depends on the type and order of the filter. It gener-
alizes to a factor of �m+1� /m for the mth-order gammatone filters.

8If the confidence intervals seem small given the apparent scatter in the
data, note that whereas the visual impression of the figure is dominated by
the outliers, the statistics are dominated by the large number of overlap-
ping points close to the regression line.

9Gammatone filters, whose impulse response is the product of a sinusoid
with the probability density function for a Gamma distribution �with shape
parameter m�, capture many of the linear features observed in mammalian
ANF data �e.g., de Boer, 1975; Carney and Yin, 1988�. Heuristically, the
switch to gammatone filters is easily effected by changing Eq. �3� for the
bundle displacement to read �n= �Tei��m�p, where Tei� is the transfer
function of the harmonic oscillator �i.e., the case m=1; see Eq. �10��.
When approximate values of m and Q are determined by fitting ANF
tuning curves, the model produces SFOAEs with essentially the same
characteristics shown in Figs. 2 and 3. In the gammatone model, the ap-
proximate analytic relation between NSFOAE and Q10 dB generalizes to
NSFOAE��m+1�	101/m−1Q10 dB /�, where we have used the formula
Q /Q10 dB=	101/m−1 for the mth-order gammatone filter �Hartmann,
1998�. Note that this equation reduces to Eq. �14� when m=1.
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The meatus �auditory canal� plays a role in altering the waveform of incident sound, distorting time-
and frequency-domain characteristics. Often in transient-evoked otoacoustic emission �TEOAE�
recording protocols, a 75 �s click is utilized to elicit a click-evoked response. TEOAEs are recorded
by a probe microphone placed in the meatus and last for about 20 ms. Time-domain ringing in the
meatal response �MR� creates a stimulus artifact that lasts up to 5+ ms, obscuring early-latency
TEOAEs. This research is motivated by the need for a real-time, ear and probe placement dependent
method for minimizing the magnitude and phase distortions of the meatus. The MR is first obtained
using swept-tone analysis, from which a compensated stimulus is created. Usage of a compensated
click from normally hearing adult subjects show an improvement to the flatness of the magnitude
response and linearization of the phase response. Furthermore, a reduction in effective duration of
the MR is found, attenuating the meatal artifact for click stimuli. The high frequency TEOAE
content found in the early latencies of the response that is typically obscured by the MR artifact is
revealed with the use of a compensated click.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3279831�
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I. INTRODUCTION

Otoacoustic emissions �OAEs� were first discovered in
1978 by David Kemp and today are used clinically as a
screening method for determining cochlear functioning
�Kemp et al., 1990; Kemp, 1978�. The OAEs can be detected
with a microphone placed in the ear canal to pick up the
extremely low sound pressure levels �Probst et al., 1991�.
Since diagnosis along increasing frequency bands is deter-
mined by these responses, it is desirable to recover the emis-
sions that are uncorrupted and noise-free within a short ac-
quisition period. For these reasons, often very short duration
transients, such as clicks �generated by 75 �s rectangular
electrical pulses�, are used to stimulate the basilar membrane
�BM� and evoke the transient evoked otoacoustic emissions
�TEOAEs�. Transients are generally broadband in nature
�supplying roughly equal energy across all frequencies� and
short in duration, so early-latency emissions can be col-
lected.

TEOAEs evoked by impulsive stimuli, such as a click,
are distorted by the transmission characteristics of the audi-
tory canal and the middle ear. The response to a click signal
shows frequency dispersion, mimicking the tonotopic orga-
nization of the cochlea. For this reason, there exists a strong
relationship between the latency of TEOAE components and

their frequencies. Typically early components consist of
high-frequencies and late-latency components made up of
low-frequencies �Tognola et al., 1997; Notaro et al., 2007�.

Classically, OAEs were thought to arise from the elec-
tromotility of the outer hair cells, which amplify low inten-
sity stimuli and increase frequency discrimination �Brownell
et al., 1985; Brundin et al., 1989�. More recently, however,
the generation of OAEs is thought to arise from one or more
mechanisms depending on the intensity of the stimulus. At
low intensities, the response is dominated by a so-called re-
flection source, in which backscattering from cochlear ir-
regularities �impedance boundaries and hair cell configura-
tion� is the primary contributor �Shera and Guinan, 1999�.
Since these properties are not likely to change from moment
to moment, the repeatability and reproducibility of TEOAE
responses are very consistent and are therefore used clini-
cally as a screening test for hearing loss. These tests are
especially important for subjects whom cannot participate in
subjective hearing tests, most notably newborns. At higher
intensities, TEOAE generation mechanisms become harder
to identify, whereby a wave-fixed distortion source contrib-
utes significantly to the composition of the TEOAE response
�Sisto et al., 2007; Withnell et al., 2008�. These distortion
sources are found in the early-latency components and are
therefore routinely removed by windowing. It becomes
readily apparent that direct observation of these early-latency
components is vital to the understanding of the generation
mechanisms involved with TEOAEs.
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However, a few caveats exist which obscure the TEOAE
which are caused by distortions of the transducers and ear
canal. One such distortion is the acoustical ringing of the
meatus. If thought of as a single open-ended Helmholtz reso-
nator 27 mm in length, the meatus will have a fundamental
resonant frequency around 3 kHz. The acoustic ringing pri-
marily occurs at this resonant frequency.

The acoustical ringing has two primary artifacts. In the
frequency domain, first, a peak resonance is created with
roll-off on either side, creating an unequal distribution of
energy across frequency. This creates juxtaposition between
the roughly equal energy distribution of the desired acousti-
cal stimulus and the unequal energy distribution that actually
reaches the tympanic membrane. Second, acoustic ringing
causes a prolonged impulse response in the ear canal known
as the meatal response �MR�. An ideal click would be short
in duration generating no oscillations afterwards. In reality,
however, after the initial burst of energy, smaller pressure
variations linger in the meatus for up to 6 ms. This creates a
problem in the recovery of early-latency TEOAEs. Both of
these artifacts negatively impact high-frequency OAEs; a
high-frequency roll-off due to the resonant response of the
meatus supplies less energy to high-frequencies, and the re-
sidual ringing in the meatus obscures the high-frequency
OAEs, which are early-latency emissions.

A. Overview of current methods

In the past, several approaches have been attempted to
eliminate or reduce the meatal response. These attempts can
be grouped in three principle approaches: signal processing,
physiology based manipulation, and acoustic reshaping. Sig-
nal processing techniques generally try to predict the MR
using previous data. Sophisticated signal processing tech-
niques such as wavelets �Yuwaraj and Kunov, 1995�, linear
prediction �Tujal and Souza, 2003�, and independent compo-
nent analysis �Liu et al., 2004� have been used to predict and
attenuate or eliminate MR in a few selected recordings. The
effectiveness and efficacy of these preliminary methods,
however, have yet to be verified in general populations by
direct observation.

B. Physiology based methods

The well known physiological characteristics of OAEs
offer two principle ways to eliminate or attenuate the MR in
TEOAEs: masking and nonlinearities. Physiologic masking
can suppress the OAEs by the introduction of another sound
in the same �ipsilateral� or opposite �contralateral� ear, or
both �binaural� ears �Wilson, 1980�. If the OAEs are masked
or suppressed by a simultaneous tone or noise, then the pure
meatal response can be recorded �Arslan et al., 2001; Tavar-
tkiladze et al., 1994�. Generally an ipsilateral reproducible
pseudo-random noise masker is presented simultaneously
with the stimulus and a digital subtraction method is used to
recover the MR-free TEOAEs by post-processing. At low
stimulus levels such a technique revealed the existence of
TEOAE components at latencies around 2.5–5.0 ms which
were more linear than later components �Kruglov et al.,
1997�. These components, however, were not found in all

subjects and appeared to consist of lower frequencies than
expected, probably due to MR contamination.

Compressive nonlinearity is a fundamental characteristic
of OAEs and offers opportunities for online MR attenuation.
The most commonly used technique for MR artifact reduc-
tion is the derived nonlinear response �DNLR� recovery
method originally developed by Kemp and colleagues �Bray
and Kemp, 1987; Kemp et al., 1986�. The term “nonlinear”
is a slight misnomer, in that any type of stimulus input will
cause compressive nonlinearity in the TEOAE response at a
certain intensity level. DNLR averaging is so-named due to
the exploitation of the nonlinear characteristics of TEOAEs
that are evoked by high-intensity stimuli. In DNLR acquisi-
tion method, the polarity of the input stimuli is inverted, such
that upon averaging, the artifacts associated with the meatal
response are reduced. This technique uses three transient
stimuli and a fourth stimulus of inverted polarity which has a
relative magnitude of +9.5 dB �three times the amplitude�
higher than the first three. The DNLR method depends on
compressive nonlinearity and works better with moderate
and high level stimuli. As such, the functional premise may
not hold for low level stimuli, where the OAEs are nonsat-
urating. Furthermore, due to the subtraction, the signal to
noise ratio �SNR� of the acquired response is reduced by
6 dB �Ravazzani and Grandori, 1993�. In order to maintain a
comparable SNR to the linear method, twice as many sweeps
are needed.

Finally, a novel and patented technique known as
double-evoked OAEs �2EOAE�, which exploits the same
nonlinear interactions as DNLR, was developed by Douglas
Keefe at the Boys Town National Research Hospital �Keefe,
1998; Keefe and Ling, 1998�. This method uses a two-source
modality, whereby the first two stimuli are presented sepa-
rately by two speakers and the third stimulus is a superposi-
tion of the first two by presenting two stimuli simultaneously.
Upon subtraction, the 2EOAE results in an improved re-
sponse since probe distortion is minimized. However, some
of the same caveats that affect the DNLR technique also
affect the 2EOAE technique; namely, since subtraction is
used, more sweeps are needed to maintain SNR.

C. Acoustic waveshaping methods

In this approach the aim is to reduce the MR by present-
ing a special transient to the ear that will generate a more
impulsive waveform in the ear canal than the rectangular
click. Chertoff and colleagues used the recorded MR to
model the ear canal transfer function with finite impulse re-
sponse �FIR� pulses, band-limited from 256 to 10 512 Hz
�Chertoff and Chen, 1996; Chertoff and Guruprasad, 1997�.
In these studies, FIR pulses were used to guarantee stability
in frequency-domain division and to have a band-limited
template. The computation procedure involves calculating
the transfer function of the ear by dividing the recorded
meatal response with the FIR pulses, then inverting and low-
pass filtering the result.

However, the FIR pulse is not identical to a rectangular
click that is used clinically. A FIR pulse necessarily contains
ringing after the point of maximum energy. Since one of the
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motivations of modifying a TEOAE stimulus is to reduce
ringing, computing with a FIR pulse is not desirable since it
will add ringing. To correct for this, Chertoff and Chen
�1996� modified the computed click spectrum to have a roll-
off, much like a rectangular pulse. Acoustic clicks were gen-
erated with this method, and TEOAEs were obtained. How-
ever, Chertoff and Guruprasad �1997� found that spectrally
flattened stimuli actually reduced the overall TEOAE level
and its reproducibility. This was attributed to the minimiza-
tion of the 2–3 kHz spectral peak, which in turn reduced the
saturation effect of the TEOAEs, which were acquired in
DNLR mode.

Other previous studies have utilized a compensated click
for the purposes of extending the high-frequency stimulation.
The earliest such method was developed for the purposes of
reducing ringing in auditory evoked responses �Van Campen
et al., 1994�. In that study, supra-aural earphones, instead of
inserts, were calibrated through complex frequency-domain
division to produce tone-bursts and low-pass filtered dc
pulses with reduced ringing. In another study, a compensated
click was used for the purposes of studying the effects of
click stimulus intermodulation distortion in evoking
TEOAEs �Yates and Withnell, 1999�. In that study, a high-
pass filtered compensated click was used in guinea pigs. The
MR was derived from a pseudo-random noise input, but the
compensation technique was not elaborated upon. Further-
more, it is not known if the compensated click had reduced
ringing, as the motivation was solely to deliver a spectrally
flat stimulus.

Similar to the above acoustic waveshaping techniques,
the present study aims to generate customized ear-dependent
transient waveforms that will produce an acoustic impulse in
the ear canal. Unlike the previous studies, the transfer func-
tion of the ear is obtained by using a swept-tone technique
that distributes the concentrated energy of the rectangular
input to an extended stimulation period. This method gives
the impulse response of the meatus directly, and since no
divisions are used in calculating the transfer function, com-
putational errors and instability problems are avoided and
more robust outcomes are produced.

II. THEORY AND COMPUTATIONAL METHODS

The objective is to design an equalization filter whose
magnitude and phase responses will compensate that of any
meatal response. Given a recorded ear response h�n�, the
corresponding frequency-domain transfer function will be
H���. Then some acoustic input x�n� will be filtered by the
meatus such that the recorded output, y�n�, will be

y�n� = x�n� � h�n� ⇔ Y��� = X��� · H��� . �1�

The objective is to find a linear time-invariant �LTI� filter
that can be used to reshape the stimulus, resulting in y�n� that
is more like a desired acoustic click after being convolved
with the auditory canal. In this study first a new approach,
swept-tone analysis, will be introduced to find the transfer
function of the ear. Then, this function will be used to find
the compensation filter that will in turn generate the compen-
sated click. The delivery of the compensated click to the ear

canal will result in an impulsive acoustic input which will be
similar to an ideal impulse function with reduced acoustic
ringing.

A. Swept-tone analysis

A Hammerstein model, which consists of a weakly static
nonlinear system followed by a dynamic linear system, can
be used to represent the auditory canal. For this type of sys-
tem, an exponentially frequency sweeping tone is used as an
excitation signal �Farina, 2000; Muller and Massarani, 2001;
Farina, 2007�. The sinusoid s�n�, �swept-tone or sweep� is an
increasing frequency modulated function of duration T with
beginning and ending frequencies, �1 and �2. K and L are
constants determining the scaling factor and the rate of
change of the frequency, respectively.

s�n� = sin�K · �en/L − 1�� ,

K =
T · �1

ln��2/�1�
L =

T

ln��2/�1�
. �2�

An inverse sweep, s−1�n�, is also generated, in which the
sweep is time reversed with an exponentially decreasing am-
plitude envelope applied. The envelope whitens the signal by
reducing the level −6 dB/octave. The subsequent convolu-
tion of s�n�*s−1�n� under ideal conditions �large T and wide-
band �� yields a Dirac delta function, ��n�. If s�n� is used as
an excitation signal, for example, in the meatus, the impulse
response can then be obtained simply by convolving the
measured output signal with the inverse sweep:

h�n� = s�n� � h�n� � s−1�n� . �3�

The sweep and inverse sweep can be derived in the fre-
quency domain, s�n�⇔S��� and s−1�n�⇔S−1���, respec-
tively. First the group delay, �g��� is given as

�g��� = A + B · ln � ,

A = �g��1� − B · ln��2�, B =
�g��2� − �g��1�

ln��2 − �1�
. �4�

Then the phase is related to the group delay by

�g��� = −
d

d�
���� �5�

Finally, the sweep and inverse sweep can be generated from
the phase response, as calculated above, and assuming a flat
magnitude response by the equations

s�n� = F−1�S���� = F−1�ej·����� , �6�

s−1�n� = F−1�S−1���� . �7�

The swept-tone method has many advantages over other
impulse response extraction methods, such as the single in-
put or the maximum-length sequence �MLS� methods
�Thornton, 1993�. First, for an equivalent number of sweeps,
the excitation signal of a swept-tone stimulus is much longer,
and so when compressed into an impulse, exhibits a much
improved SNR. Second, in the swept-tone method, the dis-
tortion components of the system under test �in this case, the
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meatus� are time-shifted away from the first-order or linear
response. Therefore, h�n� contains only the linear compo-
nents. This is useful for subsequent inverse filtering to have
nonlinear response �transducer or physiological� conve-
niently separated from linear response. Third, the MR ob-
tained from a single input or MLS method using a rectangu-
lar pulse will contain inherent zero-notches in its frequency
response, which is not conducive to inverse filtering. How-
ever, the swept-tone method, once time-compressed, results
in a theoretical impulse response to the Dirac delta, and so
does not contain any stimulus-related frequency-domain
notches. Finally, the method for obtaining the transfer func-
tion is inherent in the swept-tone analysis, which produces
the response from an idealized impulse. This is an improve-
ment over conventional transfer-function measurements,
which requires complex division of the output with the input,
and can result in increased noise levels in bands outside the
area of interest.

The above type of log-chirp is previously described by
Keefe as a method to collect OAEs using the distortion-
product paradigm, and “de-chirping” the result to obtain
emissions reminiscent of those evoked by a transient �Keefe,
1998; Keefe and Ling, 1998�. The chirp is defined in the
frequency domain, beginning with a prescribed group delay
that is a function of frequency, with some parameters con-
trolling duration, and directionality. The constant-magnitude,
logarithmic-group delay chirp is converted to the time-
domain via inverse Discrete Fourier Transform �DFT�. The
de-chirped or time-compressed signal is obtained by using an
all-pass filter with an inverted phase response. The convolu-
tion of the all-pass with the inverse all-pass yields an im-
pulse.

B. Magnitude equalization

First, a magnitude equalization process is derived from
the meatal impulse response obtained with the swept-tone
technique. Very few epochs �on the order of 100� are needed
to obtain the impulse response of the meatus. Magnitude
equalization will dampen the main resonance of the meatus,
which in turn shortens the duration of the impulse response.
The equalization is applied to the stimulus, as a type of pre-
emphasis, or compensation, which will flatten the magnitude
response.

The solution is to create an inverse filter, H−1���, that
has peaks and notches that complement those of the meatal
response, H���. However, certain elements of H��� may be
very close to zero, particularly at the specification limits of
the probe microphone, or generally very low- and very high-
frequencies. If inverted, these elements will create extremely
high values. For this reason, parametric band-limits were
used to limit the inversion algorithm to the frequencies of
interest. Typical TEOAE protocols define an analysis band-
width of 0.8–4.0 kHz �Hatzopoulos et al., 2003�, but an ex-
tended upper limit is desired for this study, so a bandwidth of
the decade spanning 0.8–8.0 kHz is used.

The quasi-inverse of �H���� defined on �0,�� is given as

�H����� in the subset ��1 ,�2� where �1 ,�2 are the upper and
lower limits of the swept-sinusoid. Therefore, �H����� is de-
fined piecewise as

�H����� = � 1

�H����
, � � ��1,�2�

1, � � �1,� � �2.
	 �8�

A transition region must be created to eliminate ringing in
the time-domain at any created edge frequencies that arise
from the piecemeal construction of the magnitude response.
One of the stated objectives of this compensation method is
to reduce ringing of the meatus; therefore, special attention
must be given to the edge frequencies to eliminate the pos-
sibility of introducing new process-related ringing. Window-
ing is applied at the bands between baseline to �1 and be-
tween �2 to �2+	�2, or some arbitrary higher frequency. A
Hann window function was chosen to transition smoothly
from the compensation region to the unity regions to elimi-
nate time-domain edge frequency ringing.

C. Phase equalization

A transient signal should have constant group delay
across all frequencies; this implies that the phase is linear. In
the construction of the compensation filter, a compensation
phase must be applied to linearize the phase of the meatal
response. First, an ideal phase response must be computed
which is given by a line connecting H�dc� to H���. The
phase is given by the argument of the complex variable H
and will be denoted by �H���. Then the idealized phase as
a function of � is

�Hideal��� = ��H��� − �H�0�� · � + �H�0� . �9�

If we let the phase at dc be equal to zero, then the ideal phase
reduces to

�Hideal��� = �H��� · � . �10�

When a system of two LTI filters are in series, their phases
sum linearly, so the phases of the compensation filter and the
meatus should sum to our constructed idealized phase. So the
phase of the compensation is the difference of the phase of
the meatus and the idealized phase, whereby

�H���� = �H��� · � − �H��� . �11�

D. Overall compensation filter

The compensation filter can now be constructed using
the desired magnitude and phase responses, such that

h��n� = F−1�H����� = F−1��H����� · ej·�H����� . �12�

The input click stimulus, or in this case a rectangular pulse
denoted by x�n�, is filtered with the compensation filter,
h��n�, whereby the output is given as y�n�
=x�n�*h��n�*h�n�
x�n�. In other words, the stimulus in the
ear canal with compensation filter is a close approximation to
the actual desired stimulus than is the non-compensated
stimulus. An overview of the compensation method is dia-
gramed in Fig. 1.
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III. MATERIALS AND EXPERIMENTAL METHODS

A. Subjects

Data were acquired from 12 ears of six young adult
subjects �four male and two female� of ages ranging from 18
to 28, all in accordance with an IRB-approved protocol. All
subjects had normal audiograms with thresholds better than
25 dB hearing level �HL� at frequencies 0.5, 1.0, 2.0, and 4.0
kHz, and bone-air gaps of less than 15 dB. For TEOAE ac-
quisition, the subjects sat or lied down in an acoustically
attenuated and electro-magnetically shielded environment.
An Etymotic Research ER-10D OAE probe fitted with a rub-
ber tip was inserted into the meatus to form an acoustic seal.

B. Equipment

The probe interfaced with a digital signal processor
�Analog Devices ADSP-21369 Sharc EZ-Kit Lite� with an
on-board ADC/DAC �AD1835: 24 bits, 48 kHz�. The output
of the DAC was calibrated to the sound source specifications
of the ER-10D probe, in which a 1 V rms signal is equiva-
lent to 86 dB sound pressure level �SPL�. The ADC voltage
levels were calibrated to pressure by taking into account the
voltage range of the ADC and the sensitivity of the probe
microphone. Further SNR and architecture specifications are
described in Bennett and Özdamar, 2009.

C. Stimuli and response acquisition

For the standard click recordings, 75 �s clicks were
used. The compensated stimuli were mean-adjusted to pre-
vent unnecessary speaker excursion and digitally filtered for-
wards and backwards to prevent phase distortion using a
four-pole Butterworth filter with cutoff frequencies of 0.8
and 8 kHz. The swept-tone stimulus used for acquiring the
MR had beginning and end frequencies of 0.256 and
16.384 kHz, and were swept over 2400 samples. With a sam-
pling rate of 48 kHz, the total duration of the swept-tone was
50 ms. A raised cosine window was applied to the first and
last millisecond.

The compensated stimulus is expected to have comple-
mentary magnitude and phase characteristics to the transfer
function of the auditory canal. The magnitude response of
the compensated stimulus when multiplied with the magni-

tude response of the meatus created a flat spectrum, and the
phase response of the compensated stimulus when summed
with the phase of the meatus created a constant group delay.
The phase response was unwrapped and detrended to empha-
size the small fluctuations in the response, which can have a
large impact on the group delay or the ringing of the time-
domain response.

TEOAE responses were recorded at 86 dB peak sound
pressure level �pSPL� or 400 mPa, down to 50 dB pSPL
�6 mPa� in 6 dB steps. TEOAE recordings were obtained by
synchronous mean averaging of 2000 sweeps. The averaging
window was 25 ms, or 1200 samples at a 48 kHz sampling
rate. The stimuli were presented to the subjects at a rate of
39.1 Hz in order to reduce the impact of electromagnetic
interference through the process of averaging. Artifact rejec-
tion of 5 mPa �48 dB pSPL� was used during the time win-
dow of 5–25 ms post-stimulus onset.

D. Windowing criterion

An objective method for analyzing the duration of the
MRs was selected in order to compare TEOAEs acquired via
standard and compensated stimuli. The MPEG-7 standards
delineate a specific temporal descriptor, which is intended to
identify the effective duration of a transient �Peeters and
Deruty, 2008�. This measure first derives the temporal enve-
lope estimation, e�n�, by the process of moving a selectable
window across the calculated energy of the signal, given by

e�n� =� 1

N
�

i=n−N+1

n

h2�i� , �13�

where h�n� is the impulse response of the auditory canal, and
N is the length of the averaging window and n is the discrete
time index. The temporal envelope estimation is based on the
short-time average energy, where the 1 ms window �N=48 at
Fs=48 kHz� acts as a low-pass filter of the energy. The ef-
fective duration is the amount of time that the envelope is
above a given threshold. A threshold of 0.75 mPa was cho-
sen, so as not to exclude any TEOAEs and to choose a level
low enough such that the MR will not obstruct the TEOAE
response significantly.

E. Spectral flatness measure

In order to objectively compare the spectra of the stan-
dard click with the compensated click, a spectral flatness
measure �SFM�, adopted from the MPEG-7 standards of low
level audio descriptors, was used �Hellmuth et al., 2001�.
The spectral flatness is a scalar that is computed by the ratio
of the geometric mean to the arithmetic mean of the spec-
trum of interest, and is given by

SFM =

�
k=k1

k2

H�k��1/�k2−k1�

1

�k2 − k1� �
k=k1

k2

H�k�

, �14�

where H�k� is the value of the magnitude spectrum at bin
index k, and specific indices k1 and k2 are the FFT bin loca-

FIG. 1. �Color online� After obtaining the impulse response of the ear via
the swept-tone technique, time windowing is performed to obtain the MR
signal, h�n�. Frequency-domain inversion is performed by deriving the au-
ditory canal compensation filter. The phase of H−1��� is designed to sum
with the phase of H��� to create a linear phase response �constant group
delay�. The magnitude of H−1��� is designed such that the product with
H��� is unity. The resulting time-domain transform yields the electrical
stimulus, h−1�n�.
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tions of the upper and lower band limits �1 and �2. In this
study, a 4096-point FFT was used, so �1 and �2 correspond
to bins k1=44 and k2=2796. Using the SFM formula, tonal
signals will have values closer to 0, and broadband signals
will have values closer to 1.

F. Time-frequency analysis

The TEOAE responses were analyzed using the Morlet
wavelets in order to observe the responses in the time-
frequency domain. The wavelet transform allows for a rela-
tively short signal to be decomposed into its elementary fre-
quency constituents with good frequency and time
resolution. The mother wavelet is scaled and shifted to the
proper analysis frequency and latency, which in this study
ranged from 0.8 to 8.0 kHz in 0.05 kHz steps from
0 to 20 ms post-stimulus onset. The Morlet wavelet, given
by Eq. �15� below, is a complex Gaussian shaped function in
both the time and frequency domains. It is also symmetric on
the real and imaginary axes.

w�t, f0� =
e�−t2/2
t

2�e2j�f0t

�
t
��

. �15�

Above, the mother wavelet, w�t , f0�, is a function of the cen-
ter frequency, f0, and time, t, with 
t representing the stan-
dard deviation of the signal in the time-domain.

Wavelet transformation is a useful post-processing tool
to decompose TEOAE into its analysis contributing fre-
quency components �Tognola et al., 1997; Wit et al., 1994�.
The point of maximal energy at a specific frequency is re-
lated to the latency of that component. Since the basilar
membrane has a frequency-dependent topology from basal to
apical end, a frequency-dependent TEOAE latency is ex-
pected as well as shown in the wavelet constructed time-
frequency displays. In such analyses, however, the high-
frequency early-latency components generally are obstructed
by the extent of the meatal artifact.

G. Offline DNLR processing

Since recordings were taken in 6 dB steps, a modified
offline DNLR technique was applied whereby two record-
ings from the same intensity were averaged with one in-
verted, higher-intensity �+6 dB� recording. Effective dura-
tion analysis was performed at each of the intensities: 80, 74,
68, 62, 56, and 50 dB pSPL. Spectral flatness cannot be ana-
lyzed on the DNLR response since the residue typically con-
sists of probe or transducer distortions, which would not give
an accurate representation of the spectral content within the
auditory canal.

IV. RESULTS

Electrical and acoustical characteristics of the standard
and compensated clicks are characterized as recorded from
one subject �SUB01R� in Fig. 2. The rectangular click wave-
form displayed in the top row shows the expected slowly
decreasing magnitude response with flat phase. The corre-
sponding acoustic waveform plots in the second row display
the acoustic ringing �the meatal response� resulting from the

ear canal characteristics. The corresponding magnitude and
phase plots show the expected magnitude gain around 3 kHz
and the phase shifts at high-frequencies. The waveforms of
the electrical compensated click, in the third row, show the
complementary magnitude and phase characteristics to the
plots shown in the second row. The electrical compensated
click is comprised of several oscillations starting about
0.7 ms prior to the onset of the click and lasts about 2.7 ms.
The resulting acoustic waveform of the compensated click is
plotted in the fourth row �leftmost� and shows a more impul-
sive stimulus as expected. The magnitude response plot of
the acoustic compensated click shows an improvement in the
desired flatness �spectral flatness index for this case im-
proved from 0.8819 to 0.9997�, most notably in a boost to
high-frequencies, and a smoothing of the low-frequency
ripple �in-band ripple decreased in this case from
17.3 to 6.7 dB, a 10.6 dB reduction in ripple�. Furthermore,
the phase plot shows near zero phase characteristics, indicat-
ing a constant group delay.

As expected the compensated stimuli varied from ear to
ear, as each is unique to the individual transfer characteris-
tics. However, some similarities among the stimuli existed;
each stimulus contained 0.7 ms of pre-onset energy and
2.7 ms of post-onset energy for total stimulus duration of
3.4 ms. The equalization is performed on h�n� that is normal-
ized for digital processing to �−1,1�, the electrical compen-
sated stimulus was then scaled to its proper output level to
match the standard click in terms of dB pSPL as described by
Burkard �1984�. Alternative measurements of sound pressure
level are peak to peak �ppSPL� and peak equivalent �peSPL�,
and the latter can be subdivided into baseline-to-peak or
peak-to-peak peSPL. For a brief acoustic transient, the dif-
ference between ppSPL and peSPL is about 3.5 dB, which
can be assumed as the margin of error in the intensity of the
output level of the compensated click.

FIG. 2. Time and frequency characteristics of the signals of the OAE sys-
tem: �left column� time-domain signals, �middle column� corresponding
magnitude response and �right column� phase response. The top two rows
show the 75 �s rectangular pulse electrical stimulus �first row� and corre-
sponding acoustic response �second row� as recorded from the auditory
canal. The bottom two rows show the electrical compensated stimulus �third
row� and its acoustic compensated meatal response as recorded in the audi-
tory canal �fourth row�, respectively.
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A collection of all of the individual ear canal responses
recorded at 86 dB pSPL are shown in Fig. 3 in time and
frequency-domain representations. The effective duration, as
defined in Sec. III D, of the meatal responses are reduced at
this intensity level by an average of 1.2 ms. Furthermore, as
a result of the compensated click being represented as a true
acoustic transient, the magnitude and phase responses are
flattened between the bands of interest. The magnitude flat-
ness, as measured by the spectral flatness index, improves on
average from 0.7626 to 0.9918, which is close to a true
acoustic transient, which has a theoretical spectral flatness
index of 1.0. The flattening of the magnitude and phase re-
sponse are merely the frequency-domain representations of
shortening the impulse response of the acoustic stimulus.
This is especially noticeable for the phase response, whose
derivative directly gives the frequency-dependent group de-
lay, such that a flatter phase response with no fluctuations
will have a more constant group delay than a phase with
many fluctuations.

When considering the removal of the meatal artifact, the
ringing must be reduced to at least the level of TEOAEs, if
not lower in order to classify the data as meaningful. So
observation on a reduced pressure scale reveals how the
compensated click truly reduces the meatal artifact across all
ear canal recordings. Figure 4 shows the ear canal recordings
at the highest-intensity recording �86 dB pSPL� for all sub-
jects in both ears. The vertical axis is scaled for observation
of the ringing at intensities near the windowing point. The
window point is selected as the time at which the effective
duration of the ear canal recording falls below 0.75 mPa. It is
clear from Fig. 4 that the compensated click will have an
effective duration that is shorter than the standard rectangular
pulse. In fact, at 86 dB pSPL, the average effective duration
for the standard click is 6.0 ms and for the compensated
click is 4.8 ms.

The effective durations of MR for both standard and
compensated clicks in linear and nonlinear mode are plotted
for all intensities in Fig. 5. The horizontal axis indicates all

of the intensity levels which were recorded, and the vertical
axis indicates the effective duration, in ms, of the mean inter-
subject recordings. The effective duration is an indication of
the duration of ringing in the ear canal recordings. As ob-
served, in both linear and nonlinear modes the standard rect-
angular pulse click has a significantly longer effective dura-
tion than the compensated click for moderate to high-
intensity stimuli. In linear mode, the smallest improvement is
0.22 ms at 50 dB pSPL and the greatest improvement is
1.5 ms at 68 dB pSPL. It is expected that lower intensities
will have a smaller improvement in terms of ms, since there
is inherently less ringing to begin with at lower intensities.

The use of the compensated click serves primarily to
create an ideal acoustic click in the ear canal, of which the

FIG. 3. The impulse response �top row�, magnitude response �middle row�,
and phase response �bottom row� for a standard rectangular pulse �left col-
umn� and the ear canal compensated click �right column�. The effective
duration for the compensated click is much shorter, has a flatter magnitude
response, and also displays a more linear phase response than its rectangular
pulse counterpart.

FIG. 4. Composite acoustic waveforms from all ears to 86 dB SPL stimulus
showing the standard �left column� and compensated �right column� clicks
from the time period of 3–20 ms. The bottom row shows y-axis zoomed
version of the first row. The advantage of the compensated click becomes
apparent at closer zoom intervals, whereby ringing in the time-domain is
reduced by several milliseconds.

FIG. 5. The mean effective durations ��1 standard deviation� of the MR at
each recorded intensity level for both the standard �dashed� and the com-
pensated �solid� clicks are shown for linear acquisition �in bold� and for
DNLR acquisition �in thin�. An average of about 1 ms improvement is ob-
tained by using an auditory canal compensated click. Significance � *p
�0.05; **p�0.01� is found at moderate to high-intensity levels for both
modalities, and even at low intensities for linear mode.
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two most salient features are a shortened impulse response
and a flattened magnitude response. The impulse response
was objectively determined using its effective duration as the
modality of measurement, and similarly the magnitude re-
sponse, or spectrum, is objectively determined with the use
of a so-called spectral flatness measure, as described in Sec.
III E. The spectral flatness measure is calculated from the
values at each bin within the band of interest of the magni-
tude spectrum and is simply a ratio of the geometric mean to
the arithmetic mean of these values. A scalar spectral flatness
value nearer to 1 indicates a broadband spectrum and a value
nearer to 0 indicates a tonal or resonant spectrum. As shown
in Fig. 6, the compensated click has a significantly flatter
spectrum �p�0.01� compared to a rectangular pulse click at
all intensity levels. This indicates that, much like an ideal
acoustic click, the compensated click has a magnitude re-
sponse that is nearly flat, and 10%–15% more flat than the
magnitude response from a standard click.

V. DISCUSSION

This study explores the improvements of using a com-
pensated click which mimics an idealized acoustic click in
the auditory canal. This is accomplished by acquiring the
transfer function of the meatus via a swept-tone stimulus.
From this transfer function, an inverse filter is created by
equalizing both the magnitude and phase responses within
the band limits of interest. The inverse filter is used to create
the electrical stimulus, which when distorted by the meatus
will produce an ideal acoustic click, meaning it will have a
very short effective duration and will have a flat magnitude
response.

Tests were done on 12 individual ears at multiple inten-
sities from 50 to 86 dB pSPL in 6 dB steps with both the
compensated click and a standard rectangular pulse click.
Objective measures of the effective duration and the spectral
flatness were determined by using low level audio descrip-
tors from the MPEG-7 standard. It was found that use of the
compensated click significantly reduces the effective dura-

tion of the ear canal MR. In turn, this reduces the meatal
artifact, revealing early-latency TEOAEs, which are high-
frequency emissions. In fact, at these early latencies, even a
small shift of the windowing point toward the stimulus onset
results in a large increase in the frequency acquisition. Many
of the TEOAE time-frequency models use a power equation
in the general form of t=afb whereby the TEOAE frequency,
f , increases exponentially �according to constants, b
−0.5
and a
10� and with a large gradient near early-latency
times, t. Furthermore, it was found that use of the compen-
sated click significantly flattens the magnitude spectrum of
the meatal response, presumably providing to the middle ear
a more equal energy distribution in the TEOAE band of fre-
quencies �0.8–8.0 kHz�. Specifically, it was found that the
compensated click removes a peak near 3 kHz �the Helm-
holtz resonant point of a 27 mm length cavity� and boosts the
high-frequency roll-off.

The combination of revealing early-latency emissions
while providing an increased output level to high-frequencies
yields a TEOAE response that has an observably improved
high-frequency response. Figure 7 �top panel� shows the re-
cordings from a single ear at 86 dB pSPL using a standard

FIG. 6. The mean ��1 standard deviation� spectral flatness index plotted at
each recorded intensity level for linear modality. The spectral flatness mea-
sure is a scalar from 0 �tonal� to 1 �broadband� indicating how flat the
magnitude response is within a given band limit �0.8–8.0 kHz�. Strong sig-
nificance � **p�0.01� is found at all click levels. Furthermore, the inter-
subject variance is lower for the compensated click at all intensities.

FIG. 7. �Color online� Standard and compensated click recordings are
shown from one subject �SUB01R� for linear �top four panels� and nonlinear
modalities �bottom four panels�. The upper rows of each panel show the
time-domain TEOAEs, and the lower rows show the corresponding time-
frequency analysis using Morlet wavelets. An increase in high-frequency
responses can be seen with the compensated click, due to more spectral
energy provided to these frequencies. As well, a decrease in the effective
duration of the acoustic click in both modalities is observed with the com-
pensated click. Time-frequency peaks of the energy blobs are indicated with
square �standard� and circle �compensated� markers.
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click and a compensated click, respectively. The window
point was selected when the effective duration of the meatal
response reached a threshold of 0.75 mPa. Time-frequency
displays shown below the time plots reveal the concentra-
tions of TEOAE energy for both types of clicks. Addition-
ally, offline DNLR processing was performed using 80 and
86 dB pSPL recordings, shown in Fig. 7 �bottom panel�. The
compensated click has, in this specific case and on average, a
shorter effective duration than a standard rectangular click
even in nonlinear mode. Both linear and nonlinear modalities
for the same subject show a reduction in effective duration,
and in linear mode an increase in high-frequency responses
can be observed. The reduction in the acoustic ringing ex-
poses early-latency, high-frequency TEOAEs for the linear
modality. In fact, this trend is seen generally across all of the
subjects.

The time-frequency wavelet plots tend to reveal energy
formed in blobs, which are groups of contiguous pixels with
continuous frequency and time and mostly exhibiting an el-
lipsoid shape. The regional maxima for each of these blobs
are determined for a neighborhood of at least eight connected
pixels. Peaks below 30 �Pa were removed from the blob
peak analysis. A composite of all the blob peaks from all
tested ears at 86 dB pSPL is shown in Fig. 8 for both click
types. It can be seen that there is an improvement in high-
frequency information using the compensated click. This
suggests that the use of compensated clicks yields improved
TEOAE information above the traditional upper band limit
of 4.0 kHz.

As in the case in Fig. 7, it was generally seen that in
linear mode, there was no significant change in low-
frequency content of the TEOAE response, but in nonlinear
mode a reduction in TEOAE response was found in the
1.0–3.0 kHz components. These results confirm those ob-
tained by Chertoff and Guruprasad �1997� whom found a
general reduction in TEOAE amplitudes when calibrated
clicks were used. The Chertoff studies used the DNLR ac-
quisition mode, which relies on the response heavily saturat-
ing at the high-intensity click. As the authors suggest, if the

TEOAEs elicited from energy in the spectral peak drop out
of saturation when the peak is reduced, then the reduction in
response will be magnified due to the nature of nonlinear
residual subtraction. As a confirmation of this hypothesis, in
this study a similar reduction in nonlinear mode was found
around the 1.0–3.0 kHz components.

Overall, the advantages of the compensated click de-
scribed above may improve clinical OAE testing, especially
in hearing screening. Time savings offered by the compen-
sated click with the expanded information gained may re-
duce the number of false positives and reduce costs. In re-
search, better modeling of TEOAEs can be achieved with
spectrally compensated clicks. This could be especially im-
portant in animal models where high quality TEOAEs could
not be obtained easily due to short durations and small am-
plitudes. Finally, insight into early-latency emissions may
provide valuable information for TEOAE generation theories
and time-frequency models, often used in research.
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A model of cochlear mechanics is described in which force-producing outer hair cells �OHC� are
embedded in a passive cochlear partition. The OHC mechanoelectrical transduction current is
nonlinearly modulated by reticular-lamina �RL� motion, and the resulting change in OHC membrane
voltage produces contraction between the RL and the basilar membrane �BM�. Model parameters
were chosen to produce a tonotopic map typical of a human cochlea. Time-domain simulations
showed compressive BM displacement responses typical of mammalian cochleae. Distortion
product �DP� otoacoustic emissions at 2f1− f2 are plotted as isolevel contours against primary levels
�L1 ,L2� for various primary frequencies f1 and f2 �f1� f2�. The L1 at which the DP reaches its
maximum level increases as L2 increases, and the slope of the “optimal” linear path decreases as
f2 / f1 increases. When primary levels and f2 are fixed, DP level is band passed against f1. In the
presence of a suppressor, DP level generally decreases as suppressor level increases and as
suppressor frequency gets closer to f2; however, there are exceptions. These results, being similar to
data from human ears, suggest that the model could be used for testing hypotheses regarding DP
generation and propagation in human cochleae.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3337233�

PACS number�s�: 43.64.Kc, 43.64.Ld, 43.64.Jb �BLM� Pages: 2420–2432

I. INTRODUCTION

Nonlinear growth is characteristic of healthy mamma-
lian cochleae �Rhode, 1971�. Introducing nonlinearity to the
damping coefficient of cochlear models �Kim et al., 1973;
Hall, 1974� enabled the simulation of distortion products
�DPs� and other nonlinear responses. In several subsequent
studies, the damping coefficient was allowed to be negative
at low intensity so sounds were amplified in a frequency- and
place-specific manner. As a result, model responses achieved
high sensitivity and sharp tuning typical of mammalian hear-
ing �Davis, 1983; Neely and Kim, 1983, 1986�. Since then,
understanding of the biophysical foundations for the putative
“cochlear amplifier” has improved �see Dallos, 2008, for a
review�. Models proposed in recent years �Lu et al., 2006;
Ramamoorthy et al., 2007; Liu and Neely, 2009; Rabbitt et
al., 2009� indicated that outer hair cells �OHCs� likely pro-
vide cycle-by-cycle amplification to cochlear traveling
waves because of their capabilities to convert mechanical
and electrical energy in both directions �Brownell et al.,
1985; Hudspeth, 1997�. However, these newer results were
obtained by linear analysis in the frequency domain; time-
domain simulation of DP and other nonlinear responses from
these models has not yet been reported.

The goals of the present study are �1� to construct a
nonlinear cochlear model that incorporates recent findings in
OHC biophysics and �2� to test the model’s time-domain
response to single and multitone stimuli for a broad range of
stimulus conditions. Of particular interest is the simulation of
distortion-product otoacoustic emissions �DPOAEs�. First
observed in late 1970s �Kemp, 1978; Kim et al., 1980�,
DPOAEs have been measured for a wide range of stimulus

frequencies and levels �e.g., Gaskill and Brown, 1990�. Dam-
age to the OHCs causes reduction of DPOAEs �Zurek et al.,
1982�, confirming OHCs’ contribution to cochlear nonlinear-
ity. Computer simulation of DPOAE emerged in the 1990s.
Using a variation of the Neely and Kim �1986� model, Kanis
and de Boer �1993� calculated DP levels via a frequency-
domain iterative quasilinear approach. Results suggested that
the source of DP is distributed, and that DP travels backward
to the middle ear via a slow transverse wave. A later revision
of the Neely and Kim �1986� model included an explicit
representation of the membrane potential in OHCs �Neely,
1993�. Subsequently, simulation of DP was carried out using
a time-domain approach �Neely and Stover, 1994�; when the
frequency of one primary tone �f2� was fixed while the other
�f1 , f1� f2� was swept, DP level had a band-pass filtering
characteristic similar to that observed in humans and rodents
�Brown et al., 1992�. When the levels of the primaries were
swept, the revised model also produced DPOAE input-output
�I/O� functions typical of humans �Neely et al., 2000�. In the
interim, theoretic treatment of DPOAE was conducted by
Talmadge et al. �1998� using a frequency-domain, perturba-
tive approach to explain fine structures and the band-pass
filtering effect.

The present study is an extension to modeling efforts
previously described in a few ways. First, the present model
describes OHC biophysics in more detail �Liu and Neely,
2009�, which makes it possible to place the nonlinearity spe-
cifically in the mechanoelectrical transduction �MET� chan-
nel of OHCs. The advantage of modeling OHCs biophysics
is discussed in Sec. V. Second, DPOAEs for a wide range of
primary levels and primary frequencies were simulated so
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results can be compared to data recently reported by Johnson
et al. �2006�. In addition, model responses to three-tone
stimuli in a DP suppression paradigm are compared to data
from normal-hearing humans �Rodríguez et al., 2010�.

It is noteworthy that, although DPOAE is a robust phe-
nomenon routinely used for clinical purposes, there is still a
debate regarding DP propagation. The existence of slow-
traveling waves has been challenged �Nobili et al., 2003�,
and transmission-line modeling efforts �e.g., Neely and Kim,
1983� have been criticized. Nobili et al. �2003� proposed that
the motion of the stapes is coupled to the basilar membrane
�BM� via fluid compressional waves. This theory found sup-
ports from a laser-scanning measurement of BM motion
�Ren, 2004�, which seems to suggest reverse propagation of
DPs via compressional �fast� waves. However, the interpre-
tation was based on the phase velocity of DP and its flaws
have been noted �Shera et al., 2007�. By simultaneous mea-
surements of DPOAE and intracochlear acoustic pressure,
Dong and Olson �2008� found evidence for reverse-traveling
waves in the phase response of DPOAE relative to the phase
response of intracochlear DPs. As will be described in Sec.
II, the macromechanical model for the present study is a
transmission-line model. Therefore, results presented in this
paper are based on the slow-traveling wave theory.

Besides DPs, a plethora of nonlinear phenomena has
been observed in cochlear mechanics. Some of them have
been reproduced in computational models, including level-
dependent latency of transient responses �Neely, 1988�,
instantaneous-frequency glide in transient responses �Hub-
bard et al., 2003�, asymmetric onset and offset response time
�Zhang et al., 2009�, and an in-depth investigation �Ku et al.,
2009� of spontaneous otoacoustic emissions �SOAEs�. Tran-
sient responses are beyond the scope of this paper, while
generation of SOAEs will be discussed in Sec. V.

The rest of this paper is organized as follows. Models
for OHC biophysics, cochlear mechanics, and middle-ear
mechanics are described in Sec. II. Parameter selection and
methods for time-domain simulation are described in Sec.
III. Model responses to single and multitone stimuli are re-
ported in Sec. IV. Discussion is given in Sec. V, followed by
conclusions in Sec. VI.

II. MODELS

Sections II A–II C describe the present model for
cochlear mechanics, and Sec. II D describes a simple model
for the mechanics of the middle ear. Cochlear and middle-ear
parameters are listed in Table I and II, respectively.

A. Outer hair cells: Mechanoelectrical transduction

The receptor current that flows into an OHC is modu-
lated by deflection of its hair bundle �HB�. We previously
proposed to model this as follows �Liu and Neely, 2009�:

ir = �v�̇r + �d�r, �1�

where ir denotes the receptor current, and �r and �̇r denote
the reticular-lamina �RL� displacement and velocity, respec-
tively; tectorial-membrane motion is not considered explic-
itly in favor for simplicity here.1 In the present study, Eq. �1�
is generalized by introducing nonlinearity to it:

ir = I��v�̇r + �d�r� , �2�

where I� · � denotes an arbitrary nonlinear function. For the
present study, we defined I� · � as an antisymmetric function:

TABLE I. Parameters for cochlear mechanics.

Meaning �unit� Base Mid Apex

Organ of Corti mechanical parameters
M Mass in OHC load impedance �g� 2.8�10−8 5.0�10−7 2.8�10−5

R Resistance in OHC load impedance �g s−1� 9.4�10−4 9.2�10−4 2.7�10−3

K Stiffness in OHC load impedance �g s−2� 200 11 0.76
m BM mass per unit area �g cm−2� 3.8�10−5 2.8�10−4 2.1�10−3

r BM resistance per unit area �g s−1 cm−2� 1.5 3.2 8.6
k BM stiffness per unit area �g s−2 cm−2� 5.9�105 4.0�104 1.6�103

Outer hair cell electromechanical properties
�d MET’s sensitivity to RL displacement �A/m� 1.6�10−3 6.2�10−4 2.0�10−4

�v MET’s sensitivity to RL velocity �C/m� 4.4�10−6 1.8�10−6 6.8�10−7

Imax Maximum range of OHC receptor current �pA� 670 320 83
T Piezoelectric transformer ratio �m/C� 2.4�106 2.4�106 2.4�106

G Membrane conductance �nS� 91 51 33
C Membrane capacitance �pF� 14 32 79
Cg Gating capacitance �pF� 18 33 70

Physical dimensions
A Cochlear cross-sectional area �cm2� 6.3�10−2 1.4�10−2 3.1�10−3

w BM width �cm� 0.031 0.040 0.051
L Length of cochlea �cm� 3.5
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I��� � Imax� 1

1 + exp�− 4�/Imax�
−

1

2
� =

Imax

2
tanh

2�

Imax
,

�3�

where �=�v�̇r+�d�r. Note that the full range of current out-
put is Imax, and the slope of I� · � is unity at the origin:

� �I

��
�

�=0
= 1.

Experiments have shown that the nonlinear function I� · �
should be an asymmetric function because of rectification; ir

is larger when the HB is deflected toward the tallest row of
stereocilia than ir is negative when the HB is rarified �e.g.,
Corey and Hudspeth, 1983; Ricci et al., 2005�. Nevertheless,
the nonlinearity given by Eq. �3� was suitable for this study
because the main concern was to simulate DP at 2f1− f2,
which is an odd-order distortion.2

B. Outer hair cells: Electromotility

The present study adopts a one-dimensional �1D� piezo-
electric OHC model that we previously proposed �Liu and
Neely, 2009�. The underlying assumptions of the model are
summarized below. First, the receptor current ir is the sum of
capacitive, conductive, and gating components:

ir = C
dV

dt
+ GV +

dQ

dt
, �4�

where C and G are the capacitance and the conductance of
the plasmic membrane, respectively, V is the transmembrane
potential, and Q is the charge accumulation that accompanies
electromotility. Second, the OHC contraction displacement
�o is linearly proportional to Q,

�o = TQ , �5�

where T represents a piezoelectric constant. Finally, Q is a

Boltzmann function of Ṽ�V−TfOHC, where fOHC is a con-
traction force generated by the OHC.

For the present study, the Boltzmann function Q�Ṽ� is
linearized so the only source of nonlinearity is from the MET

channel. Linearization of Q�Ṽ� is legitimate if Ṽ is small in
comparison to the voltage scale in the Boltzmann function—
this appears to be the case at the stimulus levels of interest
�SPL�100 dB, see Sec. V for further details�. Therefore,
Eq. �4� can be rewritten as

ir = C
dV

dt
+ GV + Cg

dṼ

dt
, �6�

where Cg��Q /�Ṽ denotes a gating capacitance that is ap-
proximately constant in time.

In the present study, it is assumed that the OHC con-
tracts and stretches against a simple mechanical load:3

fOHC = M�̈o + R�̇o + K�o, �7�

where M, R, and K are the effective mass, resistance, and
stiffness, respectively.

C. Cochlear macromechanics

The macromechanics of the cochlea are governed by
Newton’s laws and the principle of continuity. In a one-
dimensional nonviscous model �Dallos, 1973�, Newton’s
second law requires that

�xP = −
�

A
U̇ , �8�

where P denotes the pressure difference between two
cochlear chambers �scala vestibuli and scala tympani�, x de-
notes the longitudinal direction from base to apex, � denotes
the effective fluid mass density, A denotes the cross-sectional
area of the fluid chamber, and U denotes the volume velocity
along the x-direction. The present study assumes that the
fluid is incompressible, and the principle of continuity is rep-
resented by the following equation4 �Neely and Liu, 2009�:

�xU = w�̇r, �9�

where w is the width of cochlear partition. The displacement
�b of the BM, equal to the sum of �r and �o, is driven by the
pressure P:

m�̈b + r�̇b + k�b = − P , �10�

where m, r, and k are mass, resistance, and stiffness of BM
per unit area.

The boundary condition at the apical end of the cochlea
is

�xP�x=L =
− �

Amh
P , �11�

where mh=110 g /cm4 is an acoustic inductance which rep-
resents the mass of the fluid at the helicotrema �Puria and

TABLE II. Parameters for middle-ear mechanics.

Meaning �unit� Value

Maleus-incus-eardrum parameters
Am Area of eardrum �cm2� 0.5
Mm Effective mass �g� 8.5�10−3

Rm Effective resistance �g s−1� 20
Km Effective stiffness �g s−2� 1.5�105

gm Maleus-incus lever ratio 0.7

Incudo-stapedial joint
Ri Resistance �g s−1� 400
Ki Stiffness �g s−2� 5.0�106

Stapes parameters
As Area of stapes footplate �cm2� 0.0625
Ms Effective mass �g� 5.0�10−3

Rs Effective resistance �g s−1� 80
Ks Effective stiffness �g s−2� 5.0�105

Round-window parameters
Ar Area of round window �cm2� 0.0625
Mr Effective mass �g� 5.0�10−3

Rr Effective resistance �g s−1� 20
Kr Effective stiffness �g s−2� 1.5�105
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Allen, 1991, Eq �11��. The boundary condition at the basal
end of the cochlea is

�xP�x=0 = − �v̇s, �12�

where vs denotes the velocity of the stapes.

D. Modeling the middle ear

The present middle-ear model, adapted from Matthews
�1983�, is aimed to reproduce adequately the pressure mag-
nitude transfer functions measured from human cadavers
�e.g., Puria, 2003; Nakajima et al., 2009� without pursuing
other details in middle-ear mechanics. A schematic diagram
of the middle ear is shown in Fig. 1. The malleus, the incus,
and the eardrum are lumped into one system as suggested by
Zwislocki �1962�, while any motion on the eardrum that is
not coupled to the ossicular chain is ignored. The malleus-
incus-eardrum system is characterized by parameters
	Mm ,Rm ,Km
. The malleus-incus lever ratio is denoted as g
�g�1�. The incudo-stapedial joint �ISJ� is characterized by
parameters 	Ri ,Ki
. The stapes and its surrounding structures
are represented by parameters 	Ms ,Rs ,Ks
.

Given the diagram in Fig. 1, the acoustic pressure5 PED

at the eardrum and the cochlear fluid pressure PFL at the
stapes are coupled to each other via the following equations:

Mmv̇m = − Kmxm − Rmvm + gfi + PEDAe, �13a�

�Ms + Mr�v̇s = − �Ks + Kr�xs − �Rs + Rr�vs − f i − PFLAs,

�13b�

where f i=Ki�xs−gxm�+Ri�vs−gvm� is the force transferred
through the ISJ. In the preceding equations, Ae and As are
effective areas of the eardrum and the stapes footplate, re-
spectively; xm and vm, respectively, denote the displacement
and velocity of the malleal system, and xs and vs denote the
displacement and the velocity of the stapes, respectively.
Also, in Eq. �13b�, parameters 	Mr ,Rr ,Kr
 represent the
round window.6 The present middle-ear model is similar to
that of Talmadge et al. �1998� except for a nonrigid ISJ here.
Middle-ear frequency responses are reported in Appendix A.

III. SIMULATION METHODS

A. Fine-tuning cochlear parameters

Table I shows the parameters used in the present
cochlear model: the values listed are for the base �x=0�, the
longitudinal midpoint �x=L /2�, and the apex �x=L�. Param-
eter values intermediate to these three locations were deter-
mined by log-quadratic interpolation.7 These values were
carefully chosen to produce �1� tonotopic mapping typical of
humans, �2� cochlear excitation profiles and frequency re-
sponses typical of mammals, and �3� nonlinear compression
of BM motion typical of mammals. Approximation formulas
were derived from frequency-domain analysis to facilitate
the parameter-tuning process; more details are described in
Appendix B. Parameter values listed in Table I are a result of
this fine-tuning process. Then, these parameters were used in
simulation of DP and DP suppression.

B. Delivering the stimulus

To simulate experimental conditions in a typical
DPOAE measurement paradigm, we assumed that the stimu-
lus is delivered as a force f�t� that acts on a diaphragm, the
diaphragm is latched on one end to a coupler inserted in the
ear canal; at the other end of the coupler is the eardrum.
Therefore, the dynamics of the diaphragm are described by
the following equation:

Mdv̇d = f�t� − Rdvd − Kdxd − PdAd, �14�

where vd and xd denote the velocity and the displacement of
the diaphragm, respectively, Pd denotes the pressure in the
enclosed space, and Ad is the area of the diaphragm. Two
further assumptions about the coupler were made: first, the
coupler is acoustically lossless; second, the physical dimen-
sion of the coupler is much smaller than the shortest wave-
lengths of interest. Therefore, Pd is approximately equal to
the pressure PED at the eardrum in Eq. �13a�, and the en-
closed volume of air is acoustically compliant:

Pd = Kc�xdAd − xmAe� . �15�

Parameter values were as follows:8 Kc=8.5�105 dyn /cm5,
Md=5�10−3 g, Rd=1.4�103 g /s, Kd=4�108 g /s2, and
Ad=0.75 cm2.

C. State-space formulation and numerical integration
in time

To conduct a time-domain simulation, a minimal set of
variables �displacements, velocities, currents, or voltages�
were selected as state variables so their rates of change could
be determined instantaneously given their present state and
the stimulus. Then, the state variables were integrated nu-
merically with respect to time.

The following variables were chosen as state variables:
diaphragm variables 	xd ,vd
, middle-ear variables
	xm ,vm ,xs ,vs
, and cochlear variables including RL displace-
ment �r�x�, RL velocity ur�x�, OHC contraction velocity
uo�x�, OHC membrane potential V�x�, and the gating charge
Q�x�. With some algebra, Eqs. �5�–�7� and �10� can be rear-
ranged as follows:

Mm

iK

Ms

g

K

Rm

m

R

sKxm

x

s

Ri

s

FIG. 1. Schematic diagram of middle-ear mechanics. Pressure and displace-
ment are coupled between the ear canal �to the left� and the cochlear fluid
�to the right�. Subscript m denotes the malleus-incus-eardrum system, i de-
notes incudo-stapedial joint, and s denotes stapes.
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�̇r�x� = ur, �16a�

Q̇�x� = T−1uo, �16b�

u̇r�x� =
Ruo + KTQ

M
−

V − Cg
−1Q

TM

−
r�ur + uo� + k��r + TQ�

m
−

P�x�
m

, �16c�

u̇o�x� = −
Ruo + KTQ

M
+

V − Cg
−1Q

TM
, �16d�

V̇�x� =
1

C
�ir�ur,�r� − GV − T−1uo� . �16e�

In Eq. �16e�, ir�ur ,�r� is the nonlinear function defined in
Sec. II A. Note that although P�x� on the right hand side of
Eq. �16c� is not a state variable, it could be solved instanta-
neously given the state variables. By combining Eqs. �8� and
�9�, the following approximation was derived,

�x
2P = −

�

A
��x�tU − �tU

�xA

A
� , �17a�

�−
�

A
w�t

2�r. �17b�

The second term on the right hand side of Eq. �17a� was
neglected, assuming that A−1�xA�0 �i.e., the taper of the
area is small compared to its overall size�. Combining Eqs.
�17b� and �16c�, we obtained the following relation between
P�x� and state variables:

��x
2 −

�w

mA
�P = l�ur�x�,uo�x�,�r�x�,Q�x�,V�x�� , �18�

where l� · � denotes a linear combination. Then, Eq. �18� with
boundary conditions described in Sec. II C was solved nu-
merically by a finite-difference method with N=700 discrete
cochlear segments. The computation load was O�N�.9

To summarize, the state vector consisted of 3500
cochlear variables and six other variables, and their rates of
change were determined by Eqs. �13�, �14�, �16�, and �18�
given their present state and the stimulus f�t�. Let us denote
the state vector as x�t�, and its time derivative as v�x�. State-
space equations were numerically integrated with respect to
time in steps of �t=6.25 	s. For each step in time t, x�t�
was updated by a modified Sielecki method �Diependaal et
al., 1987� in two steps; first, x�t+�t� was estimated by ex-
trapolation:

x̂ = x + �t · v�x� . �19�

Then, v was re-evaluated at x̂, and the state variables were
updated as follows:

x�t + �t� = x�t� + �t ·
v�x�t�� + v�x̂�

2
. �20�

IV. RESPONSES TO STIMULI

A. Cochlear tuning and latency for low-level stimuli

To calculate cochlear tuning properties at low intensity,
a wide-band �0.32–12 kHz� click was delivered to the dia-
phragm. The level of the click was set sufficiently low �peak-
equivalent SPL�32 dB at the eardrum� so that the OHC
receptor currents ir�t� were no more than 2.5% of Imax in Eq.
�3� anytime and anywhere in the cochlea. The simulation ran
for 70 ms, long enough for the traveling wave to reach the
apical region of the cochlea.

In Fig. 2, the stapes-to-RL displacement gain and its
group delay are plotted against frequency for nine different
locations in the cochlea.10 Characteristic frequency �CF�
�i.e., frequency of maximum gain� decreases from base to
apex. As shown in Fig. 2�A�, the displacement gain at CF
increases from 23 dB at the most apical location to 62 dB
near the base. The group delay, when expressed in number of
cycles, also reaches its maximum Nmax near CF for every
location.

By inspection, the responses in Fig. 2�A� are more
sharply tuned at basal locations than apically. Further analy-
ses show that the quality factor in terms of the equivalent
rectangular bandwidth11 �QERB� increases from 1.8 to 9.9
from apex to base �Fig. 3, top panel�. Between 0.5 and 10
kHz, the present values of QERB are similar to those of cats
and guinea pigs derived from auditory-nerve recordings
�Shera et al., 2002�. The values are also similar to human
QERB values derived from DP suppression tuning data �Gorga
et al., 2008�; however, they are smaller than the QERB of
humans derived from psychoacoustic experiments �Glasberg
and Moore, 1990�. Additionally, the model QERB seems to
flatten between 1 and 10 kHz, in agreement with older psy-
choacoustic findings but different from more recent data that
suggest that �a� QERB
10 for a wide range of frequencies,
and �b� QERB continues to increase at higher frequencies
�Shera et al., 2002�.

The maximum group delay Nmax for each location is
plotted against CF in the bottom panel of Fig. 3, in compari-
son to cochlear latency estimated from stimulus-frequency
otoacoustic emission �SFOAE� data across different species
�Shera et al., 2002�. The model latency Nmax is shorter than
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FIG. 2. Frequency responses at selected locations in the cochlea. Curves
represent responses at nine different locations in equal distances: x
= 	0.9,0.8, . . . ,0.1
 times the length the cochlea, respectively. Characteristic
frequency decreases as x increases �i.e., toward the apex�. �A� RL-to-stapes
displacement gain. �B� RL displacement group delay.
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that of human SFOAE forward latency but longer than that
of cats and guinea pigs. Note that the model Nmax also seem
to flatten at above 1 kHz, a feature shared with the model
QERB but not observed in SFOAE data. The model latency,
when expressed in absolute time, ranges from 7.0 ms at the
0.5 kHz place to 0.8 ms at the 8 kHz place. Compared to
estimates of human cochlear forward latency based on audi-
tory brainstem responses �Neely et al., 1988; Harte et al.,
2009�, the model latency is similar at 0.5 kHz but shorter at
8 kHz.

B. Compression of single tones

Figure 4 shows BM �thin lines� and RL �thick lines�
magnitude responses to a single tone at two different fre-
quencies for input levels L0 from 0 to 100 dB sound pressure
level �SPL� in 10 dB steps. The response plotted at every
location is the magnitude of BM or RL displacement at the
frequency of the stimulus f0; harmonic distortions are omit-
ted.

For each frequency, the magnitude response is com-
pressed near its characteristic place �CP�. For f0=4 kHz, RL
displacement at CP �x=1.1 cm� grows nearly linearly from
L0=0–30 dB �Fig. 5�. When L0 increases from 30 to 90 dB,
the RL displacement at the CP increases only by an order of
magnitude and the best place shifts toward the base �Rhode
and Robles, 1974�. For f0=500 Hz, the response is nearly
linear for L0�40 dB while the compression is more promi-
nent for L0=50–90 dB. The magnitude response is approxi-
mately linear near the base for f0=500 Hz; the excitation
pattern forms parallel lines for the first 2.0 cm from the
stapes �Fig. 4�B��. The near-linear growth at low intensity is
consistent with recent experimental findings �Rhode, 2007,
Fig. 1�, in contrast to a cubic-root growth of amplitude pre-
dicted by “essential nonlinearity” �Eguíluz et al., 2000� and

Hopf bifurcation theory �Stoop and Kern, 2004�. However,
for f0=4 kHz, this presumably linear growth is confounded
by a standing-wave pattern that is prominent for L0

=30–70 dB. This standing-wave phenomenon indicates a
reflection from the CP and was explained as a consequence
of self-suppression of the forward-going waves for interme-
diate input levels �Kanis and de Boer, 1993, Fig. 2�.

Compared to BM excitation patterns, the RL excitation
patterns in Figs. 4�A� and 4�B� have higher tip-to-tail gains
and are more sharply tuned. Since RL motion is more di-
rectly related to neural excitation, the present results suggest
a distinction between tuning curves recorded from auditory
nerves �e.g., Pfeiffer and Kim, 1975; van der Heijden and
Joris, 2006� and BM tuning curves obtained by motion-
sensing techniques �e.g., Rhode, 1971; Ruggero et al., 1997�.

Figure 5 shows the RL and BM displacements at CP as
a function of stimulus level; their rate of growth �ROG�,
defined as the slope of the I/O function, is plotted in Fig. 6.

0.1 1 10

1

10

Q
E

R
B

Model
Human
Cat
Guinea pig

0.1 1 10

1

10

N
m

ax

CF (kHz)

Model
Human
Cat
Guinea pig

FIG. 3. Model QERB �top panel� and latency Nmax �bottom panel� plotted
against characteristic frequency. Results are compared with curves derived
from experimental data across three species. Human QERB=9.26CF / �CF
+230 Hz� is given by Glasberg and Moore �1990�. Linear fits of human
Nmax and cat and guinea pig QERB and Nmax are given by Shera et al. �2002�.

1.5 2 2.5 3

−60

−40

−20

0

20

40

60

Distance from stapes (cm)

D
is

pl
ac

em
en

t(
dB

re
:1

nm
) B

0 0.5 1 1.5

−60

−40

−20

0

20

40

60

D
is

pl
ac

em
en

t(
dB

re
:1

nm
) A

FIG. 4. Excitation patterns for pure-tone stimuli. BM displacement �thin
lines� and RL displacement �thick lines� along the cochlea are plotted as the
input level varies from 0 to 100 dB SPL in 10 dB steps. �A� Stimulus
frequency f0=4 kHz. �B� f0=500 Hz.

0 20 40 60 80 100
0.01

0.1

1

10

100

Sound Pressure Level (dB)

di
sp

la
ce

m
en

t(
nm

)

RL 500
BM 500
RL 4k
BM 4k

FIG. 5. Nonlinear growth of RL and BM displacements at CP, plotted
against stimulus intensity. The stimulus is either a 4 kHz or a 500 Hz pure
tone.

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Y. Liu and S. T. Neely: Modeling cochlear distortion product emissions 2425



As can be seen in Fig. 6, the response to 4 kHz stimuli is
most compressive between 60 and 70 dB SPL, reaching a
minimum ROG of 0.19 and 0.25 for RL and BM, respec-
tively. The response to 500 Hz stimuli is linear for a more
extended input range; the response is most compressive be-
tween 70 and 80 dB SPL, reaching minimum ROGs of 0.24
and 0.33 for RL and BM, respectively.

The model results for the 4 kHz stimuli have comparable
ROG to BM vibration data from the 9 kHz place �Ruggero et
al., 1997, Fig. 3: ROG=0.2–0.5� and the 6 kHz place
�Rhode, 2007, Fig. 3: ROG�0.3� in chinchilla cochleae.
However, experimental results showed individual variability,
and a more compressive BM response has also been reported
�Rhode, 2007, Fig. 4: ROG�0.1�.

C. Distortion-product otoacoustic emissions

To simulate DPOAE, the stimulus f�t� was comprised of
two tones at frequencies 	f1 , f2
 and levels 	L1 ,L2
. The am-
plitude of the two tones was calibrated so that the SPL varied
from 40 to 80 dB for L1 and from 20 to 70 dB for L2 in 2 dB
steps, respectively. The range of L2 is similar to that of a
typical experiment on human subjects �e.g., Johnson et al.,
2006; Long et al., 2009�. A 5 ms cosine-square ramp was
used for the onset of the stimulus. For each combination of
	L1 ,L2
, the simulation ran for a sufficiently long time �more
than the duration of the ramp plus 40 cycles of f1� so that the
DPOAE at the eardrum reached a steady level. Then, the
magnitude Ld of DPOAE at fd=2f1− f2 was calculated using
discrete Fourier transform �DFT�. The window length of
DFT was set so that it contained minimal integer cycles of f1

and f2, respectively—for example, if f2 is 4 kHz and f2 / f1

=1.2, the window length is 6 cycles of f2, or 1.5 ms.
Results for 16 different conditions of primary frequen-

cies 	f1 , f2
 are reported in Fig. 7: four f2’s �1, 2, 4, or 8 kHz�
by four primary-frequency ratios �f2 / f1=1.4, 1.3, 1.2, or
1.1�. Each column represents a fixed f2 and each row repre-
sents a fixed f2 / f1. In each panel, isolevel contours for Ld as
a function of L1 and L2 are plotted in 4 dB steps. Note that
the contours are well rounded for f2 / f1=1.40 across all f2,
and become more oblique and narrower as f2 / f1 decreases.
Therefore, for any fixed f2 and L2, the “optimal” L1 that
yields the highest DPOAE level has a tendency to decrease
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as f2 / f1 decreases. This result agrees qualitatively with ex-
perimental data from normal-hearing humans �Johnson et al.,
2006�. In each panel, the straight line shows a linear regres-
sion of optimal L1 as a function of L2. Among all linear paths
shown in Fig. 7, the path for f2=4 kHz and f2 / f1=1.20 is
L1=0.43L2+45, which comes closest to paths previously rec-
ommended. To obtain maximum DPOAE, Kummer et al.
�1998� recommended the path of L1=0.4L2+39 and Neely et
al. �2005� recommended L1=0.45L2+44.

Another way to visualize the DPOAE data is to plot Ld

against primary frequencies. Following Kummer et al.
�1998� recommendation, we set L1=0.4L2+39. DPOAE level
Ld is plotted against f1 for fixed f2=1, 2, 4, or 8 kHz and
fixed L2 from 20 to 70 dB in 10 dB steps. In Fig. 8, each
curve consists of six points corresponding to f2 / f1=1.55,
1.4, 1.3, 1.2, 1.1, and 1.05, respectively. Results show that
the optimal f1 for each curve ranges from f2 /1.4 �e.g., for
f2=1 kHz, L2=60 or 70 dB� to f2 /1.1 �e.g., for f2=2 or 4
kHz, L2=20 dB�. Also, the optimal f1 decreases as L2 in-
creases for f2=1, 2, or 4 kHz.

Brown et al. �1992� reported human DPOAE at a fixed
f2 while f1 was swept, so f2 / f1 varied from 1.01 to 1.41.
Primary levels were fixed at L2=40 dB and L1=55 dB. DP
level was plotted against DP frequency fd, and results
showed a band-pass profile similar to Fig. 8 with a plateau of
approximately 0.8 kHz wide and 5–10 dB �SPL� high. The
peak level Ld for the 2f1− f2 component occurred at an f1 of
approximately 3.3–3.4 kHz, which is higher than the best
f1�3.1 kHz of the present model. This discrepancy will be
discussed further in Sec. V.

D. Suppression of DPOAE

Model responses to three tones were tested in a DP sup-
pression paradigm. The stimulus f�t� consisted of two pri-
mary tones with f2 / f1=1.22 and a suppressor tone at fre-
quency fsup and level Lsup. As L2 varied, L1 was set as
recommended by Kummer et al. �1998�: L1=0.4L2+39. The
DP I/O function was measured in the same manner as de-
scribed in Sec. IV C except that the window used for spectral
analysis now contained minimal integer cycles of f1, f2, and
fsup.

Figure 9 shows DP I/O function for an “on-frequency”
suppression condition �fsup� f2, Fig. 9�A�� and for fsup at
approximately one octave lower �Fig. 9�B��. The thick line
shows the DP I/O function when Lsup=0 dB SPL; at this
suppressor level, any change of DP level due to the presence
of the suppressor should be negligible. On-frequency sup-
pression becomes prominent for Lsup�40 dB SPL, and the
I/O function generally shifts to the right as Lsup increases
further. In contrast, the low-frequency suppressor does not
cause Ld to reduce until Lsup=70 dB. Note that the low-
frequency suppressor even causes Ld to increase for Lsup

=50, 60, and 70 dB for different ranges of L2. Possible rea-
sons for this DPOAE increment induced by a low-frequency
“suppressor” will be discussed in Sec. V.

The rightward shift of DP I/O function shown in Fig. 9
could be quantified by finding the input increment �L2 nec-
essary for the DP level Ld to reach a given level when the
suppressor is present. In Fig. 10, �L2 is plotted against Lsup

for the on-frequency suppressor �filled symbols� and the low-
frequency suppressor �open symbols� for Ld to reach �20 or
�3 dB SPL. Results indicate that I/O curves begins to shift
to the right ��L2
0� at a lower Lsup for Ld=−20 dB than for
Ld=−3 dB; this is true for both the on-frequency and the
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low-frequency suppressors. The shift �L2 produced by the
present model is comparable to data from normal-hearing
humans �Rodríguez et al., 2010� for most of the lower Lsup’s.
For the highest Lsup tested �70 dB for fsup� f2 and 75 or 80
dB for fsup�0.5f2�, �L2 produced by the model is at least
one standard deviation higher than the mean in Rodríguez et
al.’s data �in which �L2 was measured with Ld=−3 dB
SPL�. This discrepancy will be discussed in Sec. V.

V. DISCUSSION

A. Cochlear tuning and parameter selection

Employing a frequency-domain analysis, we previously
predicted that the present OHC model could provide ampli-
fication to the traveling waves in a frequency-selective man-
ner �Liu and Neely, 2009� if parameters �v �velocity sensi-
tivity� and Cg �gating capacitance� are sufficiently large.
During the parameter-selection process for the present study,
we found that the tip-to-tail gain and the quality factor QERB

were both reduced when smaller values of �v or Cg were
used. In this sense, the present study serves as a time-domain
confirmation of the frequency-domain analysis. Note that �v
and Cg represent different components of the “cochlear am-
plifier:” �v represents the sensitivity of MET, which depends
on the potential gradient across the apical membrane of the
OHC; Cg depends on the density of motor molecules �pres-
tin� on the OHC lateral membrane and is reduced when the
cell is hyperpolarized �Santos-Sacchi, 1991�. The present
model makes it possible to investigate the relations between
cochlear tuning properties and micromechanical parameters
such as �v and Cg. Simulation can be conducted to predict
responses from cochleae with different types of OHC pathol-
ogy. This might be of clinical interest and provides directions
for future research.

In spite of the effort devoted to the parameter-selection
process in order to make a tonotopic map typical of humans,
the sharpness of tuning QERB and the cochlear latency Nmax

produced by the present model �Fig. 3� fall below experi-
mental values previously derived from human ears. Several
other lines of evidence also suggest that the tuning of the
present model is not as sharp as in human cochleae: first, the
ratio f2 / f1 that produces the highest DPOAE is higher in the
present model than that obtained from normal-hearing hu-
man ears �Sec. IV C�. This implies that the present model is
not as sharply tuned as human cochleae because the cutoff
frequency of the DP filter �Fig. 8� is an estimate of the band-
width of cochlear responses. Second, in the present model,
the low-frequency suppressor produces much more DPOAE
suppression than empirically at high Lsup �Fig. 10�. This in-
dicates that the f2 characteristic place in the present model
has a larger response to low-frequency stimuli at high level
than it does in human cochleae. Therefore, either the present
model is less sharply tuned than human cochleae or its exci-
tation pattern shifts toward the base excessively at high in-
tensities. Further investigation is needed to explore these two
possibilities.

The reduced sharpness of tuning may be a limitation of
one-dimensional �long-wave� cochlear modeling. In a two-
dimensional �2D� model, the real and imaginary parts of the

wave propagation function, which are related to cochlear
gain and cochlear latency respectively, are both greater than
those predicted by a 1D model �Shera et al., 2005�. Kolston
�2000� argued that it is necessary to model cochlear mechan-
ics in three dimensions so as to match both the phase and the
gain responses to experiment data. To increase the sharpness
of tuning for the present 1D model, we could have set �v or
Cg to higher values. However, values higher than currently
used might start to deviate from physical reality. Addition-
ally, we found that higher �v’s resulted in spontaneous vibra-
tion in the cochlear partition, which could propagate from
the cochlea as SOAE. The frequency of SOAE is hard to
predict �Ku et al., 2009�, and its presence complicates spec-
tral analysis since the present method assumed that the fre-
quencies of all spectral components are of integer ratios. In
the future, higher �v values might be preferred to produce
higher cochlear gain; an improved spectral-analysis method
is also warranted.

B. Cochlear nonlinearities

In the present study, the gating capacitance of OHCs
was linearized to confine the source of nonlinearity to MET
of OHCs �see Sec. II B�. Patuzzi �1996� argued that such
simplification is legitimate at high frequencies because the
response in OHC lateral-membrane potential is limited by
membrane capacitance. However, at low frequencies and
high intensities, Patuzzi �1996� stated that the membrane po-
tential may change by tens of millivolts; in this case, the
operating point shifts significantly, so the nonlinearity in
OHC gating capacitance needs to be considered.

In light of Patuzzi’s �1996� argument, we examined the
maximum potential change elicited by acoustical stimuli in
the present model. Results showed that the change in OHC
membrane potential was indeed larger for low-frequency
than for high-frequency stimuli, but was no more than 4.0
mV for single tones at 100 dB SPL at any frequency between
0.125 and 8 kHz. This amplitude was too small to have
caused a significant shift in the OHC operating point.
Though the model’s findings deviated from Patuzzi’s �1996�
prediction, our attempt to linearize the dynamics of piezo-
electrical membrane is justified as far as numerical simula-
tion is concerned. Improving the representation of electrical
properties of the OHC is an area for future work.

The present model reproduced, at least qualitatively,
many features in nonlinear responses that are typical of hu-
mans and other mammals. We have argued that some dis-
crepancies could be accounted for by increasing the sharp-
ness of tuning throughout the cochlear model. Another
discrepancy is in the absolute level of DPOAE; in Fig. 7, the
DP level Ld reached 
30 dB SPL for the highest L1 and L2

tested for f2=1 or 2 kHz when f2 / f1�1.30. In contrast, the
mean of Ld across normal-hearing ears was never greater
than 20 dB SPL as reported by Johnson et al. �2006�. Nev-
ertheless, the DP I/O function in Fig. 9�A� is similar to ex-
perimental data at L2=20–50 dB SPL �Johnson et al., 2006;
Long et al., 2009; Rodríguez et al., 2010�. While discrepancy
of the absolute levels of DPOAE could be partially explained
by transmission through the middle ear �see discussion in
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Appendix A�, discrepancy in the DP growth rate at high L2

indicates that the nonlinearity in the present model is not
sufficiently compressive.

Note that the DP level discrepancy becomes prominent
at L2�50 dB, at which the medial olivocochlear �MOC�
efferent inhibition would be activated �Guinan, 2006�. A re-
cent study also showed that middle-ear muscle reflex
�MEMR� was elicited by a 75 dB activator at 1 kHz in 25%
of normal-hearing ears �Keefe et al., 2010�. It is possible that
MOC efferents and MEMR both contribute to the suppres-
sion of DPOAE level when L1 or L2 is above their respective
thresholds. Therefore, incorporating these negative feedback
mechanisms to the present model may help reduce the exces-
sive DPOAE it generates at high primary levels.

As stated previously, the one-dimensional treatment is
known to affect tuning. Because tuning is related to compres-
sion in a nonlinear model, the absence of close quantitative
agreement with experimental data could also be related to the
simplified dimensionality of the present model.

C. Negative suppression

The negative suppression shown in Figs. 9�B� and 10
remains puzzling. It occurred only for a certain input range
�50–70 dB�. In fact, negative suppression of DPOAE has
been observed empirically; for instance, the mean input sup-
pression �L2 in Rodríguez et al. �2010� is �0.8 dB at Lsup

=60 dB for the low-frequency suppressor. To explain Ro-
dríguez et al.’s �2010� data, one can assume that the DP
wavelets from the f2 characteristic place and those reflected
coherently �Zweig and Shera, 1995� from the DP place inter-
fere destructively at the stapes. When a low-frequency sup-
pressor is presented at an intermediate level, it reduces the
wavelets that originate from the DP place and releases
DPOAE from wave cancellation. This causes the DPOAE
level to increase.

An alternative explanation for negative suppression is
that the suppressor causes DP to be reflected from its char-
acteristic place in a nonlinear fashion, much similar to the
reflection observed in Fig. 4 and by Kanis and de Boer
�1993�. If the reflected wavelets interfere with the wavelets
from the f2 place constructively, there would be an increase
in the level of DPOAE. In theory, waves are scattered wher-
ever there is an impedance mismatch. If saturation nonlinear-
ity causes the propagation-gain function to reduce locally at
a high intensity, the wavenumber function should also be
altered due to causality �Shera, 2007�. Similarly, it may be
possible to investigate how characteristic impedance is al-
tered locally and waves scattered nonlinearly, perhaps using
a quasilinear approach �Kanis and de Boer, 1993; Talmadge
et al., 1998�. In the future, a time-domain model such as
presented in this paper can serve as a numerical test bench
for theories developed in this direction.

VI. CONCLUSIONS

Simulation of DPOAE at frequency 2f1− f2 can be
achieved by introducing an antisymmetric nonlinearity to the
MET channel of OHCs. The present nonlinear OHC models
embedded in a one-dimensional transmission-line cochlear

model collectively produce dynamic-range compression,
broadening of excitation patterns, and shifting of excitation
patterns toward the base, similar to responses observed in
live mammalian cochleae. The model also produces DPOAE
isolevel contour plots that vary with f1 and f2, DP band-pass
filtering effects across three octaves of f2, and a shift of
DPOAE I/O functions due to suppression by a third tone.
Several lines of evidence suggest that the present model is,
however, less sharply tuned than human cochleae. The
present results might be improved by setting a higher sensi-
tivity of OHC receptor current with respect to RL velocity or
by modeling mechanics of the cochlear fluid in two or three
dimensions. Nevertheless, qualitative similarities between
the present results and experimental data from normal-
hearing ears suggest that the model may also be useful for
studying other nonlinear responses in healthy cochleae. In
addition, because of an explicit representation of OHC elec-
tromechanics, it is possible to alter parameters for the present
model and simulate responses in ears with different types of
OHC pathology. These provide directions for future research.
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APPENDIX A: MIDDLE-EAR TRANSFER FUNCTIONS

Figure 11 shows middle-ear transfer functions in both
the forward and the reverse direction. Results were obtained
from a finite-difference, frequency-domain version of the
present cochlear model. First, cochlear input impedance Zc

was calculated using a small-signal analysis �Puria and
Allen, 1991�, i.e., Eq. �1� was used instead of Eq. �2�. Given
Zc, we drew an equivalent circuit for the middle-ear mechan-
ics �Fig. 1� and derived the forward pressure transfer func-
tion S12, defined as the acoustic pressure gain from the ear
canal to the cochlear vestibule �Puria, 2003�. To calculate
transfer functions in the reverse direction, we assumed that
the ear canal has an acoustic impedance of �c /A—� is the air
density, c is the speed of sound, and A is the cross-sectional
area of the ear canal; in other words, reflection of reverse-
traveling sounds was ignored. The equivalent circuit was
also used for calculation of the reverse pressure transfer
function S21, defined as the ratio of the ear canal pressure to
the cochlear fluid pressure for reverse transmission. Finally,
the reverse middle-ear impedance M3, defined as the ratio of
the vestibule pressure to the stapes volume velocity, was cal-
culated. For comparison purposes, the symbols and defini-
tions are borrowed from a previous study �Puria, 2003,
Fig. 2�.

The main discrepancy between the present results and
human cadaver data is in the phase responses of pressure
transfer functions. The phase accumulated to more than 300°
for both S12 and S21 in Puria’s �2003� data, and in one case
more than 540° for S12 in Nakajima et al. �2009�. This indi-
cates a middle-ear latency, in the order of tens of 	s �Dong
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and Olson, 2006�, that is not present in our model but has
been attributed to tympanic membrane dynamics �Puria and
Allen, 1998�.

Compared to measurements from human cadavers �Pu-
ria, 2003; Nakajima et al., 2009�, the magnitude plateau in
S12 is about the same height �10–20 dB gain�. The width of
the plateau is similar to Nakajima et al. �2009� �their Fig. 6�
but appears wider than in Puria’s data �his Fig. 2�; the
present S12 is as much as 10–15 dB higher at frequencies
below 500 Hz and above 4 kHz. The magnitude of S21 are
similar to Puria’s �2003� result, peaking at around 1 kHz and
rolls off approximately to �50 and �60 dB at 0.1 and 10
kHz, respectively. However, the maximum �S21� is smaller
than Puria’s �2003� but more similar to results from live
gerbils �Dong and Olson, 2006, Fig. 5�.

The magnitude of S12 and S21 influences the level of
DPOAE directly �Keefe and Abdala, 2007�. If the middle-ear
parameters are adjusted to reduce S12 and match Puria’s
�2003� data, it will require higher L1 and L2 to achieve the
same levels of DP inside the cochlea. Consequently, we can
expect the DP contours to shift toward the upper-right corner
in Fig. 7, more so for f2=4 or 8 kHz than for 1 and 2 kHz.
However, S12 and S21 are interdependent due to reciprocity;
reducing S12 tends to increase S21. It remains to be studied
how much the difference between model-predicted DPOAE
levels and those measured from normal-hearing humans
�Johnson et al., 2006, Fig. 1� can be resolved by jointly
adjusting S12 and S21.

APPENDIX B: METHODS FOR ADJUSTING THE
COCHLEAR PARAMETERS

For a stimulus at sufficiently low intensity, the response
at any given location in the cochlea can be characterized by
three salient frequencies: a shoulder frequency fsh above
which the magnitude increases rapidly, a pole frequency fp at
which the response reaches its peak, and a cutoff frequency fc

at which the response starts to roll off. Based on the present
assumptions on fluid coupling �Eq. �9�� and OHC electrome-
chanics, these frequencies are approximately given by the
following formulas:

2fsh = Keq/M , �B1a�

2fp = �Keq + �v/TC�/M , �B1b�

2fc = k/m , �B1c�

where Keq=K+ �T2C�−1+ �T2Cg�−1. For negative damping to
occur, it is necessary that fsh� fp� fc �Liu and Neely, 2009�.
Further, large capacitances C and Cg and high sensitivity �v
are preferred to achieve high amplification �Liu and Neely,
2009�. All parameters listed in Table I were fine-tuned while
maintaining that fp� fc but maximizing �v /TC so as to en-
sure a broad negative damping region. In Fig. 12, salient
frequencies are compared against Greenwood’s function
�Greenwood, 1990� and the CF predicted by the present
model. The model-predicted CF follows the pole frequency
closely. Also, the CF does not deviate from Greenwood’s
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function �Greenwood, 1990� by more than 10% except at the
most apical 7 mm. The discrepancy there reflects the limita-
tion of fitting the parameters spatially by log-quadratic inter-
polation �Sec. III A�.

Finally, the parameter Imax which characterizes nonlin-
earity �see Eq. �3�� was adjusted to produce reasonable
dynamic-range compression and DP I/O function. We found
that a small Imax produces compression at low stimulus levels
but limits the maximum DP level. Thus, Imax and middle-ear
transfer functions S12 and S21 jointly affect the amount of
DPOAEs produced by the present model.

1That is, any phase advance of ir relative to �r due to radial coupling
between OHC hair bundles and the tectorial membrane was represented by
the velocity-sensing parameter �v �see Sec. VC of Liu and Neely �2009�
for more discussion�.

2Because Eq. �3� is antisymmetric, all the even-order terms vanish in its
Taylor expansion around the origin. Consequently, even-order DPs vanish
while odd-order products remain.

3In our previous study �Liu and Neely, 2009�, an OHC was assumed to
stretch against RL on one side, BM on the other side, and the stiffness of
the OHC itself. We then argued that, because the stiffness of BM is much
higher than that of RL, the impedance is approximately that of RL for the
frequency range of interest. Therefore, the effective mass M and resistance
R in Eq. �7� can be regarded as equivalent to the RL mass and resistance,
whereas the effective stiffness K is equivalent to OHC stiffness plus RL
stiffness in Liu and Neely �2009�.

4Alternatively, Liu and Neely �2009� assumed that the volume velocity
gradient couples to the velocity of both the RL and the BM; i.e., �xU

=w��̇r+ �̇b�. Empirically, Eq. �9� gives higher displacement gain in the
cochlea.

5Hereafter, acoustic pressure is referred to as pressure for simplicity.
6Equation �13b� implicitly assumes that the displacement of the round win-
dow is equal to that of the stapes but in the opposite direction, and that the
area of the round window is the same as the area of the stapes.

7Let q0, q1, and q2 denote the value of a parameter q at the base, the
midpoint, and the apex respectively. Then, q�x� was calculated us-
ing the following formula: q�x�=q0 exp�ax�L−x�+bx�, where a
=2 log�q1

2 /q0q2� /L2 and b=log�q2 /q0� /L.
8Kc corresponds to the acoustic compliance of enclosed air of 1.7 cm3 at
atmospheric pressure. Diaphragm parameters Kd, Rd, and Md were chosen
arbitrarily to produce a sufficiently flat response in the frequency range of
interest. Note that the resonance frequency of the diaphragm, Kd /Md /2,
is above 40 kHz, and the Q-value �KdMd /Rd� is about 1.0.

9Thus, the spatial resolution � along the x-direction was 50 	m, and �x
2P

was approximated by �P�x+��−2P�x�+ P�x−��� /�2. So, Eq. �18� was

solved by inverting a tridiagonal matrix via Gaussian elimination, which
has a computation load of O�N�.

10To derive the gain and the group delay, the Fourier transform Xr�x , f� of
RL displacement �r�x , t� was calculated at every location x. Define a trans-
fer function T�x , f�=Xr�x , f� /Xs�f�, where Xs�f� is the Fourier transform of
stapes displacement xs�t�. The displacement gain plotted in Fig. 2�A� is
�T�x , f�� in dB, and the group delay plotted in Fig. 2�B� is defined as N=
−f� f�, where � denotes the phase of T�x , f�.

11For an arbitrary tuning curve T�f�, its ERB is defined as �f
=�0

��T�f��df /Tmax, where Tmax denotes the maximum of �T�f��. Accord-
ingly, QERB is defined as fmax /�f , where fmax denotes the best frequency.
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The loudness of sounds whose spectra differ at the two ears
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Moore and Glasberg ��2007�. J. Acoust. Soc. Am. 121, 1604–1612� developed a model for
predicting the loudness of dichotic sounds. The model gave accurate predictions of data in the
literature, except for an experiment of Zwicker and Zwicker ��1991�. J. Acoust. Soc. Am. 89,
756–764�, in which sounds with non-overlapping spectra were presented to the two ears. The input
signal was noise with the same intensity in each critical band �bark�. This noise was filtered into 24
bands each 1 bark wide. The bands were then grouped into wider composite bands �consisting of 1,
2, 4, or 12 successive sub-bands� and each composite band was presented either to one ear or the
other. Loudness estimates obtained using a scaling procedure decreased somewhat as the number of
composite bands increased �and their width decreased�, but the predictions of the model showed the
opposite pattern. This experiment was similar to that of Zwicker and Zwicker, except that the widths
of the bands were based on the ERBN-number scale, and a loudness-matching procedure was used.
The pattern of the results was consistent with the predictions of the model, showing an increase in
loudness as the number of composite bands increased and their spacing decreased.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3336775�

PACS number�s�: 43.66.Cb, 43.66.Pn, 43.66.Ba �MW� Pages: 2433–2440

I. INTRODUCTION

It is often assumed that the loudness evoked by presen-
tation of a sound to both ears is a simple sum of the loudness
�in sones� evoked by the sound at each ear separately
�Fletcher and Munson, 1933; Hellman and Zwislocki, 1963�.
This assumption is incorporated in the ANSI �2007� standard
for calculation of loudness, which is based on a loudness
model developed in our laboratory �Moore et al., 1997; Glas-
berg and Moore, 2006�. If this assumption were correct, it
would mean that �1� a diotically presented sound should be
twice as loud as that same sound presented monaurally; and
�2� for sound levels above about 40 dB sound pressure level
�SPL�, the level difference required for equal loudness of
monaural and diotic sounds should be about 10 dB, since
loudness roughly doubles for each 10-dB increase in sound
level �Stevens, 1957; Hellman, 1976�. In fact, most data sug-
gest that the assumption of simple additivity of loudness
across ears is not correct because �1� a diotically presented
sound is less than twice as loud as that same sound presented
monaurally, and is typically found to be about 1.5 times as
loud �Scharf and Fishken, 1970; Zwicker and Zwicker, 1991;
Marozeau et al., 2006; Whilby et al., 2006; Epstein and Flo-
rentine, 2009�; and �2� for sound levels above 40 dB SPL,
the level difference required for equal loudness of monaural
and diotic sounds is about 5–7 dB �Whilby et al., 2006;
Edmonds and Culling, 2006, 2009�; at lower levels the level
difference is somewhat smaller �Whilby et al., 2006; Gockel
et al., 2009�. In addition, Scharf �1969� showed that the
loudness of a narrowband sound presented to one ear could
be reduced by presenting a narrowband sound of a different

frequency to the opposite ear; the effect was broadly tuned,
but disappeared when the two narrowband sounds were very
widely separated in frequency. This effect cannot be ex-
plained by a simple summation of loudness across ears.

To model these effects, Moore and Glasberg �2007� used
the concept of binaural inhibition �Gigerenzer and Strube,
1983; Lindemann, 1986; Breebaart et al., 2001�. The starting
point was the model of Moore et al. �1997� with the modi-
fications described by Glasberg and Moore �2006�. The
model has the following stages:

�a� A filter representing the transfer function from the sound
source to the eardrum.

�b� A filter representing transfer through the middle ear.
�c� Calculation of an excitation pattern from the physical

spectrum �Glasberg and Moore, 1990�. The excitation
pattern is calculated on an ERBN-number scale, where
ERBN stands for the equivalent rectangular bandwidth of
the auditory filter, as determined using young normally
hearing listeners at moderate sound levels �Glasberg and
Moore, 1990; Moore, 2003�. The excitation level is cal-
culated at intervals of 0.1ERBN.

�d� Transformation of the excitation pattern to a specific
loudness pattern. Specific loudness is a kind of loudness
density and has units sones /ERBN. The transformation
involves a compressive nonlinearity at medium to high
levels, resembling the compression that occurs on the
basilar membrane �Rhode, 1971; Sellick et al., 1982;
Robles and Ruggero, 2001�.

�e� Summation of the specific loudness values over center
frequency on an ERBN-number scale, which gives the
overall loudness for a given ear in sones.

Stages �a�–�e� are calculated separately for each ear.
a�Author to whom correspondence should be addressed. Electronic mail:

bcjm@cam.ac.uk
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To implement the concept of binaural inhibition, Moore
and Glasberg �2007� assumed the following.

�1� There are inhibitory interactions between the two ears,
such that a signal at the left ear inhibits �reduces� the
loudness evoked by a signal at the right ear, and vice
versa.

�2� The inhibitory interactions are relatively broadly tuned.

To implement the broad tuning of the inhibition, the spe-
cific loudness pattern at each ear was initially smeared or
smoothed by convolution with a Gaussian weighting func-
tion �on an ERBN-number scale�. Gains characterizing the
reduction in specific loudness in one ear produced by the
signal in the other ear were derived from the relative values
of the smoothed specific loudness patterns at the two ears,
and applied to the original specific loudness values in each
ear to give inhibited specific loudness values. The loudness
for each ear was then calculated by summing the inhibited
specific loudness values over center frequency on an
ERBN-number scale, and the overall binaural loudness was
obtained by summing the �inhibited� loudness values across
the two ears. For details, see Moore and Glasberg �2007�.

The model makes the following predictions, all of which
are consistent with the bulk of the experimental data.

�1� A diotically presented sound is about 1.5 times as loud as
that same sound presented monaurally �regardless of the
type of sound or the overall sound level�.

�2� The level difference required for equal loudness of diotic
and monaural sound varies with sound level. It is 5–7 dB
at medium sound levels �depending on the type of
sound�, but smaller at low sound levels.

�3� The loudness of a sound presented to one ear can be
reduced by presentation of a sound of different center
frequency to the opposite ear.

Despite its general success in predicting data in the lit-
erature, the model failed to predict the pattern of results of
experiment 2 of Zwicker and Zwicker �1991�. That experi-
ment is described next. Zwicker and Zwicker �1991� inves-
tigated the loudness of interaurally correlated noises pre-
sented via free-field equalized headphones, using a loudness-
scaling paradigm. The starting point for generating the test
signals was “uniformly exciting noise,” with the same level
in each critical band �Zwicker and Fastl, 1999� and with an
overall level of 60 dB SPL. This noise was initially filtered
into 24 bands, each one critical band �1 bark� wide �Zwicker
and Fastl, 1999�. These are referred to here as sub-bands.
The sub-bands were then grouped into wider composite
bands �consisting of 1, 2, 4, or 12 successive sub-bands� and
each composite band was presented either to one ear or the
other. For example, the sub-bands from 0 to 12 barks were
presented to the left ear, and the sub-bands from 13 to 24
barks were presented to the right ear. Or, the sub-bands from
1–4, 9–12, and 17–20 barks were presented to the left ear
and the sub-bands from 5–8, 13–16, and 21–24 barks were
presented to the right ear. Thus, as the number of sub-bands
making up each composite band decreased, the spacing and
width of the composite bands decreased. Note that the over-

all level in each ear was 57 dB SPL �3 dB below the level of
the unfiltered noise�. The loudness of the dichotically pre-
sented sounds was judged �in separate blocks of trials� rela-
tive to either a monaural or a diotic standard consisting of all
24 bands, which was assigned 100 units of loudness.

The measured loudness decreased somewhat as the num-
ber of composite bands increased �see Table II in Moore and
Glasberg, 2007�. For example, the loudest stimulus was the
one in which sub-bands from 0 to 12 Barks were presented to
the left ear, and sub-bands from 13 to 24 barks were pre-
sented to the right ear, so there was only one broad compos-
ite band presented to each ear. However, the predictions of
the model showed the opposite pattern. This might indicate a
failing of the model. However, Moore and Glasberg �2007�
pointed out that some aspects of the data appear strange.
When all of the sub-bands �1–24� were presented monau-
rally, the predicted loudness �10.9 sones� was a factor of 1.5
smaller than when they were presented diotically �16.4
sones�, and this was consistent with the loudness judgments
obtained by Zwicker and Zwicker �1991�. When sub-bands
1–12 were presented to one ear only, the predicted loudness
was 5.7 sones, while when sub-bands 13–24 were presented
to one ear only the predicted loudness was 5.8 sones. Since
the smoothed specific loudness patterns evoked by sub-bands
1–12 and 13–24 overlap only moderately in frequency, the
predicted loudness when sub-bands 1–12 were presented to
one ear and sub-bands 13–24 were presented to the other ear
�10.6 sones� was only slightly less than the sum of the mon-
aural loudness for the two composite bands �5.7+5.8
=11.5�. Also, the predicted loudness for dichotic presentation
�10.6 sones� was similar to the predicted loudness for mon-
aural presentation of sub-bands 1–24 �10.9 sones�. These
predictions all seem very reasonable. Yet, the loudness rat-
ings obtained by Zwicker and Zwicker �1991� suggest that
the loudness when sub-bands 1–12 were presented to one ear
and sub-bands 13–24 were presented to the other ear was
20% greater than when all sub-bands were presented to one
ear, with no signal at the other ear. It is difficult to under-
stand why the loudness should be 20% greater in the former
case when each of the two composite bands covers a wide
frequency range and the bands do not overlap in frequency.

Because of these apparent anomalies in the data of
Zwicker and Zwicker �1991�, and because stimuli of the type
used by Zwicker and Zwicker �1991� may provide an impor-
tant test of the validity of the model of Moore and Glasberg
�2007�, we decided to conduct an experiment using stimuli
similar to those of Zwicker and Zwicker �1991�. Rather than
using a loudness-scaling procedure, a loudness-matching
procedure was used, in an attempt to reduce biases that can
strongly influence the results of scaling procedures �Poulton,
1979�. Although it is possible to design scaling experiments
so as to minimize bias effects �Hellman and Zwislocki,
1961�, the use of a standard stimulus with a reference loud-
ness of 100 units in the experiments of Zwicker and Zwicker
�1991� is likely to have led to biases.
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II. LOUDNESS MATCHING OF SOUNDS WITH
DIFFERENT SPECTRA AT THE TWO EARS

A. Stimuli

All noise-band stimuli were derived from a broadband
�50–8550 Hz� noise with equal energy in each 1-ERBN-wide
band. Note that this noise is not truly uniformly exciting, as
it does not produce a flat excitation pattern after passing
through the outer and middle ear. It is possible to produce a
uniformly exciting noise by modifying the spectrum to allow
for transmission through the outer and middle ear �Glasberg
and Moore, 2000�, but that was not done here, as we wanted
to make the stimuli similar to those of Zwicker and Zwicker
�1991�. All sub-bands can be considered as “cut out” from
this broadband noise. The test stimuli are illustrated sche-
matically in Fig. 1. There were 32 1-ERBN-wide sub-bands,
extending from ERBN-numbers 1.83 to 33.83. The reference
sound contained all 32 bands and was presented either mon-
aurally or diotically.

The dichotic test stimuli contained composite bands
made up by combining the following sub-bands, going from
top to bottom in the figure �the notation refers to the number
of sub-bands within each composite band�.

�1� 16ERBN. Sub-bands 1–16 were presented to the left ear
and sub-bands 17–32 to the right ear. Hence, a single
16-ERBN-wide composite band was presented to each
ear.

�2� 8ERBN. Sub-bands 1–8 and 17–24 were presented to the
left ear and sub-bands 9–16 and 25–32 to the right ear
�two 8-ERBN-wide composite bands to each ear�.

�3� 4ERBN. Sub-bands 1–4, 9–12, 17–20, and 25–28 were
presented to the left ear and sub-bands 5–8, 13–16, 21–
24, and 29–32 to the right ear �four 4-ERBN-wide com-
posite bands to each ear�.

�4� 2ERBN. Sub-bands 1–2, 5–6, 9–10, 13–14, 17–18, 21–
22, 25–26, and 29–30 were presented to the left ear and
sub-bands 3–4, 7–8, 11–12, 15–16, 19–20, 23–24, 27–
28, and 31–32 to the right ear �eight 2-ERBN-wide com-
posite bands to each ear�.

�5� 1ERBN. All odd-numbered sub-bands were presented to
the left ear and all even-numbered sub-bands to the right
ear �16 1-ERBN-wide composite bands to each ear�.

In all cases, matches were also made with the sounds
switched between ears; e.g., for condition 16ERBN, sub-
bands 1–16 were presented to the right ear and sub-bands
17–32 to the left. For the dichotic test stimuli, only the diotic
reference sound was used for loudness matching.

In addition to conditions �1�–�5� above, loudness
matches were made to the single-ear stimuli �e.g., sub-bands
1–16 or sub-bands 17–32�. For convenience, these monaural
stimuli are given the same labels, 16ERBN to 1ERBN.
Stimuli that included the lowest sub-band �band 1� are des-
ignated case “Lo,” and stimuli that included the highest sub-
band �band 32� are designated case “Hi.” For these monaural
test stimuli, loudness matches were made using both the
monaural and diotic reference stimuli. When both the test
and reference stimuli were monaural, they were presented to
the same ear; both the left and right ears were used for each
subject. Note that Zwicker and Zwicker �1991� did not in-
clude test stimuli comparable to our monaural test stimuli.

In one set of conditions, the level of the reference sound
was fixed at 44 dB SPL /ERBN and the test sound was varied
in level to estimate the point of equal loudness. In another set
of conditions, the level of the test sound was fixed at 44 dB
SPL /ERBN and the reference sound was varied in level to
estimate the point of equal loudness. The test and reference
sounds were alternated and the sequence continued indefi-
nitely. Each sound lasted 500 ms, including 20-ms raised-
cosine ramps. There was a 400-ms silent interval between the
test and reference sounds, and a 600-ms interval between the
reference and test sounds. Each sound was accompanied by a
separate light. Pressing the button under one light caused the
sound associated with that light to become relatively softer
�either by decreasing its level or by increasing the level of
the other sound�, while pressing the button under the other
light caused the sound associated with that light to become
relatively softer.

Stimuli were digitally generated at a 50-kHz sampling
rate, using an algorithm described by Singleton �1969�. First
the desired spectrum was calculated, assigning random
phases to the frequency components. Components were
spaced at 1-Hz intervals. Then, an inverse Fourier transform
was used to produce a time-domain waveform. This allowed
the generation of noise bands with very sharp spectral edges.
The output waveform was generated using Tucker-Davis

FIG. 1. Schematic illustration of the filters used to create the dichotic test
stimuli. The input signal was noise with equal level per ERBN. The condi-
tion labels �16ERBN to 1ERBN� correspond to the number of sub-bands in
each composite band.
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Technologies �TDT� 16-bit DA1 digital-to-analog converters,
and levels were controlled using TDT PA4 programmable
attenuators. The spectra were checked using a Hewlett-
Packard 35670A dual-channel dynamic signal analyzer.
Stimuli were passed though a TDT HB6 headphone buffer
and a Hatfield 2125 passive attenuator, and presented via
Sennheiser HD580 headphones, which have approximately a
diffuse-field response. Sound levels are specified as equiva-
lent diffuse-field levels. The levels at the eardrum would be
about 12 dB higher for frequencies around 3 kHz. Subjects
were seated in a double-walled sound-attenuating chamber.

B. Method

To minimize biases, the starting level of the variable
sound was randomly chosen from a 10-dB range centered
around the mean of previous matching levels for that condi-
tion �Gabriel et al., 1997�. The range of starting levels for the
first match for a given condition was based on pilot experi-
ments. The subject pressed one button to increase the level of
the variable sound, and another button to decrease the level
of the variable sound, as described earlier. Subjects were
instructed to adjust the variable sound using a bracketing
procedure, so that it sounded alternately louder and softer
than the fixed sound, and then to adjust the level until the
loudness of the variable sound matched that of the fixed
sound. They were asked to press a third button when they
were satisfied with the match. The level of the variable sound
was changed in 3-dB steps until two turnpoints �changes
from increasing to decreasing level or vice versa� had oc-
curred, and thereafter was changed in 1-dB steps. A match
was not accepted until at least four turnpoints had occurred.
Five matches were obtained for each condition for each sub-
ject, and the final matching level was taken as the mean of
the five.

C. Subjects

Thirteen subjects with normal hearing were tested, seven
with the test sound varied in level and six with the reference
sound varied in level. However, one subject in the former
case gave very erratic results, and these were discarded, leav-
ing six subjects for each condition. All subjects had absolute
thresholds better than 20 dB hearing level �HL� �ISO 389-8,
2004� for the audiometric frequencies from 250 to 8000 Hz.
Subjects were given practice on a selection of conditions
before testing proper started. Subjects were paid for their
services.

III. RESULTS

The pattern of results was reasonably consistent across
subjects, both when the reference sound was varied in level
and when the test sound was varied in level to obtain a loud-
ness match. In what follows, results are averaged across sub-
jects within each group �reference varied or test varied�.
Also, results were similar when the case Lo stimuli were
presented to the left and right ears, and when the case Hi
stimuli were presented to the left and right ears. Results are
also presented averaged across these two cases.

A. Reference varied

The mean results for the set of conditions when the ref-
erence sound was varied in level to obtain a loudness match
are shown in Fig. 2. The condition is indicated along the
x-axis, and the level /ERBN of the reference sound that
matched the loudness of the test sound is indicated on the
y-axis. Error bars show �1 standard error �SE� of the
matches. Consider first the results when the test stimulus was
dichotic, with different bands presented to the two ears �open
squares, top panel�, while the reference sound was diotic.
The level at equal loudness tended to increase, indicating an
increase in loudness of the test stimulus, as the number of
composite bands increased and their width and spacing de-
creased �going from condition 16ERBN to 1ERBN�. The
overall increase was about 4 dB.

Predictions of the loudness model of Moore and Glas-
berg �2007� were generated by first calculating the loudness
of the test stimulus, and then adjusting the level of the ref-

FIG. 2. Obtained loudness matches �open symbols� and matches predicted
by the loudness model of Moore and Glasberg �2007� �filled symbols� for
the set of conditions where the level of the reference sound was varied to
determine a loudness match. The condition is indicated along the x-axis, and
the level /ERBN of the reference sound is indicated on the y-axis. For the
dichotic test stimuli, the data are plotted at a position between the positions
for the corresponding Lo and Hi cases. The panels show, from top to bottom,
data and predictions for the dichotic test stimuli with diotic reference, the
monaural test stimuli with diotic reference, and the monaural test stimuli
with monaural reference. Data are averaged across six subjects. Error bars
show �1 standard error.
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erence stimulus until it led to the same calculated loudness.
The predictions took into account the estimated response of
the HD580 headphones at the eardrum, as measured using a
KEMAR manikin �Burkhard and Sachs, 1975�. The predic-
tions for the case when the test sound was dichotic and the
reference sound was diotic are shown by filled squares. The
predictions correspond well with the data, and capture the
general trend for the matching level to increase going from
condition 16ERBN to 1ERBN. The model predicted an in-
crease of 3.7 dB, in good accord with the data. The largest
difference between an obtained and predicted match was 1.6
dB.

Consider now the results for the monaural test stimuli.
The matching levels of the reference were lower when the
reference was presented diotically �open triangles, middle
panel� than when it was presented monaurally �open circles,
bottom panel�, as expected. This effect is discussed in more
detail later. The results showed only a slight increase in the
matching level, of about 2 dB, going from condition 16ERBN

to 1ERBN. For conditions 16ERBN, 8ERBN, and 4ERBN, the
predicted matching levels of the reference �filled triangles
and circles� were well below the obtained levels. Surpris-
ingly, the obtained matches were almost the same for the Lo
and Hi cases, even for condition 16ERBN, when the test
stimulus contained only the lower frequencies �up to 1336
Hz� for case Lo and only the higher frequencies �above 1336
Hz� for case Hi. The model predicts that, for conditions
16ERBN, 8ERBN, and 4ERBN, the loudness should be lower
for case Lo than for case Hi, and so the loudness matches
should show the same pattern. The predicted difference be-
tween case Lo and case Hi occurs because of the character-
istics of the headphones �which boost frequencies around 3
kHz� and the characteristics of the middle ear �which attenu-
ates frequencies below about 500 Hz�.

A possible explanation for the discrepancy between the
data and the predictions of the model for the monaural test
stimuli is that, although subjects were asked to match the
overall loudness of the test and reference stimuli, they had
difficulty doing this because of the very different sound
qualities of the two stimuli �Gabriel et al., 1997�. Indeed,
several of the subjects complained of difficulty, especially in
conditions 16ERBN and 8ERBN. Subjects may have partly
based their judgments on the loudness of the part of the
spectrum that was common between the test and reference
stimuli, rather than on the whole spectrum of the reference
sound. For example, when the test stimulus contained sub-
bands 1–16 �condition 16ERBN, case Lo�, subjects may have
matched the loudness of the low-frequency part of the spec-
trum of the reference sound with that of the test sound. This
could account for the predicted matching level �based on the
overall loudness of the reference� being well below the ob-
tained level. It could also account for the finding that the
loudness matches were similar for case Lo and for case Hi,
even for conditions 16ERBN, 8ERBN, and 4ERBN.

To check on this idea, three normal-hearing subjects
were asked to make a loudness match between cases Lo and
Hi for condition 16ERBN. In other words, they were asked to
match the loudness of a stimulus containing sub-bands 1–16
�condition 16ERBN, case Lo� with a stimulus containing sub-

bands 17–32 �condition 16ERBN, case Hi�. Subjects could
not make a match based on the loudness of the part of the
spectrum that was common between the two stimuli, since
there was no common spectral region. The level of one
stimulus was fixed at 44 dB SPL /ERBN, while the level of
the other stimulus was varied to achieve a loudness match,
using the same procedure as described earlier. When the
level of the case Lo stimulus was fixed at 44 dB SPL /ERBN,
the mean matching level of the case Hi stimulus was 37.2 dB
SPL /ERBN �standard deviation �SD�=1.9 dB�. The match-
ing level predicted by the model was 38.7 dB SPL /ERBN.
When the level of the case Hi stimulus was fixed at 44 dB
SPL /ERBN, the mean matching level of the case Lo stimulus
was 50.1 dB SPL /ERBN �SD=1.7 dB�. The matching level
predicted by the model was 49.0 dB SPL /ERBN. These re-
sults clearly show that, at equal levels, the case Lo stimulus
was perceived as softer than the case Hi stimulus, by an
amount that is reasonably consistent with the predictions of
the model.

Returning to the data shown in Fig. 2, the discrepancy
between the data and the predictions of the model for the
monaural test stimuli became smaller going from condition
16ERBN to 1ERBN. This is consistent with the explanation
given above for the discrepancy between the results and pre-
dictions for conditions 16ERBN, 8ERBN, and 4ERBN. For
the conditions where the composite bands were more finely
spaced �2ERBN and 1ERBN�, the test and reference stimuli
sounded very similar in quality, and subjects reported that it
was much easier to make a match. For condition 1ERBN,
there was a very good correspondence between the data and
the predictions of the model, for both the monaural and di-
otic references.

Another test of the model is the difference between the
matching levels of the reference for a given monaural test
stimulus when the reference was presented monaurally and
when it was presented diotically. This gives an indirect mea-
sure of the level difference required for equal loudness be-
tween a monaural and a diotic reference stimulus; for brevity,
this will be referred to as LDIFF. The measured values of
LDIFF are plotted as open circles in the upper panel of Fig.
3. The mean value of LDIFF was 6.4 dB �SD=0.4 dB�. The
values of LDIFF predicted by the model are shown as filled
circles. The mean LDIFF value predicted by the model was
6.0 dB �SD=0.3 dB�. The correspondence between the data
and predictions is very good. For both data and predictions,
there is no clear trend for the LDIFF values to vary with the
number of composite bands.

B. Test varied

The data obtained when the test stimuli were varied in
level to determine a loudness match are shown in Fig. 4. The
pattern of results is inverted relative to that obtained when
the reference stimulus was varied. This is as expected; ma-
nipulations that increase the loudness of the test stimuli �go-
ing from condition 16ERBN to 1ERBN� require a decrease in
level of the test stimuli to match the loudness of the fixed
reference stimulus. When the test stimulus was dichotic, and
the reference stimulus was diotic �open squares, top panel�,
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the level of the test stimulus at equal loudness tended to
decrease as the number of composite bands increased �going
from condition 16ERBN to 1ERBN�. The overall decrease
was 2.4 dB. Predictions of the loudness model of Moore and
Glasberg �2007� for this condition are shown by filled
squares. These were generated by first calculating the loud-
ness of the reference stimulus, and then adjusting the level of
each test stimulus until it gave the same calculated loudness.
There was a good correspondence between the data and pre-
dictions, although the model predicted a slightly larger over-
all decrease of 4.1 dB. The largest deviation between an
obtained and predicted match was 1.5 dB.

As was the case when the reference stimulus was varied,
the loudness matches for the monaural test stimuli �open
circles for the monaural reference and open triangles for the
diotic reference, middle and bottom panels� differ from the
predictions of the model �filled circles and triangles, respec-
tively�, especially for conditions 16ERBN and 8ERBN. These
discrepancies can be explained in the same way as before;
because of the very different qualities of the test and refer-
ence stimuli, subjects probably based their loudness matches
partly on the spectral region that was common between the
test and reference stimuli.

The difference between the matching levels of a given
monaural test stimulus when the reference was presented
monaurally and when it was presented diotically is related to
the difference in loudness of the monaural and diotic refer-
ences. The obtained differences are plotted as open squares
in the lower panel of Fig. 3. The mean value was �6.5 dB
�SD=0.9 dB�. The differences predicted by the model are

shown as filled squares. The mean difference predicted by
the model was �7.1 dB �SD=0.2 dB�. The correspondence
between the data and predictions is very good.

IV. DISCUSSION

The pattern of results for the dichotic test stimuli, with
non-overlapping spectra at the two ears, differed from that
found for similar stimuli by Zwicker and Zwicker �1991�; we
found that loudness increased slightly as the composite
bands became narrower and more finely spaced �going from
condition 16ERBN to 1ERBN�, while Zwicker and Zwicker
�1991� found that loudness decreased slightly. The reason for
the discrepancy is not clear, although, as described in the
Introduction, there were some anomalies in the data of
Zwicker and Zwicker �1991�. The pattern of results found
here was in good correspondence with the predictions of the
model of Moore and Glasberg �2007�.

The model predicts that the loudness should also in-
crease for the monaural test stimuli as the number of com-
posite bands increases and they become narrower and more
finely spaced. In fact, the predicted increase is larger for the
monaural than for the dichotic test stimuli �see Figs. 2 and
4�. The predicted increase for the monaural stimuli occurs
because, when many finely spaced composite bands are used
�as in conditions 2ERBN and 1ERBN�, there are only small

FIG. 3. The top panel shows values of LDIFF �the difference between the
matching levels of the reference for a given monaural test stimulus when the
reference was presented monaurally and when it was presented diotically�
for the condition where the level of the test stimulus was fixed and the
reference stimulus was varied in level. Open symbols show data and filled
symbols show predictions of the model. The bottom panel shows corre-
sponding results for the condition where the level of the reference stimulus
was fixed and the test stimulus was varied in level.

FIG. 4. As Fig. 2, but for the set of conditions where the level of the test
sound was varied to determine a loudness match.
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dips in the excitation pattern at frequencies corresponding to
the spectral gaps between the bands, leading to an excitation
pattern, and specific loudness pattern, that is not very differ-
ent from that for the reference stimulus. In contrast, when a
few wide composite bands are used �as in conditions
16ERBN and 8ERBN�, there are large dips in the excitation
pattern at frequencies corresponding to the spectral gaps be-
tween bands, and this reduces the overall loudness. The in-
crease in loudness going from condition 16ERBN to 1ERBN

is predicted to be larger for the monaural than for the di-
chotic test stimuli, because for the latter the effects of binau-
ral inhibition become progressively greater going from con-
dition 16ERBN to 1ERBN, as the excitation patterns at the
two ears become more similar.

Unfortunately, the subjects appeared to have difficulty in
matching the overall loudness of the monaural test stimuli to
that of the reference stimulus, except when the composite
bands in the test stimulus were relatively narrow and finely
spaced. This difficulty probably arose from the fact that the
test and reference stimuli had very different spectra �and ex-
citation patterns�, with only part of the spectrum in common.
It appears that, for the monaural test stimuli, our subjects
partly based their matches on the spectral region that was
common to the test and reference stimuli, especially for con-
ditions 16ERBN and 8ERBN. One factor that may have con-
tributed to this is the repeated alternation of the test and
reference stimuli, which may have led to the formation of
two perceptual streams �Bregman, 1990; Moore and Gockel,
2002�; one stream would correspond to the test stimulus and
the part of the reference stimulus whose spectrum overlapped
with that of the reference stimulus. The other stream would
correspond to the remaining part of the reference stimulus.
Subjects may then have based their loudness matches mainly
on the perceptual stream including the test stimulus. Previous
work is consistent with the idea that loudness is determined
after processes of perceptual organization have occurred
�McAdams et al., 1998�.

Our suggestion that subjects partly based their matches
on the spectral region that was common to the test and ref-
erence stimuli can account for the finding that the matches
with the reference were almost the same for the Lo and Hi
cases, for condition 16ERBN. When subjects made direct
loudness matches between the stimuli for case Lo and case
Hi in condition 16ERBN, the results clearly showed that the
case Lo stimulus was softer, consistent with the predictions
of the model.

Matches to the monaural test stimuli were made using
both monaural and diotic reference stimuli. When the level
of the test stimuli was fixed, the differences between matches
for the two types of reference give an estimate of the level
difference required for equal loudness of monaural and diotic
reference stimuli, LDIFF. The mean value of LDIFF for the
data was 6.4 dB, while the value predicted by the model was
6.0 dB, indicating very good agreement. The LDIFF value
predicted by the model depends on the rate of growth of
loudness with increasing level of the reference sound. The
model predicts that a diotic sound is 1.5 times as loud as a
monaural sound of the same level, so LDIFF corresponds to
the level increase required to increase the loudness of the

monaural reference stimulus by a factor of 1.5. The predicted
loudness of the reference sound changes somewhat more
slowly with increasing level than would be the case for a
sinusoid or narrowband noise. For example, when the
level /ERBN of the monaural reference sound is increased
from 40 to 50 dB SPL, the loudness is predicted to increase
by a factor of 1.8 �from 9.3 to 16.7 sones�, whereas the
corresponding factor for a sinusoid or narrowband noise is
about 2. The factor for the sinusoid depends partly on the
spread of excitation that occurs with increasing level. For the
reference sound used here, the excitation pattern is broad
even at low levels, so there is little contribution to loudness
of the spread of excitation with increasing level. Hence the
predicted value of LDIFF is slightly greater for the reference
sound used here than for a sinusoid or narrowband noise.
This prediction is consistent with the data of Edmonds and
Culling �2009�. For 1-ERBN-wide monaural and diotic
noises of various center frequencies, the average value of
LDIFF was 5.3 dB. For noises of greater bandwidth, the
average value of LDIFF was 5.8 dB. However, Edmonds and
Culling �2009� also found an effect of the interaural correla-
tion of the noise on loudness, an effect which cannot be
accounted for by the current model, since the model is based
only on the power spectrum of the sound.

We conclude that the model of Moore and Glasberg
�2007� gives accurate predictions of loudness for sounds
with non-overlapping spectra at the two ears. This, combined
with earlier analyses indicating accurate predictions of loud-
ness for stimuli with the same spectra �but differing levels� at
the two ears, indicates that the model is likely to work well
with more realistic binaural signals, where the spectra at the
two ears are not identical but nevertheless overlap to a con-
siderable degree. However, it should be noted that the model
is only applicable to steady sounds. Epstein and Florentine
�2009� recently presented evidence suggesting that binaural
loudness summation is much less for speech than for steady
tones. Also, binaural loudness summation was less when
sounds were presented via a loudspeaker rather than via ear-
phones. The extent to which these effects can be explained in
terms of the time-varying nature of the sounds and/or differ-
ences in spectra across ears remains uncertain. The effects
may partly reflect relatively high-level processes of loudness
constancy, which are not taken into account in current loud-
ness models. Loudness models for time-varying sounds have
been developed �Zwicker, 1977; Glasberg and Moore, 2002;
Chalupper and Fastl, 2002�, but the published versions of
these models do not implement any form of binaural inhibi-
tion of the type discussed in the present paper.
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This study examined contributions of peripheral excitation and informational masking to the
variability in masking effectiveness observed across samples of multi-tonal maskers. Detection
thresholds were measured for a 1000-Hz signal presented simultaneously with each of 25, four-tone
masker samples. Using a two-interval, forced-choice adaptive task, thresholds were measured with
each sample fixed throughout trial blocks for ten listeners. Average thresholds differed by as much
as 26 dB across samples. An excitation-based model of partial loudness �Moore, B. C. J. et al.
�1997�. J. Audio Eng. Soc. 45, 224–237� was used to predict thresholds. These predictions
accounted for a significant portion of variance in the data of several listeners, but no relation
between the model and data was observed for many listeners. Moreover, substantial individual
differences, on the order of 41 dB, were observed for some maskers. The largest individual
differences were found for maskers predicted to produce minimal excitation-based masking. In
subsequent conditions, one of five maskers was randomly presented in each interval. The difference
in performance for samples with low versus high predicted thresholds was reduced in random
compared to fixed conditions. These findings are consistent with a trading relation whereby
informational masking is largest for conditions in which excitation-based masking is smallest.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3298588�
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I. INTRODUCTION

Studies of simultaneous masking have shown large det-
rimental effects of masker-frequency uncertainty, often cre-
ated by randomizing the frequency content of a multi-tonal
masker each time it is presented �e.g., Watson et al., 1975;
Neff and Green, 1987; Kidd et al., 1994; Oh and Lutfi, 1998;
Alexander and Lutfi, 2004; Richards and Neff, 2004;
Durlach et al., 2005�. For example, simultaneous-masking
studies with fixed-frequency sinusoidal signals and random-
frequency multi-tonal maskers have reported as much as 50
dB of masking for trained listeners �e.g., Neff and Green,
1987�. The “informational” masking produced by varying the
spectral content of the masker can be observed even when
the frequency components that comprise the masker are re-
stricted from falling within a presumed auditory filter cen-
tered on the signal. The use of a “protected region” centered
on the signal frequency is intended to reduce the potential
contributions of peripheral �i.e., energetic� masking. Thus,
whereas energetic masking is believed to reflect interactions

between the signal and masker at the auditory periphery, in-
formational masking is believed to reflect interactions occur-
ring within the central auditory system.

The processes underlying informational masking are in-
completely understood and may well vary across stimuli,
tasks, and listeners. One potential contributor to informa-
tional masking is a failure of sound source segregation �e.g.,
Bregman, 1990�—the process by which acoustic components
are identified as coming from one or more sources. Evidence
for this comes from reports of significant reductions in infor-
mational masking when cues that promote sound source seg-
regation are introduced �e.g., Kidd et al., 1994; Neff, 1995;
Richards and Neff, 2004�. Manipulations that decrease the
similarity of the target relative to the masker can also yield
substantial release from informational masking �e.g., Kidd et
al., 2002; Durlach et al., 2003�. Note that many cues be-
lieved to affect sound source segregation also influence
target-masker similarity. Another related mechanism which
likely contributes to informational masking is selective audi-
tory attention—the ability to attend to a relevant target sound
and ignore irrelevant, interfering sounds. Results from early
studies of informational masking �e.g., Watson et al., 1976;
Spiegel et al., 1981; Neff and Green, 1987� were interpreted
as indicating that listeners were not able to attend only to
information in the signal frequency region. Consistent with
this explanation, Lutfi and colleagues �e.g., Lutfi, 1993; Lutfi
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et al., 2003, Alexander and Lutfi, 2004� modeled informa-
tional masking in terms of the number and frequency range
of auditory filters monitored when a listener is asked to de-
tect a tonal signal at a fixed frequency in the presence of a
random-frequency, multi-tonal masker. In that approach, data
with little evidence of informational masking were modeled
as resulting from a highly frequency-selective process, char-
acterized in terms of a very narrow attentional filter. On the
other hand, data with evidence of extensive informational
masking were modeled as resulting from a combination of
auditory filter outputs, characterized in terms of a wide at-
tentional filter.

Interpreting effects of masker-frequency uncertainty is
complicated by the observation of large within- and between-
subjects variability in performance for multi-tonal masking
conditions, even when the degree of masker-spectral uncer-
tainty is modest �e.g., Neff and Callaghan, 1988; Neff and
Dethlefs, 1995; Wright and Saberi, 1999; Alexander and
Lutfi, 2004; Richards and Neff, 2004; Durlach et al., 2005�.
Several studies have shown that thresholds in conditions
with little or no masker-frequency uncertainty �e.g., masker
samples fixed across intervals of each trial or across the en-
tire block of trials� are often considerably higher than the
absolute threshold for the signal in quiet �e.g., Neff and Cal-
laghan, 1988; Neff and Dethlefs, 1995; Wright and Saberi,
1999; Alexander and Lutfi, 2004; Richards and Neff, 2004;
Durlach et al., 2005�. Moreover, multi-tonal masker samples
can differ widely in masking effectiveness when particular
samples are selected at random from the pool of samples
used for testing with minimal uncertainty �e.g., Neff and Cal-
laghan, 1987; Wright and Saberi, 1999�. For example,
Wright and Saberi �1999� measured detection threshold for a
1000-Hz pure tone in the presence of a ten-tone masker; they
found a range of more than 20 dB in average threshold
across the ten masker samples tested. Differences in periph-
eral excitation patterns across the masker samples may be
responsible for the substantial variability in masked thresh-
old observed within a given subject.

In contrast to differences in performance within a lis-
tener, individual differences in susceptibility to informational
masking appear to play a role in the substantial between-
subjects variability in masked threshold observed for a fixed
masker sample �e.g., Neff and Callaghan, 1987; Alexander
and Lutfi, 2004; Durlach et al., 2005�. For example, Alex-
ander and Lutfi �2004� reported thresholds ranging from 15-
to 52 dB sound pressure level �SPL� across 16 normal-
hearing listeners asked to detect a 2000-Hz pure tone in the
presence of a ten-tone, fixed-frequency, simultaneous
masker. Alexander and Lutfi �2004� noted that this variability
in performance was inconsistent with expectations based on
excitation-based masking and suggested that some listeners
may have had difficulty perceptually segregating the signal
from the masker even in the absence of stimulus uncertainty.
Similarly, Durlach et al. �2005� reported average thresholds
for a 1000-Hz signal ranging from 33 to 48 dB SPL across
ten listeners in the presence of an eight-tone, fixed-
frequency, simultaneous masker. Although individual differ-
ences do not in themselves indicate informational masking,
the magnitude of these differences contrasts sharply with the

well-established stability across listeners of thresholds in
broadband noise and suggests non-peripheral contributions
elevating thresholds for at least the poorer performers.

The current study examined the degree to which differ-
ences in both excitation-based and informational masking
contribute to the differences in masking observed across
multi-tonal masker samples and across listeners. In the first
set of Fixed conditions, thresholds were measured for a
1000-Hz signal presented simultaneously with each of 25
different four-tone masker samples. The model of partial
loudness from Moore et al. �1997� was used to estimate the
contribution of peripheral, excitation-based masking to
thresholds observed across masker samples. The relative
contributions of excitation-based and informational masking
to performance for conditions with high masker-spectral un-
certainty were examined in a subsequent set of Random con-
ditions, in which one of five masker samples was selected at
random for each interval throughout a block of trials. Perfor-
mance was compared across two random conditions: one in
which the five masker samples were those with the smallest
estimates of excitation-based masking, and one in which the
five samples were those with the largest estimates of
excitation-based masking.

II. METHOD

A. Listeners

Ten adults �19–37 years� with normal-hearing sensitivity
participated in all conditions, including authors LL �L5� and
JH �L121�. All listeners had air-conduction thresholds less
than 20 dB hearing level �HL� �re: ANSI, 2004� at octave
frequencies from 250 to 8000 Hz and reported no known
history of chronic ear disease. None of the listeners had more
than 2 years of musical training, with the exception of author
JH �L121� who is a trained musician.

All listeners had previously participated in similar psy-
choacoustic experiments using multi-tonal maskers. Al-
though few studies have systematically examined training
effects for these conditions, the available data suggest that
some individual listeners may improve over time �Neff and
Callaghan, 1988; Neff and Dethlefs, 1995�. The rationale for
including listeners with previous experience using similar
multi-tonal maskers is that evidence of training effects ap-
pears to be limited to approximately the first 600 trials �Neff
and Callaghan, 1988�.

B. Stimuli and conditions

The signal was a 300-ms, 1000-Hz sinusoid, including
5-ms onset/offset ramps �raised cosine�. Twenty-five masker
samples were randomly generated prior to the experiment
and stored to disk. The same 25 masker samples were used
for all listeners. Maskers were multi-tonal complexes with
four sinusoidal components, presented simultaneously with
the signal �when present� for 300 ms. Masker frequencies
were drawn randomly from a uniform distribution on a linear
frequency scale with a range of 300–3000 Hz, excluding
920–1080 Hz. The frequency range from 920 to 1080 Hz
extends beyond the equivalent rectangular bandwidth cen-
tered on 1000 Hz �Glasberg and Moore, 1990�. Masker start-
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ing phases were drawn from a uniform distribution with a
range of 0–2�. Each masker tone was equal amplitude, and
the four-tone complex was presented at an overall level of 60
dB SPL �54 dB SPL per component�. Table I shows the four
frequencies that comprised each masker sample. The column
on the right-hand side lists the corresponding Moore et al.
�1997� model threshold predictions.

Stimuli were digitally summed and played through a 24-
bit digital-to-analog converter �Digital Audio Labs, Chanhas-
sen, MN� at a sampling rate of 20 kHz. Stimuli were pre-
sented monaurally to the listener’s left ear via Sennheiser
HD-25 earphones. The presentation of stimuli was controlled
by a computer using custom software.

In Fixed conditions, a single masker sample was used on
every presentation throughout a block of trials. All 25
samples were tested in separate conditions without any
masker randomization. In two Random conditions, the
masker presented in each interval was randomly selected
with replacement from a subset of five masker samples. In
the RanLow condition, the five samples with the lowest pre-
dicted thresholds comprised the pool of randomly selected
maskers. In the RanHigh condition, the five samples with the
highest predicted thresholds were used. Masker samples used
in the RanLow and RanHigh conditions are indicated by the
subscripts “low” and “high” in Table I, respectively.

C. Procedure

Thresholds were measured using a two-interval, forced-
choice adaptive procedure that estimated 70.7% correct on
the psychometric function �Levitt, 1971�. The signal oc-
curred in either interval with equal a priori probability. Each
trial consisted of two, 300-ms observation intervals separated
by a 400-ms interstimulus interval. A 300-ms feedback inter-
val followed the listener’s response, visually indicating the
interval that contained the signal. The starting level of the
adaptive track was 10–15 dB above the expected threshold.
The initial step size was 4 dB, followed by a step size of 2
dB after the second reversal. Testing continued until ten re-
versals were obtained, and threshold was computed as the
average signal level at the last eight reversals.

Listeners were tested individually in a double-walled,
sound-treated room �Industrial Acoustics, Bronx, NY� in 1-h
sessions that included regular breaks. An average of seven
sessions per listener was required to complete the conditions.
Four threshold estimates were obtained for each listener and
condition. Listeners completed testing for the Fixed condi-
tions prior to data collection for the Random conditions. For
both Fixed and Random conditions, a complete randomized
set of conditions was tested before moving to the next rep-
etition of the conditions. Conditions were independently ran-
domized for each listener. Data reported include threshold
averages and estimates of the standard error �SE� across the
four replications per condition.

III. RESULTS

A. Predicted thresholds using the Moore et al. „1997…
excitation-based model of partial loudness

Thresholds in quiet for the 1000-Hz signal ranged from
�7 to 17 dB SPL across listeners �average=2.9�. Threshold
for the 1000-Hz tone in the presence of each of the 25
masker samples was predicted using an excitation-based
model of partial loudness �Moore et al., 1997�. The Moore et
al. �1997� model is based on loudness as a function of fre-
quency, taking into account changes in spread of excitation
with level. This model was selected to generate threshold
predictions based on the power spectrum of each masker. In
applying the model, predicted thresholds were obtained by
finding the level at which the partial loudness of the signal
component was equal to 2 phons. Several investigators have
shown that predictions generated using this general approach
provide a reasonable account of observed masked thresholds
across a range of masking paradigms �Van Der Heijden and
Kohlrausch, 1994; Jesteadt et al., 2007�. Note, however, that
this approach assumes that the long term power spectrum is
the sole determinant of threshold, and that the temporal prop-
erties of the stimulus play no role in detection. Although
there are counterexamples to these assumptions in the litera-
ture �e.g., Zwicker, 1976; Green, 1988; Moore and Glasberg,
1987; Richards, 1992; Richards and Nekrich, 1993�, the de-
gree of agreement between predicted and observed thresh-
olds for the different masker conditions provides a frame-
work within which to examine the contribution of peripheral
excitation to differences in observed threshold across masker
samples.

TABLE I. Component frequencies �Hz� and predicted masked thresholds
�dB SPL� for the 25 masker samples based on Moore et al. �1997�, ordered
from lowest to highest predicted threshold. The subscripts indicate samples
used in the RanLow and RanHigh conditions.

Masker
sample

Masker components �Hz�
Predicted
threshold
�dB SPL�

Frequency
1

Frequency
2

Frequency
3

Frequency
4

16low 311 1758 2246 2805 6.3
11low 447 1870 2276 2716 6.3
12low 308 411 1638 2350 6.3
24low 512 521 1914 2430 8.2
7low 464 468 605 1443 12.8

9 585 659 1372 1973 19.9
17 491 627 1320 2737 19.4
6 314 719 1440 2067 23.1

20 309 372 726 1446 23.7
4 413 474 479 1205 25.3
3 772 2348 2478 2586 27.4

21 312 343 465 1159 29.4
14 505 1140 1311 1728 32.1
25 448 826 2094 2961 32.6
18 489 826 1447 2573 33.6
8 717 1177 2142 2173 34.1

22 364 677 830 854 37.6
2 835 1236 1858 1989 37.7

19 704 1128 1214 1279 38.1
10 704 1110 1513 2069 39.4

5high 787 836 877 2564 39.4
23high 396 847 903 1560 41.3
13high 348 884 1148 2920 44.1
1high 511 919 1213 2675 44.8
15high 344 867 1109 1868 45.0
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Thresholds predicted by the model for the 1000-Hz sig-
nal for the 25 masker samples are shown in Table I, rank
ordered from lowest to highest predicted threshold. Despite
the absence of masker components within 80 Hz of the sig-
nal frequency, predicted thresholds ranged from 6.3 to 45.0
dB SPL across masker samples. Predicted thresholds for
RanLow maskers ranged from 6.3 to 12.8 dB SPL �mean
=8.0�, whereas predictions for RanHigh maskers ranged
from 39.4 to 45.0 dB SPL �mean=42.9�. Thus, the average
difference in predicted threshold for RanHigh and RanLow
conditions was approximately 35 dB. A relation between the
proximity in frequency of the signal and neighboring masker
tones is evident in Table I, with more masking for maskers
with components closer to 1000 Hz.

B. Fixed conditions

Average masked thresholds across listeners for the
1000-Hz signal in the presence of each masker sample fixed
across blocks are shown in Fig. 1, plotted as a function of
predicted thresholds. Filled symbols indicate data for
samples later used in the RanLow �circles� and RanHigh �tri-
angles� conditions. Data on or near the dotted diagonal line

indicate average observed thresholds that were well pre-
dicted by the model. Consistent with previous studies �e.g.,
Neff and Callaghan, 1987; Wright and Saberi, 1999�, masker
samples varied widely in masker effectiveness. Average
masked thresholds ranged from 20.9 dB SPL �sample 11� to
46.6 dB SPL �sample 23�, a range of approximately 26 dB.
The preponderance of data above the dotted diagonal line in
Fig. 1 indicates that threshold predictions based on excitation
patterns often underestimated average observed thresholds.
Nonetheless, there appears to be a relation between predicted
and average observed thresholds.

Individual differences in the relationship between the
predictions and the data were evident. Individual data for
three listeners are shown in Fig. 2 to illustrate the range of
results. No relation between the data and model predictions
was found for L21 �R2=0.19; p�0.05�. In contrast, pre-
dicted thresholds for L121 accounted for half of the variance
in observed thresholds �R2=0.51; p�0.01�. Finally, a strong
relation between predicted and observed thresholds was ob-
served for L99 �R2=0.73; p�0.01�.

Individual differences in masked threshold were more
pronounced for some masker samples than for others. Figure
3 shows the difference between the observed and predicted
thresholds for each masker sample and each listener, rank
ordered by predicted threshold as in Table I. Data above the
solid line indicate observed thresholds that were under-
predicted by the model and data below the solid line indicate
observed thresholds that were over-predicted by the model.
Even without masker randomization, large individual differ-
ences in masked threshold were observed for many of the
maskers, with thresholds spanning a range of up to 41 dB
across listeners. Individual differences were most pro-
nounced for samples predicted to produce little excitation-
based masking. A Spearman’s rank order correlation was
computed to assess the relationship between predicted
thresholds and the magnitude of individual differences, quan-
tified as the standard deviation across threshold estimates.
This correlation was �0.76 �p�0.0001�, confirming that in-
dividual differences are greatest for masker samples with the
lowest predicted thresholds. For example, the lowest pre-
dicted threshold �6.3 dB SPL� was found for masker samples
11, 12, and 16. Data-model differences as large as 35 dB
were observed for these samples �L123�. In contrast, the
highest predicted threshold �45 dB SPL� was associated with

FIG. 2. Scatterplots of observed threshold as a function of predicted threshold for the 25 masker samples for three listeners �L21, L121, and L99�. The solid
line represents the best least-squares fit to all data points for each of the three listeners.

FIG. 1. Scatterplot of average observed threshold across listeners as a func-
tion of predicted threshold for the 25 masker samples. Filled symbols indi-
cate data for samples used in the RanLow �circles� and RanHigh �triangles�
conditions. Data on or near the dotted diagonal line indicate average ob-
served thresholds that were well predicted by the model.
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masker sample 15. The largest discrepancy between the data
and model for any listener for this masker sample was �8
dB �L99�.

Note that no evidence of significant practice effects was
observed in the data. The average improvement in masked
threshold across the first and fourth blocks of trials ranged
from 0 to 6 dB across listeners �mean=2.5 dB�. A within-
subjects linear regression of threshold as a function of block
number indicated no significant improvement in threshold
with increasing block number �F�1,99�=1.2; p=0.3�.

C. Random conditions

The effect of masker-frequency uncertainty was esti-
mated by comparing thresholds obtained when each masker
sample was presented alone for a block of trials to thresholds
obtained when the masker samples were drawn randomly on
each presentation from the pool of five samples within each
block. Figure 4 presents individual masked thresholds and
the average across listeners, with listeners ordered on the
abscissa by thresholds in the FixLow condition. Open circles

FIG. 3. Difference between observed and predicted thresholds as a function of masker sample for all listeners, ordered from lowest to highest predicted
threshold. Data at or above the solid line indicate observed thresholds that were higher than the model predictions.

FIG. 4. Masked thresholds are plotted for individual listeners and for the average across listeners �with SEs� for RanLow �open circles� and RanHigh �open
squares� conditions. Filled circles and squares show the average thresholds obtained in the fixed-presentation conditions across the five samples used for
RanLow and RanHigh, respectively. The ranges of predicted thresholds for the five samples used for the RanLow and those for the RanHigh conditions are
indicated with hatched shading.
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and squares indicate RanLow and RanHigh conditions, re-
spectively. Filled circles and squares indicate thresholds ob-
tained in the associated fixed-presentation conditions. Error
bars represent �1 SE for the average data. The gray vertical
lines emphasize the difference in threshold between condi-
tions with low and high predicted thresholds for both random
and fixed presentations. The ranges of masked thresholds
predicted by the Moore et al. �1997� model for the five
samples used for the RanLow samples and five RanHigh
samples are shown by the hatched areas. Thus, the degree to
which the data fall within these ranges provides an indication
of whether or not the model provides a good account of
observed thresholds.

Figure 4 clearly shows that the excitation-based model
does not successfully predict the data for either random con-
dition for any listener. Moreover, the estimated threshold for
L121 in the RanLow condition is higher than in the RanHigh
condition, offering the most serious violation of the model.
Consistent with earlier reports �e.g., Neff and Callaghan,
1987; Wright and Saberi, 1999; Durlach et al., 2005�, how-
ever, masker-frequency uncertainty increased masked thresh-
olds for all ten listeners. Thresholds were always higher for
the Random conditions, even with only five samples ran-
domly selected across presentations, than for the correspond-
ing Fixed conditions. For data averaged across listeners, the
threshold in the RanLow condition was 27.6 dB higher than
the corresponding FixLow conditions �compare circles in
Fig. 4�. Similarly, the average threshold in the RanHigh con-
dition was 19.5 dB higher than that for the FixHigh condi-
tions �compare squares in Fig. 4�. Note that for every listener
the RanLow threshold was higher than the worst single Fix-
Low threshold. Similarly, the RanHigh threshold was higher
than the worst single FixHigh threshold. A two-way,
repeated-measures analysis-of-variance, with two main fac-
tors of Uncertainty �random versus fixed� and Predicted
Masking �low versus high�, indicated a significant effect of
Uncertainty �F�1,9�=66.3; p�0.0001�. The main effect of
Predicted Masking was significant �F�1,9�=25.8; p�0.01�,
with higher observed thresholds for masker samples with
high predicted thresholds compared to low predicted thresh-
olds. The Uncertainty�Predicted Masking interaction was
also significant �F�1,9�=6.9; p�0.05�, indicating that the
difference in performance for samples with low versus high
predicted thresholds was smaller when masker samples were
randomly interleaved on an interval-by-interval basis com-
pared to fixed throughout a block of trials. That is, the extent
to which listeners failed to achieve excitation-based thresh-
old predictions was greatest when predicted thresholds were
low.1

IV. DISCUSSION

A. Masking in the absence of masker-spectral
uncertainty „Fixed conditions…

The present results demonstrated a wide range of thresh-
olds across the 25 masker samples when the same masker
sample was used on every presentation throughout trial
blocks. Frequency components comprising the masker
samples were excluded from falling within a 160-Hz region

centered on the 1000-Hz signal. Nonetheless, average thresh-
olds across listeners differed by as much as 26 dB across
masker samples. As outlined in the Introduction, substantial
differences in masked threshold across fixed-frequency
multi-tonal masker samples have previously been reported in
the literature �e.g., Neff and Callaghan, 1987; Wright and
Saberi, 1999�. The variability in masked thresholds observed
in the present and earlier studies may reflect, in part, differ-
ences in peripheral excitation across masker samples. For
example, sample 11 used in the current study was comprised
of one tone more than an octave below the signal frequency
�447 Hz� and three tones 800-Hz or more above the signal
frequency �1870, 2276, and 2716 Hz�. Both the predicted
�6.3 dB SPL� and average observed �20.9 dB SPL� thresh-
olds were lowest for this sample. In contrast, higher pre-
dicted �45 dB SPL� and average observed �41.9 dB SPL�
thresholds were found for sample 15. Two of the four tones
comprising this sample were close in frequency and flanked
the 1000-Hz signal �867 and 1109 Hz�.

Differences in predicted peripheral excitation across
masker samples were systematically examined by computing
thresholds for the 1000-Hz signal in the presence of each of
the 25 samples using the excitation-pattern model of partial
loudness proposed by Moore et al. �1997�. Similar to ob-
served thresholds, predicted thresholds differed widely
across masker samples �range=6.3–45.0 dB SPL�. More-
over, the model predicted a significant portion of the vari-
ance in the average observed thresholds for several listeners.
These observations are inconsistent with the assumption that
sparsely sampled multi-tonal maskers with a spectral gap
centered on the signal frequency produce minimal energy-
based masking. Instead, the variability in threshold across
samples may reflect significant contributions from peripheral
auditory processes.

It is difficult, however, to provide a complete account of
listeners’ thresholds in terms of differences in peripheral ex-
citation patterns across the 25 masker samples. Average
thresholds for some samples were not well predicted by the
model. Whereas the model and data were in good agreement
for samples with high predicted thresholds, the model tended
to underestimate performance for samples with low predicted
thresholds. This pattern of results suggests substantial contri-
butions of informational masking for at least some fixed-
frequency masker samples. In particular, informational
masking appears to be largest for conditions in which effects
of excitation-based masking are smallest.

The current results extend those of developmental stud-
ies showing remote-frequency masking under conditions of
minimal stimulus uncertainty during infancy �Werner and
Bargones, 1991; Leibold and Werner, 2006� and childhood
�Leibold and Neff, 2007�. For example, the presence of two,
fixed-frequency tones remote from the signal frequency can
produce significant amounts of informational masking of a
1000-Hz signal for infants and most children �Leibold and
Werner, 2006; Leibold and Neff, 2007�. Note also that sev-
eral adults tested as control subjects in each of the develop-
mental studies appeared to be susceptible to some degree of
informational masking without masker-frequency uncer-
tainty.
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The presence of large individual differences, on the or-
der of 40 dB for some masker samples, is also atypical of
masking produced by peripheral mechanisms. Moreover,
these individual differences do not appear to reflect listening
strategies that can be improved with practice. Despite thou-
sands of intervening trials, limited improvements in perfor-
mance across listeners or across masker samples were ob-
served between the first and fourth blocks of trials. The large
individual differences and resistance to training suggest con-
tributions of informational masking for at least the poorer
performers �e.g., Neff and Dethlefs, 1995�. Inconsistency
across listeners in masking effectiveness for particular multi-
tonal samples fixed across presentations has been noted in
previous studies �Neff and Callaghan, 1987; Wright and Sa-
beri, 1999; Alexander and Lutfi, 2004; Durlach et al., 2005;
Leibold and Neff, 2007�. For example, Neff and Callaghan
�1987� measured thresholds for a 1000-Hz tone in each of
50, ten-tone masker samples fixed across a block of trials.
Maskers were then ranked in terms of effectiveness, and the
top and bottom 10 selected in terms of amount of masking
for each listener. There were four samples even at these ex-
tremes of the distributions that fell in the top category for
one listener but the bottom for another.

The wide range of thresholds across listeners, most pro-
nounced for samples with low predicted masking, suggests
that listeners may have adopted different strategies to per-
form the detection task. Alternatively, all listeners may be
pursuing the same strategy but with different degrees of suc-
cess. A subset of listeners appeared limited in their ability to
resolve the signal from the masker at the level of the auditory
periphery. Observed thresholds for these listeners closely fol-
lowed the model predictions. For example, L99 �see Fig. 2�
used an effective strategy resulting in little evidence of in-
formational masking for Fixed conditions. In contrast, other
listeners appeared to adopt a non-optimal strategy for the
detection task. These listeners showed relatively large dis-
crepancies between the model and the data for some masker
samples. For example, no relation between the model and
data was found for L21. Observed thresholds exceeded pre-
dictions by as much as 30 dB for this listener �Fig. 2�. As
with the average data, differences between the model and
data for L21 were largest for samples with low predicted
thresholds.

Neff et al. �1993� suggested that the large range in per-
formance across listeners with random-frequency multi-tonal
maskers may be indicative of individual differences in the
ability to listen “analytically.” In the context of the current
study, analytic listening refers to the extent to which listeners
attended to the 1000-Hz target signal and ignored informa-
tion at masker frequencies. Whereas listeners with little or no
informational masking are described as analytic, listeners
with substantial informational masking are described as ho-
listic or synthetic listeners. Presumably, holistic listeners in-
tegrate information across frequency even though it is disad-
vantageous to do so. Several researchers have applied
quantitative methods to evaluate these apparent individual
differences in listening strategies with random-frequency
maskers �e.g., Neff et al., 1993; Lutfi, 1993; Richards et al.,
2002; Alexander and Lutfi, 2004; Durlach et al., 2005�. The

most comprehensive model to date is the component-relative
entropy �CoRE� model proposed by Lutfi �1993�. Similar to
models of energy detection, the CoRE model assumes that
detection is based on the output of energy at the auditory
filter centered on the signal frequency. The CoRE model dif-
fers from traditional energy-detection models, however, be-
cause it considers potential contributions from auditory fil-
ters that do not contain information about the presence of the
signal. Using this model, Lutfi and colleagues observed a
relation between amount of informational masking and both
the number and frequency range of monitored filters �e.g.,
Lutfi, 1993; Alexander and Lutfi, 2004�.

In a related approach, listeners’ decision weights for the
detection task are compared to weights of an ideal observer
�e.g., Berg, 1989; Lutfi, 1995; Richards and Zhu, 1994�. For
detection of a fixed-frequency pure tone in the presence of a
random-frequency masker, an ideal observer assigns weight
exclusively to the output of auditory filters representing the
signal. No weight is assigned to auditory filter outputs domi-
nated by masker stimuli. Results from studies using this ap-
proach have shown that low-threshold listeners have weight-
ing functions that more closely approximate those of an ideal
listener, whereas high-threshold listeners assign significant
weight to masker components �e.g., Alexander and Lutfi,
2004; Richards et al., 2002�. In addition, a significant nega-
tive relation between weighting efficiency and amount of
informational masking has been observed �e.g., Alexander
and Lutfi, 2004�. These results are consistent with the idea
that the individual differences in informational masking ob-
served for random-frequency maskers reflect perceptual dif-
ferences in analytic listening strategies.

Similar differences in the ability to listen analytically
might be responsible for the wide range of thresholds ob-
served across listeners for the current Fixed conditions. To
examine individual listening strategies, an “attentional-filter”
analysis was performed following the general approach de-
scribed by Neff et al. �1993�. Neff et al. �1993� compared
thresholds for a 1000-Hz tone embedded in a random-
frequency, multi-tonal masker while parametrically varying
the width of the protected region around the 1000-Hz signal.
Four of eight listeners showed substantial informational
masking even for conditions with large spectral gaps in the
maskers. In contrast, much smaller effects of masking were
observed for the remaining four listeners across all condi-
tions. Although notched-noise measures of auditory filter
width �Patterson et al., 1982� were similar across the two
groups, high-threshold listeners had wider attentional filters
and poorer estimates of processing efficiency compared to
low-threshold listeners. That is, the listeners most susceptible
to informational masking appeared to be unable to ignore the
irrelevant masker energy.

Attentional filters were fitted to individual listeners’ data
in Fixed conditions following methods similar to those of
Neff et al. �1993�. The filter was defined as a two-parameter
rounded-exponential �roex� model,

W�g� = �1 − r��1 + pg�e−pg + r ,

where p defines the width of the filter, r is the dynamic
range, and g is the frequency offset relative to the filter cen-
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ter frequency, defined as a ratio. An additional variable speci-
fies the signal-to-noise ratio at the output of the filter that is
associated with threshold. This value, described as efficiency
�K�, is assumed to be constant across frequency. In this
analysis the spectra of the 25 masker samples were weighted
in power by function W, and a separate least-squares fit was
made to each individuals’ Fixed masker thresholds. Resulting
parameter estimates are reported in Table II, along with the
percentage of variance accounted for by each fit. Data for
each listener appear in a separate row, and listeners are or-
dered according to the averaged threshold in the five FixLow
conditions, as in Fig. 4. There was a significant correlation
between this rank ordering and estimates of both p and r
�p�0.05�, with better sensitivity being associated with nar-
rower frequency resolution �larger values of p� and wider
dynamic range �smaller values of r�. There was a non-
significant association between rank order based on sensitiv-
ity and K �r=0.11, p=0.77�.

Contrary to the results for the subjects in Neff et al.
�1993�, these results on attentional filters indicate that indi-
vidual differences for listeners in the present study can pri-
marily be attributed to differential frequency selectivity
rather than efficiency. What remains unclear, however, is to
what extent these individual differences in filter width esti-
mates reflect differences in frequency selectivity at periph-
eral or central levels within the auditory system. One inter-
pretation of these results is that true individual differences in
peripheral filtering are considerably larger than previously
estimated using traditional notched-noise measures of audi-
tory filter width �Patterson et al., 1982�. Alternatively, the
magnitude of estimates for some listeners may suggest that
these differences reflect “attentional” filtering at more central
levels within the auditory system. Future studies are required
to systematically examine the mechanisms responsible for
these individual differences.

One approach that might be used to disentangle contri-
butions of peripheral and central processes is to introduce an
acoustic cue that has been shown to provide a substantial
release from informational masking produced by random-
frequency multi-tonal maskers and examine whether thresh-
olds improve for listeners with relatively high thresholds in

the Fixed conditions. We used this general approach to ex-
amine performance for one listener �L205� who exhibited
relatively high thresholds for masker samples predicted to
produce low levels of excitation-based masking. Following
Neff �1995�, a temporal cue believed to promote sound
source segregation and reduce informational masking was
provided. Masker duration was increased to 400 ms, result-
ing in a 100-ms masker fringe preceding the 300-ms signal;
stimulus component starting phase was adjusted in the fringe
conditions so that the 300-ms listening interval was identical
in conditions with and without the preceding 100-ms fringe.
If central, rather than peripheral, filtering underlies this lis-
tener’s poor performance with masker samples predicted to
produce minimal energetic masking, introducing this tempo-
ral fringe cue should produce large reductions in threshold.
Thresholds were collected for L205 with the masker fringe
for the five masker samples with the lowest predicted ener-
getic masking �samples 16, 11, 12, 24, and 7�, with condi-
tions completed in random order. Mean threshold without
fringe was 34.5 dB SPL �range=30.9–35.4 dB SPL�, similar
to Fixed thresholds for these maskers and this listener in the
main experiment. In contrast, mean threshold with the tem-
poral fringe was 15.2 dB SPL �range=10.9–23.3 dB SPL�.
Thus, temporal fringe reduced thresholds by 18.4 dB, con-
sistent with a substantial effect of informational masking in
the Fixed conditions for masker samples with low predicted
thresholds in the main data set.

B. Effects of masker-spectral uncertainty „Random
conditions…

Previous studies have established that randomizing
masker spectra for multi-component maskers can produce
substantial informational masking for many listeners �e.g.,
Neff and Dethlefs, 1995�. The current observation that
masked thresholds were elevated for Random relative to the
corresponding Fixed conditions is in agreement with this ear-
lier work. External stimulus uncertainty was not required,
however, to produce informational masking for many listen-
ers. Thresholds were higher for all listeners when one of five
masker samples was randomly selected on each presentation
�Random conditions� compared to thresholds for the same
samples fixed on every presentation throughout trial blocks
�Fixed conditions�. Of particular interest, even listeners with
little evidence of informational masking for Fixed conditions
appeared to be susceptible to informational masking when
masker-frequency uncertainty was introduced. For example,
threshold for L99 was approximately 14-dB higher in the
RanLow condition compared to this listener’s highest thresh-
old �sample 7� for the same samples presented in the Fixed
conditions.

Differences in the stimuli used in the current and previ-
ous works limit comparisons of the effect of masker-
frequency uncertainty across studies. Masker-frequency un-
certainty is often produced by drawing component
frequencies completely at random from a specified frequency
range �e.g., Neff and Green, 1987�. In the current Random
conditions, the masker presented in each interval was ran-
domly selected from a subset of five masker samples. Thus,
listeners may have relied on their memory of the five

TABLE II. Results of fitting “attentional filters” with the roex model �see
text� for individual listeners’ data in Fixed conditions. Listeners are ordered
based on lowest to highest mean threshold in the five FixLow conditions, as
in Fig. 4.

Listener p
r

�dB�
K

�dB� VAC

L99 26.34 �49.19 �10.62 0.83
L121 16.73 �43.79 �14.19 0.63
L5 30.24 �36.91 �7.37 0.71
L265 19.98 �35.10 �10.80 0.73
L1 12.34 �51.72 �12.58 0.59
L65 6.81 �50.60 �20.50 0.34
L62 10.79 �31.66 �10.50 0.53
L205 11.30 �15.80 �10.82 0.55
L21 16.46 �14.27 �11.95 0.29
L123 9.80 �14.98 �7.21 0.27
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samples used for each Random condition and/or used a dif-
ferent decision strategy than if maskers had been drawn from
a larger or completely random set. Data from Richards et al.
�2002�, however, suggest that listeners adopt consistent strat-
egies for small and large sets of masker samples. Richards et
al. �2002� examined measured detection thresholds for a
1000-Hz tone in the presence of a random-frequency, six-
tone masker. The pool of masker samples was varied across
conditions, resulting in masker set sizes ranging from 3 to
24. Performance was also assessed for a completely random
masker set. The results were interpreted as showing that
many listeners remembered individual masker samples, even
when the set size was 24. However, there was no evidence
that listeners changed their decision strategy as the masker
set size was increased.

It is generally accepted that some portion of the masking
produced by random-frequency multi-tonal maskers is infor-
mational in that it appears to arise from mechanisms other
than those modeled by energy detection in peripheral audi-
tory filters centered at the signal frequency. Effects of
masker-frequency uncertainty appear to be greater, however,
when samples with low compared to high predicted masking
were randomly selected on each presentation. The mecha-
nisms responsible for this apparent difference in the effect of
masker-frequency uncertainty are not understood. One pos-
sible explanation is that strategies based on frequency-
specific cues support the best sensitivity, though the success
of these strategies differs across listeners and across masker
samples. In cases where frequency-specific detection cues
are not used effectively, listeners might rely on differences in
overall loudness across the two intervals at higher signal lev-
els, effectively placing an upper limit on thresholds. Note
that a strategy based on overall loudness does not require
perceptual segregation of the signal and masker.

C. Implications of the present results for
understanding informational masking

The majority of results reported here are not unique to
the current study. For example, a number of previous studies
have compared performance across fixed- and random-
frequency multi-tonal maskers �e.g., Neff and Callaghan,
1988; Neff and Dethlefs, 1995; Wright and Saberi, 1999;
Alexander and Lutfi, 2004; Richards and Neff, 2004;
Durlach et al., 2005; Leibold and Neff, 2007�. Similarly,
previous investigations have provided estimates of the
amount of energetic masking that might be expected for
given multi-tonal masker samples �e.g., Lutfi, 1993; Durlach
et al., 2005� and the effects of energetic masking on magni-
tude of informational masking associated with stimulus fre-
quency uncertainty �Neff et al., 1993�. The novel approach
used in the current study was to examine contributions of
peripheral excitation and informational masking to the vari-
ability in masking effectiveness in Fixed conditions observed
across samples of multi-tonal maskers using a combination
of these previously reported approaches.

A common metric for determining informational mask-
ing related to masker-frequency uncertainty is the difference
in performance between conditions using random-frequency
multi-tonal maskers and either quiet thresholds or thresholds

in conditions using equal power, broadband-noise maskers.
We have recently argued, however, that a multi-tonal masker
sample should be used as a reference condition to estimate
the contribution of masker-frequency variability to informa-
tional masking �Leibold and Werner, 2006; Leibold and Neff,
2007�. In this approach, the fixed-frequency multi-tonal
masker sample is matched to the random-frequency multi-
tonal masker in as many aspects as possible except spectral
variability, as in the minimal-uncertainty conditions first de-
scribed by Watson et al. �1976�. The present data indicate
that estimates of informational masking based on comparison
across fixed and random masker conditions depend critically
on selecting conditions with comparable energetic masking.
Data based on stimuli with low predicted thresholds would
result in large estimates of variability-based masking,
whereas stimuli with high predicted thresholds would result
in small estimates of variability-based masking.

The observation of informational masking in the absence
of stimulus uncertainty complicates efforts to define informa-
tional masking. Informational masking is often defined as
masking that occurs in excess of energetic masking. As Kidd
et al. �2008� stated, “…it would be helpful in attempting to
quantify informational masking if there were a precise model
of energetic masking that could accurately predict perfor-
mance for a wide range of stimuli or a measurement proce-
dure in which one could be certain that only energetic mask-
ing was present” �p. 145�. The Moore et al. �1997� model
provides a useful framework for conditions with simulta-
neous multi-tonal maskers, providing estimates of masked
threshold based on excitation patterns �e.g., Jesteadt et al.,
2007�. Applying this framework to the current data for Fixed
conditions indicates contributions of both energetic and in-
formational masking to the masking produced by four-tone
masker samples for many listeners despite the absence of
external stimulus uncertainty. In addition, the relatively close
correspondence between threshold predictions and behav-
ioral thresholds from the best-performing listener �L99�
lends some credibility to this model of energetic masking for
these stimuli. The current data are consistent with Durlach et
al. �2003� who argued that stimulus variability is not re-
quired to produce informational masking, but that informa-
tional masking may also be determined by the degree of
similarity between the signal and the masker.

V. SUMMARY AND CONCLUSIONS

Consistent with previous studies �e.g., Neff and Cal-
laghan, 1987; Wright and Saberi, 1999�, individual masker
samples varied widely in masking effectiveness. Average
thresholds in conditions in which particular samples were
fixed across blocks differed by as much as 26 dB across
masker samples.

There were marked individual differences in masked
threshold, on the order of 40 dB for some fixed samples.
Observed thresholds also differed substantially from pre-
dicted thresholds in some cases. This model-data discrepancy
was most pronounced for samples with low predicted thresh-
olds.
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When masker samples were randomly selected on a
trial-by-trial basis, the difference in performance for samples
with low versus high predicted thresholds was reduced.

The mechanisms responsible for the individual differ-
ences in performance across listeners for specific masker
samples require further investigation. Masking remains an
operational definition with multiple contributing mechanisms
even for stimuli and conditions in which sensitivity is often
assumed to be limited by peripheral mechanisms. The cur-
rent results are consistent with the view that informational
masking can be affected by multiple factors, including stimu-
lus uncertainty and availability of cues aiding sound segre-
gation for signals and maskers.
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The purpose of these experiments was to assess whether the detection of diotic 5 Hz “probe”
modulation of a 4000 Hz sinusoidal carrier was influenced by binaural interaction of “masker”
modulators presented separately to each ear and applied to the same carrier. A 50 Hz masker
modulator was applied to one ear and the masker modulator applied to the other ear had a frequency
of 55 or 27.5 Hz. The starting phase of the masker modulators was fixed, and the starting phase of
the probe modulator was varied. For both pairs of masker modulators, the threshold for detecting the
probe modulation varied slightly but significantly with probe starting phase. Further experiments
measuring probe detectability as a function of probe modulation depth did not provide clear
evidence to support the idea that the internal representations of the masker modulators interacted
binaurally to produce a weak distortion component in the internal representation of the modulation
at a 5 Hz frequency. Also, the obtained phase effects were not correctly predicted using a model
based on short-term loudness fluctuations. © 2010 Acoustical Society of America.
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I. INTRODUCTION

Several recent models for the perception of amplitude
modulation �AM� in sounds are based on the idea that the
envelopes of the outputs of the �peripheral� auditory filters
are fed to a second array of overlapping bandpass filters
tuned to different envelope modulation frequencies �Kay,
1982; Martens, 1982; Dau et al., 1997a, 1997b; Ewert and
Dau, 2000; Ewert et al., 2002; Verhey et al., 2003�. This set
of filters is usually called a “modulation filter bank” �MFB�.
Psychoacoustical evidence consistent with the concept of a
MFB has come from experiments involving detection of
“probe” modulation in the presence of masker modulation;
these experiments appear to show frequency selectivity in
the modulation domain �Bacon and Grantham, 1989; Hout-
gast, 1989; Ewert et al., 2002�. Also, listeners appear to have
some ability to “hear out” the sinusoidal components of a
complex modulator, provided that the components are widely
spaced in frequency �Sek and Moore, 2003, 2006�. The
present experiments are concerned with binaural interactions
in the modulation domain, and specifically whether such in-
teractions are influenced by modulation distortion products.

Several lines of evidence suggest that human listeners
are sensitive to the interaural phase of the envelope of
amplitude-modulated sounds for modulation frequencies up
to several hundred hertz. First, sounds can be lateralized
based on the interaural envelope delay, for envelope rates up
to at least 400 Hz �Henning, 1974; Nuetzel and Hafter,
1981�. Second, McFadden and Pasanen �1975� described an
analog of binaural beats �Licklider et al., 1950� in the modu-
lation domain. They presented a high-frequency two-tone
complex to each ear. Each complex produced beats at a rate

equal to the frequency difference between the two tones.
Subjects were required to distinguish between two stimuli. In
one, the beat rate was the same at the two ears �e.g., 50 Hz�.
In the other, the beat rate was chosen to be slightly different
in the two ears �e.g., 50 Hz in one ear and 51 Hz in the
other�. When the difference in beat rate between the two ears
was relatively small �5 Hz or less�, subjects performed well
above chance on this task. Subjects reported hearing a fluc-
tuation at a rate corresponding to the difference in beat rate
between the two ears: 1 Hz in the example given above. The
effect occurred at low levels, or in the presence of an intense
low-pass noise, so combination tones cannot account for the
effect. McFadden and Pasanen �1975� also found that the
carrier frequencies in the two ears did not have to be very
close. For example, sinewaves of 2000 and 2050 Hz in one
ear and 3000 and 3051 Hz in the other led to a beat sensation
with a 1 Hz rate. They concluded that “the auditory system is
apparently able to extract envelope periodicities monaurally
and compare their temporal relations binaurally, and this
ability gives rise not only to time-based lateralization perfor-
mance at high frequencies, but also to a binaural beat similar
in many respects to that heard with low-frequency sinuso-
ids.”

Related experiments were reported by Bernstein and
Trahiotis �1996�. They presented two-tone complexes cen-
tered at 3500 Hz with a different beat rate at each ear. In one
experiment, listeners were required to distinguish between
rightward or leftward directions of intracranial movement
produced by the binaural beat. The stimuli and experimental
paradigm were designed so that such judgments would be
made based on the dynamically varying, envelope-based in-
teraural temporal disparities. Listeners were able to perform
reasonably well on this task, at least for a very low interaural
beat rate of 0.25 Hz; performance was close to chance for an
interaural beat rate of 1 Hz. In a second experiment, listeners
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were required only to distinguish between the presence or
absence of an envelope-based binaural beat, as in the experi-
ment of McFadden and Pasanen �1975�. In this case, the
results could be explained by assuming that listeners base
their decisions on the presence or absence of dynamically
varying interaural intensity disparities.

Other experiments have demonstrated directly that hu-
man listeners are sensitive to changes in the interaural phase
of the envelopes of high-frequency carriers. For example,
Grantham �1984� showed that subjects could discriminate an
amplitude-modulated bandpass filtered noise in which the
modulating sinusoid was interaurally in phase from the same
AM noise in which the modulator was interaurally phase
reversed. However, the modulation depth required for 71%
discriminability did tend to increase as the modulation fre-
quency was increased up to 50 Hz. In a related experiment,
Thompson and Dau �2008� found that discrimination of in-
teraural modulator phase was better for a 5000 Hz sinusoidal
carrier than for narrowband-noise diotic carriers at the same
center frequency. For all carriers, the task could be per-
formed for modulation rates up to 128 Hz �the highest
tested�.

The present experiments were intended to assess
whether some of the binaural interactions described above,
especially envelope-based binaural beats, might be explained
in terms of a distortion product in the modulation domain,
produced at some point in the auditory system where the
modulators at the two ears interact. The experiments were
similar in design to experiments that have been conducted
previously to examine the possible influence of “distortion”
in the modulation domain for monaural stimuli, so we give
next a brief overview of such experiments.

Moore et al. �1999� examined masking in the amplitude-
modulation domain when the probe modulation frequency
was remote from any spectral frequency in the masker modu-
lation, but there was nevertheless a similarity between the
temporal pattern of the masker modulation and the probe
modulation. This was achieved by using a two-component
modulator. The “beats” between these two components oc-
curred at a rate that was equal to or close to the probe fre-
quency. A similar method had been used earlier by Sheft and
Yost �1997� to examine modulation detection interference.
Moore et al. �1999� found that the threshold for detecting 5
Hz probe modulation was affected by the presence of a pair
of masker modulators beating at a 5 Hz rate �40 and 45 Hz,
50 and 55 Hz, or 60 and 65 Hz�. The threshold was depen-
dent on the phase of the probe modulation relative to the beat
cycle of the masker modulators. Moore et al. �1999� pro-
posed an explanation for their results based on the idea that
nonlinearities within the auditory system introduce distortion
in the internal representation of the envelopes of the stimuli.
This notion was initially suggested by Shofner et al. �1996�
based on a study of neural responses in the cochlear nucleus
to two-component modulators. In the case of two-component
beating modulators, a weak component, corresponding to the
simple difference component, would be introduced at the
beat rate. Several other researchers have demonstrated modu-
lation masking effects related to the beat rate of complex
modulators �Verhey et al., 2003; Sek and Moore, 2004;

Füllgrabe et al., 2005�. The results have been explained in
terms of distortion in the modulation domain �Sek and
Moore, 2004; Füllgrabe et al., 2005; Uchanski et al., 2006�,
the combined effects of cochlear filtering and off-frequency
listening �Füllgrabe et al., 2005�, the perception of slow fluc-
tuations at the output of a modulation filter tuned to the
“primary” modulator components �Uchanski et al., 2006�, or
a mechanism that explicitly extracts the envelope of a com-
plex modulator �Verhey et al., 2003�.

The present experiments were similar to the experiments
described above, except that the masker modulator presented
to each ear was a single sinewave. The 5 Hz probe modula-
tion that the subject was asked to detect was presented dioti-
cally, but the masker modulator had a different frequency at
the two ears, for example, 50 Hz in one ear and 55 Hz in the
other ear. The threshold for detecting the probe modulation
was measured as a function of the starting phase of the probe
modulation. We reasoned that if a modulation distortion
product at 5 Hz was generated following binaural interaction,
then a phase effect should be found. This turned out to be the
case. Further experiments were performed to assess more
specifically whether the phase effect could be explained in
terms of a distortion component in the internal representation
of the modulation.

II. EXPERIMENT 1: 50 AND 55 Hz MODULATION
MASKERS

A. Stimuli

The carrier was a 4000 Hz sinusoid with a level of 70
dB sound pressure level, presented to both ears. This rela-
tively high carrier frequency was chosen so that the spectral
sidebands produced by the modulation would not be resolved
by the peripheral auditory filters. The probe modulation fre-
quency was 5 Hz, and the probe modulator was applied to
both ears, with the same phase at the two ears. A sinusoidal
masker modulator with a frequency of 50 Hz was applied to
the carrier in the left ear, and a sinusoidal masker modulator
with a frequency of 55 Hz was applied to the right ear. The
modulation index for each masker modulator was 0.33. The
equation describing the envelope of the masker plus probe in
the left ear, EL�t�, is

EL�t� = 1 + mm cos�2�fmLt� + mp cos�2�fpt + �� , �1�

where mm is the depth of the masker modulator �0.33�, fmL is
the frequency of the masker modulator in the left ear �50
Hz�, t is time, fp is the frequency of the probe modulator �5
Hz�, mp is the probe modulation depth, and � is the starting
phase of the probe modulator. The starting phase of the
masker modulator was fixed. The equation describing the
envelope of the masker plus probe in the right ear, ER�t�, is

ER�t� = 1 + mm cos�2�fmRt� + mp cos�2�fpt + �� , �2�

where fmR is the frequency of the masker modulator in the
right ear �55 Hz�. Values of � were 0°, 45°, 90°, 135°, 180°,
225°, 270°, and 315°. The left and right columns of Fig. 1
show the envelope �without dc component� of the masker
alone �top�, probe alone �middle�, and masker plus probe
�bottom� when �=90°, for the left and right ears, respec-
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tively. Figure 2 shows corresponding envelopes for �
=225°.

Thresholds for detecting the probe modulation were also
measured for the probe alone, and for the probe in the pres-
ence of a 50 Hz masker modulator presented to the left ear
only, with masker modulation depths of 0.33 and 0.5; the
latter is comparable to the root-mean-square modulation
depth that would be obtained if two modulation maskers
were applied to the same ear, each with a modulation depth
of 0.33. Note that the probe modulation was applied to both
ears, even when the masker modulation was applied to one
ear only.

On each trial, the carrier was presented in two bursts
separated by a silent interval of 300 ms. Each burst had
20-ms raised-cosine rise and fall ramps, and an overall dura-
tion �including rise/fall times� of 1000 ms. The modulation
was applied during the whole of the carrier, and the starting
phase of the modulation was defined relative to the start of
the carrier.

Stimuli were generated using a Tucker-Davis Technolo-
gies array processor �TDT-AP2� in a host PC and two chan-
nels of a 16 bit digital to analog converter �TDT-DD1� oper-
ating at a 50 kHz sampling rate. The stimuli were attenuated
�TDT-PA4� and sent through an output amplifier �TDT-HB6�
to Sennheiser HD580 headphones. Subjects were seated in a
double-walled sound-attenuating chamber.

B. Procedure

Thresholds were measured using an adaptive two-
interval forced-choice �2IFC� procedure, with a two-down
one-up stepping rule that estimates the 70.7% correct point
on the psychometric function. The masker modulation was
present in both intervals of a trial, and the probe modulation
was presented in either the first or the second interval, se-
lected at random. The task of the subject was to indicate, by
pressing one of two buttons, the interval containing the probe
modulation. Feedback was provided by lights following each

response. At the start of a run, the probe modulation depth,
m, was chosen to be well above the threshold value. Follow-
ing two correct responses, m was decreased, while following
one incorrect response it was increased. The step size was
3.5 dB �in terms of 20 log m� until four reversals occurred,
after which it was decreased to 2 dB and eight more reversals
were obtained. The threshold for a given run was taken as the
mean value of 20 log m at the last eight reversals. Each
threshold reported here is based on the mean of four runs.

C. Subjects

Four subjects were tested, all of whom were paid for
their services. All subjects had absolute thresholds less than
20 dB HL at all audiometric frequencies from 250 to 8000
Hz and had no history of hearing disorders. All had extensive
previous experience in psychoacoustic tasks, including tasks
similar to the one used here. They received 4 h of training on
the task used here before data collection started.

D. Results

Figure 3 shows the individual results and the mean re-
sults across subjects �bottom left�. The filled square indicates
the threshold for detecting the probe modulation in the ab-
sence of masker modulation. The hexagon and the filled in-
verted triangle show the probe detection thresholds with 50
Hz masker modulation applied to the left ear only, with
masker modulation depths of 0.33 and 0.5, respectively. The
masker with the lower depth had almost no effect, as might
be expected from the wide separation of the probe and
masker frequencies in the modulation domain. The masker
with the greater depth did produce a small amount of modu-
lation masking, even though the probe in the right ear was
presented without any modulation masker. This means that
subjects could not listen only to the right ear stimulus, ignor-
ing the masker modulation in the left ear.

The open squares in Fig. 3 show probe detection thresh-
olds as a function of the starting phase of the probe modula-
tor when the dichotic modulation masker was present, with
the 50 Hz modulation presented to the left ear and the 55 Hz
modulation presented to the right ear. The dichotic modula-
tion masker produced only a small amount of masking. How-

FIG. 2. As Fig. 1, but for a starting probe phase of 225°.FIG. 1. Illustration of modulator waveforms �without dc component� pre-
sented to the left and right ears for a starting probe phase �as defined in Eqs.
�1� and �2�� of 90°. The top panels show waveforms for the maskers alone
�ML�t� and MR�t�, for the left and right ears, respectively�, the middle panels
show waveforms for the probe alone �PL�t� and PR�t��, and the bottom
panels show the masker+probe waveforms �EL�t� and ER�t��.
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ever, there was a distinct variation in the probe threshold
with starting phase, and the pattern of variation was consis-
tent across subjects. The probe threshold was highest when
the starting phase was 45°–135° and was lowest when the
starting phase was 180°–270°. A within-subjects analysis of
variance �ANOVA� was conducted with factor probe starting
phase. The effect of phase was significant: F�7,21�=6.27,
p�0.001. These results suggest that the detection of the
probe was influenced by interaction in the binaural system of
the masker modulator presented to each ear.

III. EXPERIMENT 2: DETECTABILITY OF PROBE
MODULATION AS A FUNCTION OF PROBE
MODULATION DEPTH

A. Rationale

A possible explanation for the results presented above is
that the masker modulators produced a weak 5 Hz distortion
component in the modulation domain at a level in the audi-
tory system where binaural interaction occurs. The probe de-

tection threshold for a probe phase of about 90° might be
relatively high because the probe is almost in opposite phase
to the distortion component and is partially canceled. Con-
versely, for a probe phase of about 225°, the probe and dis-
tortion components might be in phase, and their addition
would enhance detection of the probe. If this explanation is
correct, then, for a probe with very small modulation depth,
the detectability of the probe might actually become negative
for a probe phase of 90°; in other words, subjects would hear
the probe as being in the “wrong” interval of a forced-choice
trial. This could happen because the probe and distortion
component would almost cancel each other in the signal in-
terval, but the distortion component would remain in the
nonsignal interval. This idea was tested in experiment 2 by
measuring the detectability of the probe as a function of
probe modulation depth, using two starting phases of the
probe which led to relatively high and low thresholds for
detection of the probe modulation in experiment 1. One
might expect that the phases leading to the highest and low-
est thresholds would differ by 180°, so we could have chosen
phases of 90° and 270°, or 45° and 225°. However, since we
did not know which pair might give the most clear cut re-
sults, we decided to use the phases which led to the highest
and lowest empirically measured thresholds, namely, 90° and
225°. A similar method has been used to check for the pres-
ence of a distortion component in the modulation domain
produced by monaural interaction of masker modulator com-
ponents �Sek and Moore, 2004; Füllgrabe et al., 2005�.

B. Method

Three of the subjects from experiment 1 took part �the
fourth was no longer available�. Because the putative distor-
tion product in the modulation domain was likely to be very
weak, we increased the modulation depth of each masker to
0.5 �compared to the value of 0.33 in experiment 1�, so as to
increase the likely magnitude of the distortion product. The
timing of the stimuli was the same as for experiment 1. A
2IFC procedure was again used. However, instead of using
an adaptive procedure, we measured the percent correct in
blocks of 55 trials using a fixed probe modulation depth.
Responses for the first five trials in each block were regarded
as “warm up” and were discarded. At least four blocks of
trials were run for each probe modulation depth. Pilot runs
showed that the probe modulation depth needed to be very
small to obtain negative detectability for the probe starting
phase of 90°. This guided the choice of fixed probe modula-
tion depths, which were �37, �40, �43, �46, and �48 dB
�in terms of 20 log mp�. No feedback was given because it
was anticipated that the probe might sometimes be heard in
the wrong interval.

C. Results

The percent correct scores were converted to values of
the detectability index, d� �Hacker and Ratcliff, 1979�. The
individual and mean values of d� are shown in Fig. 4. All of
the d� values were close to zero, as would be expected given
the very small probe modulation depths. Nevertheless, there
was a consistent phase effect, d� values being higher for the

FIG. 3. Individual and mean results for experiment 1. The detection thresh-
old for the probe modulation is plotted as a function of the starting phase of
the probe modulator. For the individual results, error bars indicate �1 stan-
dard deviation �SD� across repeated runs. For the mean results, error bars
indicate �1 SD across subjects. Filled symbols on the left of each panel
show probe detection thresholds measured with no masker �squares�, a 50
Hz masker with m=0.5 �inverted triangles�, and a 50 Hz masker with m
=0.33 �hexagons�. In the last two cases, the masker modulator was applied
to the left ear only.
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probe phase of 225° than for the phase of 90°. Also, the
values of d� for the probe phase of 90° tended to fall below
zero, especially for modulation depths around �43 dB. A
within-subjects ANOVA with factors probe phase and probe
modulation depth gave a significant effect of phase, F�1,2�
=100.3, p=0.01, and of modulation depth, F�4,8�=5.21, p
=0.023. The interaction was not significant. However, given
that we used only three subjects with 200 observations per
subject per condition, the 95% confidence interval for the
proportion correct values is about 0.04, which means that for
a d� value to be significantly below zero it would have to be
less than �0.14. None of the measured mean d� values fell
below �0.14. Thus, subjects did not score significantly be-
low chance for these very small modulation depths. The re-
sults do not provide clear support for the idea that there was
a weak distortion component in the modulation domain,
which partially or completely canceled the probe modulation
for the probe phase of 90° and led to the subjects identifying
the probe in the wrong interval.

IV. EXPERIMENT 3: 50- AND 27.5-Hz MODULATION
MASKERS

A. Rationale

The stimuli in experiments 1 and 2 might be thought of
as analogous to stimuli which lead to envelope distortion, but
with the distortion produced following binaural interaction.
The modulation distortion component corresponds to f2-f1,
where f1 and f2 are the frequencies of the primary modulator
components and f2� f1. In experiments 3 and 4, we pursued
the distortion analogy using as dichotic modulation maskers
components with frequencies of 27.5 and 50 Hz. In other
words, the experiments were similar to experiments 1 and 2,
except that fmR, the frequency of the masker modulator com-
ponent in the right ear was 27.5 Hz, rather than 55 Hz.
Modulators with frequencies of 50 and 27.5 Hz might inter-
act in the binaural system to produce a modulation distortion
component at 5 Hz, corresponding to 2f2-f1.

B. Method

The subjects were the same as for experiment 1. The
stimuli and method were also the same as for experiment 1,
except that fmR, the frequency of the modulator component
applied to the carrier in the right ear, was 27.5 Hz, rather
than 55 Hz. Figures 5 and 6 illustrate the modulator wave-
forms �without dc component� for probe starting phases of
90° and 225°, respectively.

C. Results

Figure 7 shows the individual and mean results. The
filled square indicates the mean threshold for detecting the
probe modulation in the absence of masker modulation. The
hexagon and the filled inverted triangle show the probe de-
tection thresholds with 27.5 Hz masker modulation applied
to the left ear only, with masker modulation depths of 0.33
and 0.5, respectively. Overall, the masker with the lower
depth had a slightly greater effect than found for the 50 Hz
modulator in experiment 1, but, based on a t-test, this effect
was not statistically significant �p=0.86�. As expected, the

FIG. 4. Individual and mean results for experiment 2. The detectability of
the probe modulation, d�, is plotted as a function of the probe modulation
depth for two starting phases of the probe, 90° and 225°.

FIG. 5. As Fig. 1, but with the masker modulation frequency for the right
ear set to 27.5 Hz.

FIG. 6. As Fig. 2, but with the masker modulation frequency for the right
ear set to 27.5 Hz.
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masker with higher depth produced somewhat more modula-
tion masking, but a t-test showed that this effect was also not
statistically significant �p=0.23�.

The open squares in Fig. 7 show probe detection thresh-
olds as a function of the starting phase of the probe when the
dichotic modulation masker was present: 50 Hz to the left
ear and 27.5 Hz to the right ear. As in experiment 1, the
dichotic modulation masker produced only a small amount
of masking, but there was a distinct variation in the probe
threshold with starting phase, and the pattern of variation
was consistent across subjects. The probe threshold was
highest when the starting phase was in the range 0°–90° and
was lowest when the starting phase was in the range 180°–
270°. A within-subjects ANOVA was conducted with factor
probe starting phase. The effect of phase was significant:
F�7,21�=11.32, p�0.001. These results suggest that the de-
tection of the probe was influenced by interaction in the bin-
aural system of the masker modulator presented to each ear.

V. EXPERIMENT 4: DETECTABILITY OF PROBE
MODULATION AS A FUNCTION OF PROBE
MODULATION DEPTH

A. Rationale

The rationale for this experiment was similar to that for
experiment 2. If the masker modulators produced a weak 5

Hz distortion component in the modulation domain, the de-
tectability of the probe might become negative at very low
probe modulation depths for the probe phase that led to the
highest threshold in experiment 3, which was 90°; subjects
would hear the probe as being in the wrong interval of a
forced-choice trial.

B. Method

The subjects and procedure were the same as for experi-
ment 2. The stimuli were also the same as for experiment 2,
except that the masker modulator frequency in the right ear
was 27.5 Hz.

C. Results

The individual and mean values of d� are shown in Fig.
8. All of the d� values are close to zero, as would be expected
given the very small probe modulation depths. There appears
to be a very small effect of probe phase for subjects S2 and
S4, but not for S3. A within-subjects ANOVA showed no
significant effect of probe modulation depth or probe starting
phase, and no significant interaction. The d� values did not
fall consistently below zero for the probe phase of 90°. Thus,
these results do not support the idea that interaction of the
masker modulators in the binaural system led to a distortion
product in the modulation domain with frequency corre-
sponding to 2f2-f1.

VI. DISCUSSION

A possible confounding factor in our experiments is that
the threshold for detecting 5 Hz probe modulation might
depend on the starting phase of the modulation, independent
of the characteristics of the maskers. Such sensitivity is pos-
sible when the modulator has a very low frequency, given
that subjects appear to be sensitive to the starting phase of a
single sinusoidal modulator when the modulation rate is be-
low about 12 Hz �Dau, 1996; Sheft and Yost, 2007�. How-
ever, it has been shown that psychometric functions for the
detection of 5 Hz sinusoidal AM are not affected by the
starting phase of the AM for a wide range of carrier frequen-

FIG. 7. As Fig. 3, but showing results for experiment 3, with the masker
modulation frequency for the right ear set to 27.5 Hz.

FIG. 8. As Fig. 4, but showing results for experiment 4, with the masker
modulation frequency for the right ear set to 27.5 Hz.
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cies �Sek and Skrodzka, 1999�. Therefore, we believe that
the pattern of phase effects found in experiments 1–3 cannot
be explained by a dependence of the �absolute� threshold for
probe detection on the starting phase of the probe.

Our results appear to reflect an interaction in the binau-
ral system of the stimuli presented to each ear. Consistent
with this interpretation, for the stimuli of experiment 1 sub-
jects reported hearing a weak fluctuation at a relatively low
rate when listening to the masker modulators alone �the 50
Hz modulator in one ear and the 55 Hz modulator in the
other ear�. It was not clear to the subjects whether the fluc-
tuation was in loudness or in spatial position. The reported
fluctuation is comparable to that reported by McFadden and
Pasanen �1975�, as described in the Introduction.

The results of our experiment 1 are consistent with the
idea that listeners are sensitive to dynamic variations in in-
teraural time or intensity. The envelope periodicities of 50
Hz in the left ear and 55 Hz in the right would have given
rise to fluctuations in interaural intensity at a 5 Hz rate. Also,
the interaural time difference associated with the envelope
would fluctuate at a 5 Hz rate. Both of these fluctuations
might influence the detection of 5 Hz probe modulation.
However, it is not obvious why the fluctuations would lead to
an effect of relative modulator phase.

One possible explanation of our results is related to
short-term fluctuations in loudness. The loudness of the
masker may have fluctuated at a 5 Hz rate, owing to the
fluctuating interaural level difference. The addition of the
probe modulation might change the perceived amount of
loudness fluctuation, and this might be the cue used to detect
the probe modulation. To assess this possibility we used a
model of loudness for time-varying sounds. The model was
similar to that described by Glasberg and Moore �2002� but
modified to incorporate the concept of binaural inhibition
proposed by Moore and Glasberg �2007�. The model de-
scribed by Glasberg and Moore �2002� starts by calculating
the “instantaneous loudness” from the short-term spectrum
of the stimulus. This is an intervening variable, assumed not
to be accessible to conscious perception. The instantaneous
loudness is subjected to an initial stage of smoothing or av-
eraging over time using a mechanism similar to an automatic
gain control system, with an attack time and a release time.
This gives the short-term loudness. The model also includes
a second stage of averaging, using longer attack and release
times, to give an estimate of the overall loudness impression
of a fluctuating sound. However, here we considered only the
output of the first stage of averaging, i.e., we assumed that
only the short-term loudness estimate was relevant. In the
version of the model used here, the instantaneous loudness
was calculated separately for each ear, and then the instanta-
neous loudness was combined across ears using the method
described by Moore and Glasberg �2007�, so as to include
the effect of binaural inhibition. Summation across ears prior
to averaging meant that rapid fluctuations in amplitude were
preserved at the point of binaural interaction. Then the bin-
aural instantaneous loudness was smoothed as described
above to give the short-term loudness as a function of time.

Figure 9 shows the output of the model for the case
when the masker modulation had a frequency of 50 Hz in

one ear and 55 Hz in the other. The solid line shows the
short-term loudness level in phons for the masker alone, and
the dashed line shows the short-term loudness when probe
modulation with a starting phase of 0° was added; the probe
modulation depth was equal to the mean measured threshold
value for that probe starting phase. The curve for the masker
alone shows a weak rapid fluctuation corresponding roughly
to the mean of the two masker modulation frequencies and a
slower fluctuation corresponding to the 5 Hz beat rate of the
masker modulators. However, the amount of fluctuation is
small in both cases. The small fluctuation at a 5 Hz rate is
consistent with the subjective reports of the subjects. The
addition of the probe modulation caused an increase in the
amount of fluctuation at the 5 Hz rate which might have been
used as a cue for detection of the probe.

To assess whether the pattern of phase effects could be
explained in terms of fluctuations in the short-term loudness,
we used as a decision variable the difference in short-term
loudness for the masker alone and the masker plus probe. For
the example in Fig. 9, this corresponds to the difference be-
tween the solid and dashed curves on a point-by-point basis.
We denote this difference STLM-P�t�. We assumed that per-
formance was related to the peak-to-valley difference of
STLM-P�t�. We initially used as input to the model the mean
value of the probe modulation depth at threshold for each
probe starting phase. Averaged across starting phases, the
mean value of the peak-to-valley difference of STLM-P�t�
was 0.61 phons. Then for each phase condition, we itera-
tively adjusted the probe modulation depth so that the ob-
tained value of the peak-to-valley difference of STLM-P�t�
was 0.61 phons. The probe modulation depth obtained in this
way was taken as the predicted probe modulation depth at
threshold.

The outcome is shown in Table I. The obtained thresh-
olds differed by 2.3 dB across conditions, whereas the pre-
dicted thresholds differed by only 0.7 dB across conditions.
Furthermore, the phase effects were not predicted correctly.
The obtained threshold was highest for the probe starting
phase of 45° and lowest for the phase of 225°, while the
predicted threshold was highest for the phase of 0° and low-
est for the phase of 135°. Predictions were generated using
several other decision variables, but none led to correct pre-

FIG. 9. Output of the loudness model described in the text, showing short-
term loudness as a function of time. The solid line is for the masker modu-
lator alone �50 Hz in one ear and 55 Hz in the other�.
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dictions of the observed phase effects. Overall, it appears
that the results cannot be adequately explained in terms of
the short-term fluctuations in loudness predicted by the
model. It should be noted that the model of Glasberg and
Moore �2002� was designed to account for the loudness per-
ception of time-varying monaural or diotic sounds, while the
model of Moore and Glasberg �2007� was designed to ac-
count for the loudness perception of static diotic and dichotic
sounds. It is possible that the model used here does not cor-
rectly account for the loudness of time-varying dichotic
sounds and that a different model might give results that fit
the data better. However, we tried several other versions of
the model, including one in which the instantaneous loudness
was simply summed across ears, and none of them predicted
the phase effects correctly. Furthermore, it is difficult to
think of any way in which the loudness model could be
modified so as to predict the phase effects correctly.

Given that the results could not be predicted using the
loudness models that we tried, it is worth considering again
the idea that there might have been a weak “distortion com-
ponent” in the modulation domain with a frequency corre-
sponding to 5 Hz, even though our results did not provide
clear evidence to support the existence of such a distortion
component. Sek and Moore �2004� conducted an experiment
similar to experiment 2, except that the 50 and 55 Hz masker
modulators were presented to the same ear. They found nega-
tive d� values for some conditions. The minimum value of d�
was about �0.43 and it occurred for a probe modulation
depth of about �30 dB. Füllgrabe et al. �2005� used a white
noise carrier and a second-order masker modulator �a “car-
rier” modulator with frequency of 64, 180, or 200 Hz, whose
depth was sinusoidally varied at a 5 Hz rate�. For the 64 Hz
carrier modulation frequency, the minimum value of d�
���1� occurred for a probe modulation depth of about �23
dB. In contrast, in experiment 2 of the present paper, the
minimum value of d� was �0.106, and it occurred for a
probe modulation depth of about �43 dB. These compari-
sons suggest that, if there is a distortion component produced
by binaural interaction, its effective level is much lower than
that produced by monaural presentation of the masker modu-
lators.

It is not clear how to explain the results of experiment 3.
In that experiment, the envelope modulation rate was 50 Hz

in one ear and 27.5 Hz in the other. A significant effect of the
phase of the 5 Hz probe on detectability of the probe was
found, but the results of experiment 4 did not provide sup-
port for the idea that there was a distortion component in the
modulation domain corresponding to 2f2-f1. Assuming that
the time pattern of the modulators is preserved at the point of
binaural interaction, it is relevant to consider the modulation
waveform produced by summing the 50 and 27.5 Hz com-
ponents. The result of this summation is illustrated in the top
panel of Fig. 10. This waveform is reproduced in the middle
panel of Fig. 10, which also shows the Hilbert envelope of
the summed modulation �thick line� �The Hilbert envelope is
used here merely as a convenient way of estimating the en-
velope�. The Hilbert envelope is periodic, repeating 22.5
times per second, which corresponds to the difference in fre-
quency between the two modulator components. Not surpris-
ingly, the Hilbert envelope does not show any periodicity at
a 5 Hz rate. However, the major peaks in the summed modu-
lation are spaced at approximately 0.2 s, corresponding to the
5 Hz period of the probe modulation. This is illustrated in the
bottom panel of Fig. 10, which shows the summed modulator
waveform together with a 5 Hz sinewave which has been
scaled so as to coincide approximately with the main peaks
in the waveform. Thus, the temporal pattern of the summed
modulator waveform includes temporal features occurring at
a 5 Hz rate, even though the Hilbert envelope does not reveal
these features.

Füllgrabe and Lorenzi �2005� investigated the percep-
tion of a noise carrier, amplitude modulated at frequency fm,
when the AM depth of this “carrier” modulation was itself
sinusoidally modulated by a “second-order” modulator with
a 5 Hz rate. They included conditions where fm was an inte-
ger multiple of 5 Hz �so that the envelope was strictly peri-
odic with a 5 Hz repetition period�, and where fm was shifted

TABLE I. Comparison of mean obtained probe modulation depths at thresh-
old from experiment 1 �using masker modulators with frequencies of 50 and
55 Hz�, with predictions derived using the loudness model described in the
text. The data are the same as shown in Fig. 3.

Probe starting phase
�deg�

Obtained threshold
�dB�

Predicted threshold
�dB�

0 �24.5 �24.4
45 �23.8 �24.8
90 �24.0 �25.0
135 �24.1 �25.1
180 �25.9 �24.8
225 �26.1 �24.9
270 �25.8 �24.9
315 �24.7 �24.8

FIG. 10. The top panel shows the modulation waveform �without dc com-
ponent� resulting from summing the 50 Hz and 27.5 Hz modulators, each
with m=0.33. The middle panel reproduces that waveform and also shows
the Hilbert envelope of the waveform as a thick line. The bottom panel
shows the same waveform, together with a 5 Hz sinewave that has been
scaled to coincide with the major peaks of the waveform.
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in frequency, so as to create a more complex modulator �but
where the Hilbert envelope of the modulation waveform was
still periodic with a 5 Hz repetition period�. The perceived
envelope “beat” rate was estimated using a matching proce-
dure. The results indicated that the perceived beat rate was
influenced by the frequency shift, at least for fm�20 Hz.
Füllgrabe and Lorenzi �2005� suggested that the perceived
envelope beat rate is determined by the time intervals be-
tween major peaks in the first-order envelope and not by the
repetition rate of the Hilbert envelope of the modulator or by
a distortion component in the modulation domain. Some-
thing similar could be the case for our stimuli of experiment
3, except that the internal representations of the modulators
presented separately to the two ears would have to be
summed at a point in the auditory system where their tem-
poral structure was preserved. The detection of the 5 Hz
probe modulation could be influenced by its phase relative to
the perceived beat in the complex modulator. For some
phases, the probe might make the perceived beat more or less
salient, while for other phases it might make the beat quali-
tatively different, for example, by doubling the apparent beat
rate. When questioned about whether they could hear a rela-
tively slow �5 Hz� beat when listening to the 50 Hz modula-
tor in one ear and the 27.5 Hz modulator in the other ear, the
reports of our subjects were mixed; two reported hearing
such a beat and two did not.

VII. SUMMARY AND CONCLUSIONS

To assess the possible existence of distortion compo-
nents in the modulation domain, produced following binaural
interaction, the detection of diotic 5 Hz probe modulation of
a 4000 Hz sinusoidal carrier was measured in the presence of
two higher-frequency masker modulators, one presented to
each ear. The following are the main results.

�1� When the masker modulator frequencies were 50 and 55
Hz, the probe modulation depth at threshold varied
slightly but significantly with the starting phase of the
probe. The probe threshold was highest when the starting
phase was 45°–135° and was lowest when the starting
phase was 180°–270°. The pattern of the phase effects
could not be predicted based on short-term fluctuations
in loudness at the output of a loudness model.

�2� When the masker modulator frequencies were 50 and 55
Hz, the detectability of the probe modulation, d�, for
very low probe modulation depths was lower when the
probe starting phase was 90° than when it was 225°. For
the 90° starting phase, d� was slightly but not signifi-
cantly below zero for probe modulation depths close to
�43 dB. The results indicate that if the internal repre-
sentations of the 50 and 55 Hz masker modulators inter-
acted binaurally to produce a weak distortion component
in the internal representation of the modulation at a 5 Hz
frequency, then that distortion component was very
weak.

�3� When the masker modulator frequencies were 50 and
27.5 Hz, the probe modulation depth at threshold varied
slightly but significantly with the starting phase of the

probe. The probe threshold was highest when the starting
phase was 0°–90° and was lowest when the starting
phase was 180°–270°.

�4� When the masker modulator frequencies were 50 and
27.5 Hz, the detectability of the probe modulation, d�,
for very low probe modulation depths was not signifi-
cantly different for probe starting phases of 90° and
225°. The value of d� did not fall significantly below
zero. These results do not provide evidence for a 5 Hz
distortion component in the internal representation of the
modulation.
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Decision weights were estimated in a profile analysis task to determine whether onset asynchronies
between the signal component and the nonsignal components encourage the segregation of the
signal relative to the other components. The signal component onset was either synchronous or
asynchronous with respect to the nonsignal components. In the asynchronous conditions, thresholds
were higher and the decision weights were less efficient than in the synchronous conditions. These
data are largely consistent with a segregation hypothesis: onset asynchrony encourages subjects to
shift strategies from one of spectral shape discrimination toward one of intensity discrimination.
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I. INTRODUCTION

Past research has shown that the ability to detect
changes in spectral shape depends on the relative onsets of
the components comprising the stimulus. Consider, for ex-
ample, the detection of an increment to the level of the cen-
tral component �signal component� of several equal-
amplitude tones �nonsignal components�. Thresholds
increase when the onset of the signal components is changed
from synchronous to asynchronous relative to the nonsignal
components �Green and Dai, 1992; Hill and Bailey, 1997;
Lentz et al., 2004�. One potential account for this result is
the segregation hypothesis: the onset asynchrony between
the signal and nonsignal components results in the segrega-
tion of the signal from the nonsignal components. Conse-
quently, there is no longer a common reference system for
the two segregated sounds, and thus level comparisons be-
tween the signal and nonsignal components are compro-
mised. An implication of this hypothesis is that as the signal
and nonsignal components become segregated, the subjects’
decision strategy would shift from one associated with
changes in spectral shape to one associated with changes in
intensity at the signal frequency.

To provide an example, Hill and Bailey �1997� found
that thresholds were higher when the signal component pre-
ceded the nonsignal components by 320 ms compared to
when all components shared a common onset. To reduce the
degree of segregation, they introduced two “captor tones,”
one higher and one lower in frequency than the signal fre-
quency. The captor tones were turned on with the signal and
were turned off when the nonsignal components were turned
on. Thus the early portion of the signal could be grouped

with the captor tones, freeing the latter portion of the signal
component to be grouped with the nonsignal components.
Consistent with this argument, the captor tones did result in
lower thresholds relative to when there were no captor tones.
Not all methods to promote the segregation of the signal
component and thresholds in profile analysis, however, have
succeeded. Hill and Bailey �2000� examined the effect of
mistuning the signal component relative to the harmonically
related nonsignal components. Those measures failed to in-
dicate a change in threshold when the signal component was
perceptually segregated from the nonsignal components.

The aim of the current study is to examine the effect of
onset asynchrony on decision strategies in a profile analysis
task. The subjects’ task is to detect which of two sounds has
an increment to the 1000 Hz component relative to the other
equal-amplitude components. Decision strategies are re-
vealed by estimating decision weights, or relative weights,
for conditions in which the signal onset is either asynchro-
nous or synchronous relative to the nonsignal components.
Both 5- or 15-tone complexes are tested in different sets of
conditions to investigate whether the effect of onset asyn-
chrony on relative weights varies depending on the number
of frequency components. In addition, the amount of asyn-
chrony is varied in different conditions to reveal systematic
changes in the results.

In each condition, relative weights for each frequency
component and for the overall level are estimated �Berg and
Green, 1990; Berg, 2004�. For an ideal �linear� profile analy-
sis observer, if the relative weight for the signal component
is arbitrarily set to 1, the weight for the nonsignal compo-
nents should be −1 / �n−1�, where n is the total number of
frequency components of the multitone complex �Berg and
Green, 1990�. Additionally, for an ideal profile-listening
strategy, there should be no effect of level randomization
�i.e., a weight of zero associated with overall level random-
ization�. In contrast, a strict intensity discrimination decision
strategy would not incorporate information from the nonsig-
nal components and would show a strong effect of overall
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level randomization. Overall, if subjects’ detection strategies
change from an across-frequency comparison strategy to an
intensity discrimination strategy when an onset asynchrony
is introduced, two related predictions can be made: �a� as the
onset asynchrony increases, the relative weights associated
with overall level randomization should increase, and �b� the
weights associated with the nonsignal frequencies should ap-
proach zero. If, however, onset asynchrony does not influ-
ence decision strategies but affects processes such as the ef-
ficiency with which the subjects’ decision rules are carried
out �e.g., an overall increase in “internal noise”�, no changes
in the pattern of relative weights would be expected. To dis-
criminate between these alternatives, in the current experi-
ment subjects’ efficiencies as well as decision weights are
estimated �see Berg, 2004�.

II. METHODS

A. Stimuli

The standard stimulus consisted of equal-amplitude
tones equally spaced on a logarithmic frequency scale with
frequencies ranging from 200 to 5000 Hz. In the target
stimulus, a 1000 Hz tone was added in phase to the 1000 Hz
signal component of the standard stimuli. The phase of each
component was randomly chosen from a uniform distribution
for each trial but fixed across two intervals. In order to derive
relative weights for all components, independent level per-
turbations drawn from a standard normal distribution ��
=0 dB, �=1 dB� were added in phase to each component in
each interval. On each presentation, the overall level of the
stimulus was drawn at random from a uniform distribution
ranging from 40 to 60 dB sound pressure level.

There were six conditions: the 5- or 15-tone simulta-
neous conditions, the 5- or 15-tone leading-100 conditions,
and the 5- or 15-tone leading-300 conditions. In the first two
conditions, the signal and nonsignal components had the
same onset. In the last four leading conditions, the signal
component started earlier than the nonsignal components by
either 100 or 300 ms. The multitone stimuli in each condition
had either 5 or 15 frequency components. All nonsignal com-
ponents had the same onset and the same duration of 200 ms.
All stimuli had 5 ms raised cosine rise/fall ramps at the
stimulus onsets and offsets.

The stimuli were presented diotically over Sennheiser
HD410 SL headphones with visual feedback following each
of the subjects’ responses. Subjects were tested in a double-
walled sound-attenuated booth in a quiet room and the
stimuli were generated by TDT system II hardware con-
trolled by MATLAB software.

B. Subjects and procedure

Four young adults aged 20–31 with normal hearing
��15 dB hearing loss at frequencies of 250, 500, 1000,
2000, 4000, 6000, and 8000 Hz in both ears� served as sub-
jects. A two-alternative forced-choice procedure with a
2-down 1-up adaptive rule was used to estimate the threshold
corresponding to 71% correct responses �Levitt, 1971� or a
d� of 0.77. Thresholds and relative weight estimates are
based on 50 50-trial runs �a total of 2500 trials� for each

condition. Subjects S1 and S2 ran the 5-tone simultaneous
and the 5-tone leading-300 conditions in different orders,
followed by the 15-tone simultaneous and the 15-tone
leading-300 conditions in different orders, and then the 5-
and 15-tone leading-100 conditions in different orders. Sub-
jects S3 and S4 ran the three 15-tone conditions in different
orders, followed by the three 5-tone conditions in different
orders. All subjects had at least four hours of practice prior to
data collection.

C. Relative weight estimation

1. Decision model

For each trial the decision variable �DV� was modeled as
the difference between the weighted sums of the level of
each frequency component in the first interval and in the
second interval �Berg, 2004�.1 The specific weights assigned
to different frequency components are the relative weights to
be estimated. Theoretically, the sum of the relative weights
for individual frequency components forms the weight for
overall level randomization �Berg, 2004�. However, to avoid
the cumulative error of estimation, the weight for overall
level randomization was estimated independently.

2. Relative weights

Logistic regression was applied to estimate relative
weights �e.g., Alexander and Lutfi, 2004; Dye et al., 2005�
for the overall level randomization and each frequency
component of the multitone stimuli. Using a MATLAB

build-in function �glmfit�, the relative weights and the stan-
dard errors of these weights were estimated from a predictor
matrix and a response array. The predictor matrix included
the differences in the overall level randomization between
two intervals for every trial and the level differences for each
frequency component between the two intervals excluding
the differences in the overall level randomization. The
response array consisted of the responses coded as zeros
�“target in interval 2”� or ones �“target in interval 1”�. The
relative weights were based on 2500 trials �50 sets of 50
trials� for each condition. Each set of relative weights was
normalized so that the weight of the signal component was 1.
The standard errors of the relative weights were normalized
accordingly.

3. Measures of efficiency

Efficiency measures allow a comparison between the
ideal and subjects’ performance and between different sub-
jects’ performance. The ideal observer maximizes the d�
based on the best linear decision model. Here, overall effi-
ciency, �, is described as the product of two quantities: the
weighting efficiency, �W, and the noise efficiency, �N. �Berg,
1990; Doherty and Lutfi, 1999; Berg, 2004�. The weighting
efficiency describes the efficiency of the subject’s weighting
strategy relative to the ideal weighting strategy. The noise
efficiency describes the efficiency associated with processes
other than the pattern of relative weights alone, such as pe-
ripheral and central internal noises. Following the notation of
Berg �2004�, the three efficiencies are defined as follows:
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� = �W � �N = �dW� /d��2 � �dobs� /dW� �2, �1�

where d� is the sensitivity index for an ideal observer, dW� is
the highest sensitivity index based on the estimated pattern
of relative weights, and dobs� is the subject’s actual sensitivity
index.

The dW� calculation was based on the Eq. �2� below
given by Berg and Green �1990� and Berg �2004�.3 For each
subject this equation was applied using the signal level ap-
propriate for the various conditions,

dW� =
�2�s

��
i=1

n

wi
2�2 + wL

2�L
2

, �2�

where �s is the signal level increment in dB at the subjects’
thresholds, wi and wL are the relative weights for the ith
frequency component and the weight for overall level ran-
domization, respectively. The variance of the level perturba-
tions is given by �2 and �L

2 is the variance of overall level
randomization. The number of frequency components is
given by n.

The same equation was used to calculate the d�, the
sensitivity index for an ideal observer, except that the sub-
jects’ relative weights were replaced with the ideal relative
weights in Eq. �2�.

III. RESULTS AND DISCUSSION

A. Psychophysical results

Table I shows the thresholds �in dB signal re. standard�
for the four subjects and the averaged data. In the simulta-
neous conditions, thresholds are lower for the 15-than the
5-tone condition, although the difference is only 2 dB. A
two-way, within-subjects analysis of variance �ANOVA�
showed no significant difference between the 5- and 15-tone
conditions, and no significant interaction between the num-
ber of components and onset asynchrony. In contrast, the
effect of onset asynchrony was significant �F�2,6�=92, p
�0.0005�. These data are in accord with past results, except
that in the current experiment the change in thresholds with
number of components is somewhat smaller than in the past
�Green and Dai, 1992; Hill and Bailey, 1997; Lentz et al.,
2004; Berg, 2004�.

B. Subject’s relative weights

Figure 1 shows the values of relative weights for level
randomization averaged across subjects for the six conditions
tested �from left to right: 5-tone and 15-tone simultaneous,
5-tone and 15-tone leading-100, and 5-tone and 15-tone
leading-300�. Error bars show the standard errors of the
mean. The results for individual subjects are similar to the
pattern of results shown in Fig. 1, with the exception that for
S4 in the 15-tone condition the relative weights are approxi-
mately the same across the three levels of onset asynchrony.
A two-way, within-subjects ANOVA indicated a significant
effect of onset asynchrony �F�2,6�=28.8; p�0.001� but did
not indicate a significant effect of number of components4

nor a significant interaction between number of components
and onset asynchrony. These results are consistent with the
segregation argument, suggesting that the signal component
may be perceptually segregated from the other components
in the leading conditions and that the subjects may, at least
partially, shift their strategies from the spectral shape dis-
crimination in the simultaneous conditions to intensity dis-
crimination in the leading conditions.

Normalized relative weights for all of the components
are plotted as a function of frequency in Fig. 2�a� �5-tone
conditions� and Fig. 2�b� �15-tone conditions�. Each panel
includes one subject’s data from simultaneous �circles�,
leading-100 �diamonds� and leading-300 �squares� condi-
tions. The standard errors of the estimated relative weights
ranged from approximately 0.01 to 0.25 across subjects and
conditions �not shown in Fig. 2�.

According to the second prediction of the segregation
hypothesis, one would expect the relative weights at the non-
signal frequencies to approach zero as the signal onset asyn-
chrony increases. For 5-tone conditions shown in Fig. 2�a�,
nonsignal weights at frequencies lower than the signal fre-
quency are negative for simultaneous �circles� conditions but
approach zero for the leading-300 conditions �squares�.
However, the relative weights for components at frequencies
higher than the signal frequency are approximately zero in
all conditions.

For the 15-tone stimuli shown in Fig. 2�b�, the nonsignal

TABLE I. Individual and averaged thresholds �dB: signal level relative to
the standard level� are shown. The standard errors of the mean are shown at
the bottom row.

Subjects

Conditions

5-tone 15-tone

Sim Lead-100 Lead-300 Sim Lead-100 Lead-300

S1 �9.5 �6.7 �2.0 �14.8 �5.3 �1.3
S2 �6.1 1.4 0.6 �12.8 �4.0 0.1
S3 �11.0 �4.1 �1.8 �6.7 �2.0 0.3
S4 �12.0 �0.4 1.6 �13.1 �5.5 �2.7

AVG �9.7 �2.4 �0.4 �11.8 �4.2 �0.9
SEM 1.3 1.8 0.9 1.8 0.8 0.7

FIG. 1. �Color online� The values of relative weight for level randomization
averaged across subjects. Each bar represents one condition and error bars
indicate 1 standard error of the mean. For each onset asynchrony, the left
and the right bars are for the 5-tone and 15-tone stimuli, respectively.
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weights are near zero and do not appear to systematically
change as the asynchrony grows. This is not surprising—for
the simultaneous conditions normalized ideal nonsignal
weights are �1/4 for the 5-tone stimuli but �1/14 for the
15-tone stimuli.

In an effort to provide an overview of the change in
relative weights with onset asynchrony, and because we had
no a priori hypotheses regarding changes in the complex
pattern of relative weights, for each of the three onset asyn-
chronies �0, 100, and 300 ms�, the relative weights were
averaged across all nonsignal components. Then a within-
subjects two-factor ANOVA was run on these averages to
determine whether the nonsignal relative weights gravitate
toward zero as the onset asynchrony increases. The results
did not reveal a significant effect of number of components,4

nor was the interaction between number of components and
onset asynchrony significant. The main effect of onset asyn-
chrony, however, was significant �F�2,6�=55.3, p�0.001�.
For the 5-tone stimuli, the relative weights averaged across
subjects and all nonsignal components were �0.17, �0.15,
and 0.00 for the simultaneous, leading-100, and leading-300
conditions, respectively. As one would anticipate, for the 15-
component conditions, the change was smaller: �0.05,
�0.05, and 0.02 for the simultaneous, leading-100, and
leading-300 conditions, respectively. Overall, these results
are in accord with the argument that onset asynchrony makes
across-frequency comparisons of level more difficult, leading
to a shift in strategy.

To summarize, the relative weights are consistent with a
segregation-based argument: as the signal onset asynchrony
is increased, subjects shift from a spectral shape discrimina-
tion strategy toward an intensity discrimination strategy be-
cause across-frequency level comparison of the signal and
nonsignal components becomes difficult. First, as the onset
asynchrony increases, the relative weight associated with the
overall level randomization increases. Second, as the signal
onset asynchrony increases, the average of the relative
weights of the nonsignal components approaches zero. Both
of these factors suggest a shift from detecting differences in
spectral shape toward detecting changes in intensity at the
signal frequency.

C. Weighting efficiency and noise efficiency

The weighting and noise efficiencies, for the individual
subjects and their averages, are listed in Tables II and III,
respectively. Consistent with the pattern of relative weights
described above, the weighting efficiencies fall dramatically
as the onset asynchrony increases for both the 5-tone and
15-tone stimuli. The noise efficiencies grow somewhat as the
onset asynchrony increases for the 5-tone stimuli but do not
appear to change for the 15-tone stimuli. The results of
within-subjects two-way ANOVAs are consistent with this
observation. For the weighting efficiencies, the effect of on-
set asynchrony is significant �F�2,6�=38, p�0.0001� but
the number of components, and the interaction term, did not
approach significance. For the noise efficiencies, neither
main effect nor the interaction reached significance. The fac-
tor of onset asynchrony, did, however, approach significance
�F�2,6�=3.3, p�0.1�. Overall, the effect of asynchrony on
weighting efficiencies far exceeded the effect on noise effi-
ciencies, suggesting that threshold elevations due to onset
asynchrony reflect “inefficient” changes in decision strate-
gies rather than increases in internal noise.

IV. SUMMARY AND CONCLUSIONS

Spectral shape discrimination deteriorates when an onset
asynchrony is introduced between signal and nonsignal fre-

TABLE II. Individual and averaged weighting efficiencies are shown. The
standard errors of the mean are shown at the bottom row.

Subjects

Conditions

5-tone 15-tone

Sim Lead-100 Lead-300 Sim Lead-100 Lead-300

S1 0.24 0.09 0.03 0.55 0.10 0.03
S2 0.11 0.03 0.02 0.43 0.25 0.03
S3 0.42 0.07 0.04 0.25 0.04 0.03
S4 0.58 0.17 0.03 0.48 0.14 0.11

AVG 0.34 0.09 0.03 0.43 0.13 0.05
SEM 0.10 0.03 0.00 0.06 0.04 0.02

FIG. 2. �Color online� Relative weights plotted as a function of frequency are shown for each subject �panels� for the �a� 5-tone complex and �b� 15-tone
complex stimuli. Values are plotted separately for the simultaneous �circles�, leading-100 �diamonds�, and leading-300 �squares� conditions.
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quency components of the stimuli �Green and Dai, 1992; Hill
and Bailey, 1997; Lentz et al., 2004�. It has been suggested
that asynchrony leads to the perceptual segregation of the
signal component relative to the nonsignal components, im-
pairing the across-frequency comparison required for spec-
tral shape discrimination.

Relative weights were derived to explore the effect of
onset asynchrony on decision strategies in profile analysis.
Across subjects and conditions, both thresholds and the rela-
tive weights for the overall level randomization increase with
increases in onset asynchrony. Moreover, the average of the
relative weights for the nonsignal components approach zero
as the onset asynchrony increases. These features are consis-
tent with expectations that increasing the onset asynchrony
hinders across-frequency comparisons of level, forcing sub-
jects to shift from a strategy of discriminating spectral shape
toward a strategy of discriminating changes in level at the
signal frequency �intensity discrimination�. The measure-
ment of subjects’ noise efficiencies do not provide support
for an alternative account—that thresholds increase with in-
creases in onset asynchrony because the internal noise is ef-
fectively increased. Overall, the current results support the
segregation hypothesis: as the onset asynchrony between the
signal and the other components increases, thresholds dete-
riorate because subjects can no longer compare the levels of
the signal component and the remaining components.
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1The decision variable, DV, is defined as DV=�i=1
n wi�li, where the wi are

the relative weights for ith frequency component, and the �li are the
level differences between the two intervals of the ith frequency compo-
nent. Note that �li is the sum of the overall level difference, �L, and the
level difference excluding the overall level difference, �pi. Thus, the de-
cision variable may be rewritten as DV=�i=1

n wi��L+�pi�=�L�i=1
n wi

+�i=1
n wi�pi=�LwL+�i=1

n wi�pi, where wL=�i=1
n wi.

3The development of Eq. �2� assumed normally distributed level variation
in addition to normally distributed perturbations. Here uniformly distrib-
uted level variation was tested. Simulations were also run to provide esti-
mates of dw� and subsequent values of efficiency �e.g., Qian and Richards,
2008�. The results were not appreciably different from those obtained
using Eq. �2�.

4A main effect of the number of components, 5 vs. 15, provides little
information because the relative weights �a� have been independently nor-
malized and �b� are not assured to have the same scaled values prior to
normalization. This factor is included in the ANOVA to allow for a test of
an interaction.
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Sensitivity to fundamental frequency �F0� differences was measured for two complex tones, A and
B, which had the same F0 but were filtered into two different frequency regions. Tones were
presented either alone or together. A signal-detection analysis was used to predict effects of
combining F0 information across frequency regions. For 400-ms tones containing only unresolved
harmonics, the first experiment showed that performance �in terms of d�� for the combined
presentation was better than for the isolated tones but was not optimal �assuming independent
channels and noises� and was independent of the relative timing of pulses in the envelopes of tones
A and B �varied by changing the starting phase of components of tone B relative to those of tone A�.
The nonoptimal performance was shown not to be due to peripheral masking �experiment II�, or to
listeners paying attention mainly to one frequency region �experiment III�, nor was it specific to
conditions where all harmonics were unresolved �experiment IV�. In contrast, optimal performance
in F0 discrimination for combined presentation was observed for 50-ms tones �experiment V�. The
results may reflect the limited ability of the human auditory system to integrate information
simultaneously in the time and the frequency domains.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3327811�

PACS number�s�: 43.66.Hg, 43.66.Ba, 43.66.Fe �MW� Pages: 2466–2478

I. INTRODUCTION

In many everyday situations, listeners are required to
estimate the fundamental frequency �F0� of periodic sounds,
such as the voiced portions of speech. Such sounds are often
broadband and sometimes contain several fairly discrete
spectral peaks, indicating that the majority of information
comes from fairly discrete spectral regions. Thus, it is impor-
tant to understand the extent to which the auditory system
can combine F0 information across spectral regions and the
dependence of this ability on the physical parameters of the
stimulus.

In recent years, several studies have reported an impair-
ment in discrimination of F0 for two sequentially presented
complex target tones due to the presence of another complex
tone �the interferer� which was filtered into a spectral region
remote from that of the target tones �Gockel et al., 2004,
2005, 2009a, 2009b; Micheyl and Oxenham, 2007�. This
“pitch discrimination interference �PDI�” is strongest when
target and interferer tones have similar F0s, but can be ob-
served even for large F0 separations between the target and
interferer �Gockel et al., 2004�. Its existence indicates that
listeners are not able to optimally weight information across
spectrally separated regions for the purpose of deriving the

residue pitch of a target tone. It may impair the ability of the
listener to process pitch when more than one sound is
present.

A somewhat simpler paradigm concerns the ability of
listeners to combine information on a single pitch. If across-
frequency integration is the “default” mode of operation, es-
pecially when the complex tones in the two regions have
similar F0s, then listeners might do well in this situation. For
example, Kaernbach and Bering �2001� measured F0 dis-
crimination for high-pass filtered harmonic complexes, and
showed that performance improved as the high-pass cutoff
frequency was lowered. However, in their experiment, it was
not possible to determine whether this improvement was the
result of across-frequency combination of information or
simply due to the introduction of frequency regions where
sensitivity was relatively high. The present study investi-
gated the combination of information across frequency re-
gions, using a paradigm that controlled for sensitivity in each
individual spectral region.

The main objective of the present study was to investi-
gate how well pitch information is combined across spectral
regions when combination of information is advantageous
for the task. Two complex tones, A and B, were filtered into
two separate spectral regions. With one exception, which will
be discussed later, tones A and B had identical F0s. F0 dis-
crimination performance was measured for each of the tones
presented alone and for the two presented together. The exact
spectral �and other� parameters of tones A and B were chosen

a�
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so as to give approximately equal d� values for discrimina-
tion of each of the tones when presented alone. This reduced
the risk of performance in the combined case being domi-
nated by performance for either A or B, and thus increased
the chance of observing any effect of combination of infor-
mation across spectral regions. The combination of F0 infor-
mation across regions was measured in five experiments un-
der various conditions.

Signal detection theory �Green and Swets, 1966� pre-
dicts that, if performance is mainly limited by independent
internal peripheral noises1 for each of the two complexes,
and if information is combined optimally across the two re-
gions, i.e., there is no central noise at the decision stage, then
the d� value observed in the combined case, d�c, should cor-
respond to

d�c = �d�A
2 + d�B

2�0.5, �1�

where d�A and d�B are the d� values for discrimination of
tones A and B, respectively, when presented alone.

If the internal peripheral noises that mainly limit perfor-
mance were partly correlated across the two complexes, due
to, for example, respiratory or circulatory processes, and if
information is combined optimally across the two regions,
then d�c is given by

d�c = ��d�A
2 + d�B

2 − 2 · r · d�A · d�B�/�1 − r2��0.5, �2�

where r corresponds to the correlation between the two in-
ternal noises across the two complexes �with r�1�. Thus, by
assuming a partial correlation between the peripheral noises
affecting F0 discrimination for the two complexes, the pre-
dicted value for d�c will be smaller than under the assump-
tion of independent noises. Solving Eq. �2� for r gives

r = d�A · d�B/d�c
2 − ��d�A · d�B/d�c

2�2

− �d�A
2 + d�B

2 − d�c
2�/d�c

2�0.5. �3�

The derivation for Eq. �2� and the resulting solution for r are
given in the Appendix. Here and throughout, the terms cen-
tral and peripheral noises do not refer to anatomical struc-
tures but are used in the context of decision theory where
peripheral noise refers to noise added before �rather than
after� information has been combined across spectral regions.

If performance is mainly limited by a central noise that
is common to A and B, occurring after information from A
and B has been combined, and if information is combined
optimally, then the d� value observed in the combined case
should correspond to

d�c = d�A + d�B. �4�

It is conceivable that a large central noise limits performance
for frequency discrimination. For example, Siebert �1970�
argued that, in the case of frequency discrimination of pure
tones, the information that is available in the auditory nerve
is not used optimally at a later stage. This argument was
based on his optimal observer calculations, which predicted
much lower thresholds than observed. A study by Hafter
et al. �1990� provides an example of additivity of d� values
in auditory perception due to the combined presentation of
two signals. Hafter et al. �1990� investigated how informa-

tion arising from interaural level differences �ILDs� and in-
teraural time differences �ITDs� is combined. Stimuli were
bandpass filtered clicks �centered at 4 kHz� with various
combinations of ILD and ITD. Performance was measured
using a two-interval two-alternative forced choice �2I-2AFC�
task, where in one randomly chosen interval, the interaural
differences favored the left side, while in the other, they fa-
vored the right side; when both ILD and ITD were present,
they always favored the same side. Subjects listened for the
lateral movement of the images between the two intervals.
The results showed that the d� values for the combined con-
ditions �when an ILD and an ITD were present� were the
sum of the individual d� values observed when only ILD or
only ITD was present.

The second objective of the present study was to inves-
tigate whether, when tones A and B contained only harmon-
ics which were unresolved by the peripheral auditory system,
there was an effect of the relative timing of peaks �some-
times called pitch pulses� in the envelopes of tones A and B.
Human listeners have been shown to be sensitive to asyn-
chronies of pitch pulses �pitch pulse asynchrony �PPA�� in
different frequency regions �Patterson, 1987; Summerfield
and Assmann, 1991; Carlyon, 1994; Carlyon and Shackleton,
1994�. Thus, it is conceivable that the size of the PPA affects
performance for F0 discrimination in the combined condi-
tion. For example, envelope modulation which is in-phase
across auditory filters �synchronization in time of envelope
peaks in different auditory filters� might lead to a more sa-
lient temporal pitch than out-of-phase modulation. This as-
sumption has been made e.g., by Laneau et al. �2006� in their
development of a sound processing scheme that was de-
signed to optimize pitch perception in cochlear implant �CI�
listeners �see also Vandali et al., 2005�. As in most process-
ing schemes, F0 information was conveyed by the envelope
repetition rate applied to pulse trains on a number of elec-
trodes, and Laneau et al. �2006� investigated the effects of
enhancing the envelope modulation depth and of synchroniz-
ing the envelopes across electrodes. Although a modest im-
provement was observed, it is not clear whether this was due
to the envelope enhancement or to the synchronization. The
present study, using acoustic stimuli and normal-hearing lis-
teners, provides a more direct measure of the effect of rela-
tive envelope phase on the integration of F0 information by
keeping constant the envelope modulation depth within au-
ditory channels tuned to the passband of the stimuli.

II. GENERAL METHOD AND PROCEDURE

In all experiments, a 2I-2AFC task was used. Subjects
had to indicate which of the two intervals contained the
sound with the higher F0 �“higher pitch”�. Visual feedback
was provided on whether their answer was right or wrong,
except in experiment III. The method of constant stimuli was
used, and performance was expressed in terms of d� �Mac-
millan and Creelman, 1991�. For each subject, the exact
characteristics of the tones were determined in preliminary
experiments such that the d� values for F0 discrimination of
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tones A and B when presented alone were approximately
equal and ranged from 1.0 to 1.2. The details are described
below for each experiment.

In experiments I–III and V, the overall root-mean-square
�rms� level of tones A and B was 52 dB sound pressure level
�SPL�, irrespective of bandwidth. In experiment IV, the rms
level of the tone in the low-frequency region was increased
to 55 dB SPL, to make it approximately as loud as the tone
in the midfrequency region. A continuous background of
pink noise with a spectrum level of 15 dB �re 20 �Pa� at 1
kHz was presented in all experiments. Its purpose was to
mask possible distortion products and to prevent subjects
from relying on possible within-channel cues arising from
the interaction of components at the outputs of auditory fil-
ters having center frequencies midway between the two spec-
tral regions, specifically in experiments I and V, where com-
plex tones were separated in spectral region by one octave
and consisted of unresolved harmonics �see below�. Calcula-
tion of excitation patterns �following Moore et al., 1997� for
the pink noise and for the two complexes together �as used in
experiments I and V� showed that the excitation level of the
pink noise at the output of an auditory filter midway between
the two regions was at least 5 dB above the excitation level
of the primary components. While Gockel et al. �2002�
showed that masked thresholds for complex tones in noise
could be as low as �9.5 dB when the components were
added in cosine phase and the F0 was low �62.5 Hz�, the
contribution from auditory filters with such a low signal to
noise ratio toward F0 discrimination was expected to be neg-
ligible relative to the contribution of auditory filters centered
on the passbands of the two regions. Furthermore, due to the
presence of the pink noise, the sensation levels of the com-
plex tones would be far below that required �about 50 dB
SL� to produce an audible distortion product at the F0 �see
Plomp, 1965�.

In experiments I–IV, the duration of the stimuli was 400
ms, and in experiment V the duration was 50 ms. All dura-
tions included 20-ms raised-cosine onset and offset ramps.
The silent interval between the two intervals within a trial
was 500 ms.

Tones were generated and �in experiments I–III and V�
bandpass filtered digitally in MATLAB �The MathWorks, Inc.,
Natick, MA�. Bandpass filtering was achieved with a linear-
phase finite impulse response �FIR� filter �order 16000�
implemented in MATLAB with a flat passband and linear
slopes on a logarithmic frequency scale of 48 dB/octave.
Stimuli were played out using a 16-bit digital-to-analog con-
verter �CED 1401 plus�, with a mean sample rate of 40 kHz.
The actual sample rate was varied between trials over the
range �10% �this produced a slight variation in F0, duration,
and the filter cutoff frequencies�. This was done to encourage
subjects to compare the F0s of the stimuli across the two
intervals within a trial and to discourage them from using a
long-term memory representation of the pitches. Stimuli
were passed through an antialiasing filter �Kemo 21C30�
with a cutoff frequency of 14 kHz �slope of 96 dB/oct� and
were presented using Sennheiser HD250 headphones.

Conditions were fixed in blocks of 105 trials. The first
five trials were considered as “warm-up” trials and results

from those were discarded. Conditions were run in counter-
balanced order. The duration of each session was about 2 h,
including rest times. Before data collection proper, subjects
were trained until performance seemed stable. Including the
preliminary experiments, aimed at finding stimulus param-
eters resulting in approximately equal d� values for tones A
and B, typically about four to ten sessions were run for each
subject in each experiment. Usually, the final d� value for
each subject and condition was based on at least 500 trials.

Overall, eight subjects participated, one of whom was
the first author. They ranged in age from 19–47 years, and
their absolute thresholds at octave frequencies between 250
and 8000 Hz were within 15 dB of the ISO 389-8 �2004�
standard. Six of them had some musical training.

III. EXPERIMENT I: MONAURAL UNRESOLVED TONE
COMPLEXES

A. Rationale

It is generally believed that components in a harmonic
complex tone are resolved up to about the eighth harmonic
�Plomp, 1964; Plomp and Mimpen, 1968; Moore and
Ohgushi, 1993; Shackleton and Carlyon, 1994; Bernstein and
Oxenham, 2003�. For harmonic complex tones containing
only unresolved harmonics, pitch information is carried in
the repetition rate of the envelope fluctuations and possibly,
for intermediate harmonics �8th–13th�, in the temporal fine
structure �Moore et al., 2006, but see Oxenham et al., 2009�.
The main objective of the first experiment was to determine
whether and how well F0 information is combined across
frequency regions when the complex tones in both regions
contain only unresolved harmonics �above the 13th�, i.e.,
pitch information is only carried in the repetition rate of the
envelope fluctuations, and are presented to the same ear. The
second objective was to investigate whether the relative tim-
ing of the envelope peaks in the two frequency regions has
an effect on F0 discrimination in the combined condition. It
has previously been shown that listeners �i� can discriminate
a stimulus with a PPA from a stimulus without a PPA �Car-
lyon, 1994�, �ii� are moderately sensitive to the direction of
the PPA across frequency regions �Gockel et al., 2005�, and
�iii� can use PPA to discriminate the F0 of one tone complex
in the presence of another tone complex with fixed F0
�Miyazono and Moore, 2009�. Thus, it is conceivable that the
relative timing of the pitch pulses of the two complex tones
affects F0 discrimination performance. For example, the
tones might sound more fused if the pitch pulses occur si-
multaneously in the two regions.

B. Stimuli and subjects

The 400-ms complex tones were presented monaurally
to the left ear of each of six subjects. For three subjects, tone
A was filtered from 1350–1650 Hz �mid region� and tone B
was filtered from 3300–4200 Hz �high region�. The nominal
F0, which was identical for the two tones, was 75 Hz, and for
both complexes components were added in sine phase. The
difference in F0, �F0, between the complex tones in the two
intervals of the 2AFC task was fixed at 3%, 4%, and 5% for
subjects 1, 2, and 3, respectively. Preliminary experiments
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showed that for these three subjects equal performance for
the two tones, with d� values around 1.1, could be achieved
with those parameters. For the other subjects, with the same
parameters, sensitivity was greater for tone A than for tone
B. For subjects 4, 5, and 6, the components in both com-
plexes were added in alternating phase. This doubled the
repetition rate in the stimulus envelope, thereby increasing
the pitch by one octave �Shackleton and Carlyon, 1994�, and
increased sensitivity to F0 differences in the high frequency
region relative to that in the mid region. For subjects 4 and 5,
performance was about equal for the two tones, with nominal
F0 and filter regions identical to those used for subjects 1–3.
For these two subjects, �F0 was fixed at 1.5% and 4%. For
the sixth subject, in order to obtain equal sensitivity for the
two tones, the nominal F0 was increased to 90 Hz and the
filter regions were adjusted to 1375–1875 Hz and 3900–5400
Hz. For this subject, �F0 was fixed at 3%.

In the combined condition, where tones A and B were
presented simultaneously, to introduce a PPA, the envelope
�but not the onset� of tone B was advanced relative to that of
tone A by various amounts. To achieve this, the starting
phase of the nth harmonic in tone B was shifted by n ·��.
The values of �� were 0°, 90°, 180°, and 270°.

To prevent subjects from using differences in the shape
of the waveform at onset between the two stimuli to be dis-
criminated, the time point within each period at which the
waveform was turned on was chosen at random for each
presentation. Note that this did not affect the difference be-
tween the starting phases of components in the two fre-
quency regions, i.e., ongoing differences between the peaks
in the envelopes in the two regions were unaffected.

C. Results and discussion

In the combined condition, the mean d� values �and
standard errors �SEs� across subjects� observed for the four
values of �� were 1.27 �0.07�, 1.24 �0.06�, 1.27 �0.7�, and
1.22 �0.05� for �� equal to 0°, 90°, 180°, and 270°, respec-
tively. There was no significant difference between these d�
values, as shown by the results of a repeated-measures one-
way analysis of variance �ANOVA� performed on the indi-
vidual d� values �F�3,15�=0.86, p=0.47�.2 Thus, the rela-
tive timing of the pulses in the two frequency regions did not
significantly affect F0 discrimination when both tones were
presented simultaneously, at least not for the values of ��
chosen here. Therefore, in what follows, the d� value shown
for the combined condition is based on the percent correct
values averaged across the four �� conditions.

Figure 1 shows the mean d� values and the correspond-
ing SEs across subjects for the conditions where tones A and
B were presented individually �conditions “Mid” and
“High,” white bars�, and simultaneously �condition “Com-
bined,” black bar�, and the predicted d� value for the com-
bined condition, assuming optimal combination of informa-
tion across frequency regions and independent noises �Eq.
�1�, hatched bar�. In the rest of the paper, we focus on the
predictions for d� derived from Eq. �1� �and correlation val-
ues derived from Eq. �3��, because the differences between
predicted and observed d� values in the combined condition

would be even larger for predictions based on Eq. �4�. The
predicted d� value was calculated first for each subject indi-
vidually. The mean and the SE across subjects’ individual
predictions are shown.

As intended, mean d� values for the individually pre-
sented tones were about 1.1 and were very similar for the
two frequency regions. In the combined condition, the mean
d� value was 1.25, which indicates a small improvement over
individual presentation. A paired-sample t-test showed that
the d� value in the combined condition was significantly
larger than the higher of the two d� values observed for in-
dividual presentation �t�5�=2.08, p�0.05; one-tailed�. The
predicted mean for the combined condition, assuming opti-
mal combination of information and independent noises, was
1.57. The observed sensitivity in the combined condition was
clearly below the prediction �by a factor of 0.79�. A paired-
sample t-test showed this difference to be highly significant
�t�5�=8.15, p�0.001; two-tailed�. Assuming partial correla-
tion between the two noises, the mean of the estimated r
values was 0.64, with a SE �across subjects� of 0.09.

Overall, the results showed a small but significant im-
provement in F0 discrimination when tones A and B were
presented simultaneously compared to when they were pre-
sented in isolation. This indicates that information can be
combined across frequency regions. This effect was not de-
pendent on the relative timing of the pitch pulses in the two
regions and was markedly less than predicted assuming op-
timal combination of information and independent noises.

IV. EXPERIMENT II: MONAURAL AND DICHOTIC
UNRESOLVED SPECTRALLY ADJACENT
TONE COMPLEXES

A. Rationale

The objective of the second experiment was to investi-
gate whether the nonoptimal combination of information
across frequency regions �assuming independent noises� that

FIG. 1. Means and SEs of obtained d� values for experiment I, plus predic-
tion, for F0-discrimination task. Stimuli were 400-ms complex tones filtered
either into a mid spectral region �tone A� or a high spectral region �tone B�
�white bars� or tones A and B combined �black bar�. The prediction for the
combined condition, assuming optimal combination of F0 information
across the two frequency regions, is shown by the hatched bar. See text for
details.
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was observed in the first experiment could have been partly
due to partial masking between the two stimuli, in spite of
them being filtered into frequency regions separated by one
octave and being presented at a low level in a pink back-
ground noise. The calculated excitation patterns for the
stimuli in experiment I �see Sec. II� showed that the signal to
noise ratio at auditory filters centered halfway between the
two regions was below about �5 dB. Thus, the effect of
partial masking on F0 discrimination for the combined con-
dition was expected to be negligible. To investigate any re-
maining role of peripheral masking, here the frequency sepa-
ration between the two spectral regions was reduced relative
to that in experiment I. Tones A and B were presented either
to opposite ears or to the same ear. If peripheral masking had
a negative effect, performance would be expected to be bet-
ter for dichotic than for monaural presentation of the two
tones.

B. Stimuli and subjects

The same six subjects as in experiment I participated.
Tone A, filtered into the mid region, had exactly the same
parameters as in the first experiment. Tone B was filtered into
a high region which was now adjacent to the mid region,
rather than separated by an octave. Thus, the lower cut-off
frequency �3-dB down point� of the high region was 1650 Hz
for subjects 1–5 and 1875 Hz for subject 6. Following pre-
liminary experiments, the upper cut-off frequency of the high
region was fixed at 2250 Hz for subject 1, at 1950 Hz for
subjects 2–4, at 2600 Hz for subject 5, and at 2100 Hz for
subject 6. This was done to achieve approximately equal d�
values for F0 discrimination of the two tones, for each sub-
ject. The values of �F0 used were the same as in experiment
I, except for subject 3, for whom it was decreased from 5%
to 4%, and for subject 6, for whom it was increased from 3%
to 3.4%.

As experiment I showed no effect of PPA, here the value
of �� was fixed at 0°. In the monaural condition, both tones
were presented to the left ear. In the dichotic condition, tones
A and B were delivered to the left and to the right ears,
respectively. Note that, in the dichotic condition, subjects
reported perceiving a single sound source which was located
at the center of the head, i.e., the two complex tones were
fused, consistent with previous evidence �Broadbent and
Ladefoged, 1957�.

C. Results and discussion

Figure 2 shows the results of experiment II. As intended,
the mean d� values for the individually presented complex
tones were quite similar at 1.09 and about 1.17 for the mid-
and the high regions, respectively �three white bars on the
left-hand side�. In the combined conditions �black bars�, the
mean d� values were 1.32 and 1.36 for monaural and di-
chotic presentations, respectively. Thus, as in the first experi-
ment, F0 discrimination was somewhat better for combined
than for individual presentation of the two tones. Paired-
sample t-tests showed that, for both monaural and dichotic
presentation, the d� values in the combined conditions were
significantly larger than the higher of the two d� values ob-

served for the corresponding individual presentations �mon-
aural: t�5�=2.47, p�0.05; one-tailed; dichotic: t�5�=2.19,
p�0.05; one-tailed�. In the combined conditions, perfor-
mance was unaffected by whether the tones were presented
monaurally or dichotically, and was clearly below the lev-
el�s� predicted, assuming independent noises and optimal
combination of information across regions �by factors of
0.83 and 0.84 in the monaural and the binaural conditions,
respectively�. This was supported by the results of a
repeated-measures two-way ANOVA, which used the ob-
tained and the predicted d� values for monaural and dichotic
presentations as input. There was a significant main effect of
the factor observed vs predicted �F�1,5�=15.08, p�0.05�,
but no significant main effect of mode of presentation �mon-
aural vs dichotic� nor interaction. Furthermore, an additional
paired-sample t-test, calculated on the data for the dichotic
condition only, showed that the d� values obtained in the
combined condition were significantly smaller than the pre-
dicted d� values �following Eq. �1�� �t�5�=3.2, p�0.05; two-
tailed�. Assuming partial correlation between the two noises,
the mean of the estimated r values was 0.53, with a standard
error of 0.13 �following Eq. �3��.

Overall, the results were quite similar to those observed
for experiment I, where the two complexes were more spec-
trally separated. Furthermore, there was no effect of monau-
ral vs dichotic presentation, and, for dichotic presentation,
obtained performance in the combined condition was below
optimal performance �assuming independent noises�, similar
to what has been observed for monaural presentation. The

FIG. 2. Results and predictions for F0-discrimination task �experiment II�.
The mean obtained d� values and the corresponding SEs across subjects are
shown by the five bars to the left and the predictions are shown by the two
hatched bars to the right. The three white bars show performance in the
conditions where each tone was presented individually: outer left—tone A,
filtered into the mid region and presented to the left ear �Mid_L�; second
from the left—tone B, filtered into the high region and presented to the left
ear �Hi_L�; third from the left—tone B, filtered into the high region and
presented to the right ear �Hi_R�. The two black bars show performance in
the conditions where the tones were combined: left—combined, monaural
presentation �C_M�; right—combined, dichotic presentation �C_D�. The two
hatched bars on the right-hand side show the predictions derived for the
monaural combined condition �Pr_M� and for the dichotic combined condi-
tion �Pr_D�, assuming optimal combination of information across frequency
regions and independent noises. See text for details.
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results indicate that the nonoptimal combination of informa-
tion �following Eq. �1�� was not caused by partial masking in
the auditory periphery.

V. EXPERIMENT III: RELATIVE DOMINANCE

A. Rationale

The objective of the third experiment was to investigate
whether the nonoptimal combination of F0 information
across frequency regions �assuming independent noises� ob-
served in experiments I and II could have been due to sub-
jects mostly ignoring F0 information coming from one fre-
quency region. For example, it could be that, in spite of
equal performance for the individually presented tones, when
both were presented together, the tone in the lower frequency
region was dominant because it was closer to the usual domi-
nance region �Ritsma, 1967; Moore et al., 1985a; Dai, 2000�.

To address this question, tones A and B were presented
simultaneously, in both intervals of the 2AFC task. In each
interval, tones A and B now had different F0s, rather than the
same F0 as in the previous experiments. In one randomly
chosen interval, the F0 of tone A �mid region� was increased
above the nominal F0, while that of tone B �high region� was
decreased below the nominal F0; this is called the interval
with the “compressed signal.” In contrast, the other interval
contained the “stretched signal;” the F0 of the tone in the
lower frequency region was decreased below the nominal F0,
while that of the tone in the higher frequency region was
increased above the nominal F0. Subjects still had to indicate
which of the two intervals had the complex with the higher
pitch. The idea was that if subjects attended to both regions,
then the stretched and the compressed signal should be cho-
sen about equally often. In contrast, if subjects listened
mainly to a specific frequency region, then their pitch judg-
ments should follow the change in F0 of the tone in that
region, and thus, scores should markedly differ from 50%.

B. Stimuli and subjects

The same six subjects as in the first two experiments
participated in experiment III. For each subject, tones A and
B were filtered as in experiments I and II. Specifically, there
were two filter conditions: the “far regions” condition, where
the tones were filtered into two spectral regions separated by
one octave �with filter parameters as in experiment I�, and
the “adjacent regions” condition, where the tones were fil-
tered into two spectrally adjacent regions �with filter param-
eters as in experiment II�. The nominal F0 and the phase
relationship between components within each region were
identical to those in the previous experiments, for each sub-
ject. In one randomly chosen interval, the F0 of tone A was
lowered by �F0 /2 from the nominal F0, while the F0 of tone
B was increased by �F0 /2, and in the other interval it was
the other way round. The difference between the F0s of tones
A and B within each interval could take two values for each
subject: one was identical to the value of �F0 with which
this subject had been tested in experiment II �which resulted
in a d� value of about 1.1 when this F0 difference occurred
between the two intervals of a trial for each of tones A and B;
condition “small �F0”� and the other was twice that size

�condition “large �F0”�. Both tones were always presented
monaurally and simultaneously. They were perceived as one
sound source in the small �F0 condition, but were perhaps
somewhat less fused in the large �F0 condition. In each of
the four conditions, at least 1400 trials were collected for
each subject.

C. Results and discussion

Figure 3 shows the percentage of trials in which subjects
judged the stretched signal to be higher in pitch than the
compressed signal, i.e., where their judgments followed the
change in F0 of the complex filtered into the high region.
The empty symbols show the individual results for each of
the six subjects. The solid squares and error bars show the
mean and SEs across subjects. For all conditions, the mean
scores were around 50%, although scores in the far-region
condition with the large �F0 �far right� seem to be somewhat
lower. The individual scores within conditions clearly do not
follow a bimodal distribution. This is important because it
indicates that the mean scores around 50% are not the result
of half of the subjects only listening to one frequency region
and the other half only listening to the other region.

A repeated-measures two-way ANOVA, with factors fil-
ter condition and �F0, was calculated. The results showed a
significant main effect of filter condition �F�1,5�
=14.72, p�0.05�. Neither the main effect of size of �F0
nor the interaction was significant. Therefore, within each
filter condition, the mean was determined across the two
�F0 conditions. Two separate one-sample t-tests �one for
each filter condition� showed that the mean percentages were

FIG. 3. Results for experiment III, showing the percentage of trials in which
subjects judged the stretched signal �F0 of complex in high region increased;
F0 of complex in mid region decreased� to be higher in pitch than the
compressed signal �F0 of complex in high region decreased; F0 of complex
in mid region increased�. Empty symbols show the scores for six subjects.
The solid squares �and error bars� show the mean score �and SEs� across
subjects. See text for details.
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both not significantly different from 50% �adjacent region:
t�5�=1.09, p�0.05; far region: t�5�=2.07, p�0.05; two-
tailed for both filter conditions�.

In an additional analysis, it was checked whether, across
subjects, a somewhat larger deviation from a 50% score in
the present experiment might be correlated with less optimal
combination of information across frequency regions in ex-
periment I or II. Spearman’s rank correlation coefficients
were calculated between the ratios of observed to predicted
d� values obtained in experiments I and II, on the one hand,
and the unsigned deviations from 50% scores observed in
conditions with large �F0s and corresponding frequency re-
gion in the present experiment, on the other hand. A negative
correlation between these two measures would indicate that
the nonoptimal combination of information could have been
due to subjects consistently listening more to �or giving more
weight to� pitch information coming from one frequency re-
gion than from the other. The values of the correlation coef-
ficients were �i� 0.086, for the correlation between the ratios
of observed to predicted d� values obtained in experiment I
and the unsigned deviations from 50% scores in the far-
region large-�F0 condition; �ii� 0.886, for the correlation
between the ratios of observed to predicted d� values ob-
tained in experiment II in the monaural condition and the
unsigned deviations from 50% scores in the adjacent-region
large-�F0 condition; and �iii� 0.314, for the correlation be-
tween the ratios of observed to predicted d� values obtained
in experiment II in the dichotic condition and the unsigned
deviations from 50% scores in the adjacent-region large-�F0
condition. Only the second of these coefficients was �just�
significant �p�0.05; two-tailed�, but it actually had the op-
posite sign to that predicted, i.e., a somewhat larger deviation
from the 50% score was correlated with somewhat more op-
timal combination of information across frequency regions.

In summary, the results indicate that subjects did not
selectively and consistently listen to one specific frequency
region. Thus, the nonoptimal combination of information
across frequency regions �following Eq. �1�� observed in ex-
periments I and II cannot be explained by the existence of a
“dominant region” which leads subjects to ignore informa-
tion from the other region. Note, however, that the data of
the third experiment do not necessarily imply that the pitch
of the stretched and compressed signals was perceived as
equal and that, therefore, subjects responded randomly. This
is because a similar pattern of results might be observed if
subjects sometimes listened to one region and sometimes to
the other.

VI. EXPERIMENT IV: RESOLVED TONE COMPLEXES

A. Rationale

The objective of the fourth experiment was to investi-
gate whether the nonoptimal combination of F0 information
across frequency regions �assuming independent noises� was
specific to complex tones containing only unresolved har-
monics. It could be that nonoptimal combination occurs only
for pitches encoded solely by envelope information. To test
this idea, complex tones containing at least some resolved
harmonics were used as stimuli.

B. Stimuli and subjects

Four subjects participated, three of whom also took part
in the previous three experiments. Tone A consisted of har-
monics 1–3 of a 400-ms harmonic complex tone with an F0
of 200 Hz, added in sine phase �condition “Low Harmon-
ics”�, for all subjects. Tone B contained higher harmonics of
a 200-Hz F0 complex, also added in sine phase �condition
“Mid Harmonics”�. Which harmonics were present in tone B
and the size of �F0 between the two intervals in the 2AFC
F0-discrimination task were determined in a preliminary ex-
periment individually for each subject, such that perfor-
mance for tones A and B was approximately equal and that
d� values were around 1.1–1.2. For two subjects, tone B
consisted of harmonics 6–8 and �F0 was set to 0.4% and
0.32%, respectively. For the third and fourth subjects, tone B
contained harmonics 7–9 and 6–9, and �F0 was fixed at
0.2% and 0.6%, respectively. The rms level of tone A was
increased from 52 to 55 dB SPL, so that it was approxi-
mately as loud as tone B.

C. Results and discussion

Figure 4 shows the mean d� values and the correspond-
ing SEs across subjects for the conditions where tones A and
B were presented individually �conditions Low Harmonics
and Mid Harmonics, white bars�, and simultaneously �condi-
tion “Combined,” black bar�, and the predicted d� value for
the combined condition, assuming optimal combination of
information across frequency regions �hatched bar�, follow-
ing Eq. �1�.

Mean d� values for the individually presented tones
were quite similar at about 1.17 and 1.11 for the Low Har-
monics and Mid Harmonics conditions, respectively. In the
combined condition, the mean d� value was 1.34, again in-
dicating a small improvement over individual presentation. A
paired-sample t-test showed that the d� value for the com-
bined condition was significantly larger than the higher of
the two d� values observed for individual presentation �t�3�
=5.5, p�0.01; one-tailed�. The predicted mean for the com-
bined condition, assuming optimal combination of informa-
tion �following Eq. �1��, was 1.61. As in the previous experi-

FIG. 4. Results for experiment IV. As Fig. 1, but for complex tones con-
taining resolved harmonics.
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ments, the observed sensitivity in the combined condition
was clearly below the prediction �by a factor of 0.84�. A
paired-sample t-test showed that this difference was signifi-
cant �t�3�=4.17, p�0.05; two-tailed�. Assuming partial cor-
relation between the two noises �following Eq. �2��, the mean
of the estimated r values was 0.44, with a SE of 0.1. To
assess whether performance in the combined condition was
closer to optimal performance when the tone complexes con-
tained resolved �experiment IV� rather than only unresolved
harmonics �experiment I�, an independent-sample t-test was
calculated on the factors by which the observed combined
performance was smaller than the predicted optimal perfor-
mance for the six subjects in experiment I and the four sub-
jects here. This t-test showed that the observed shortfalls
from optimal performance �mean ratios of 0.79 and 0.84 in
experiments I and IV, respectively� were not significantly
different �t�8�=1.15, p�0.05; two-tailed�.

To summarize, the results showed a significant improve-
ment in F0 discrimination when the tones in the two fre-
quency regions were presented simultaneously compared to
when they were presented in isolation. However, this im-
provement was significantly smaller than predicted assuming
optimal combination of information �following Eq. �1��, and
was not significantly closer to optimal performance than ob-
served in the previous experiments with tones containing
only unresolved harmonics. This indicates that nonoptimal
combination of information across frequency regions occurs
for tones with both resolved and unresolved harmonics.

VII. EXPERIMENT V: SHORT DURATION

A. Rationale

In the previous experiments, the stimulus duration was
always 400 ms. This duration was chosen so that the current
results could be compared with previous findings on PDI,
where F0 information seemed to be combined across regions,
in spite of it being disadvantageous, and where the stimulus
duration was also 400 ms.

The objective of experiment V was to investigate
whether combination of F0 information across frequency re-
gions would improve for shorter stimuli. One reason to sus-
pect that signal duration might affect combination of F0 in-
formation across frequency comes from a study on signal
detection by Houtgast �1987�. He presented listeners with a
compound stimulus that consisted of nine individual
Gaussian-shaped tone pulses. Each tone pulse covered a
well-defined and restricted region in time and frequency. All
nine individual tone pulses had the same masked threshold
when present in pink noise. Houtgast �1987� measured the
masked threshold for the compound stimulus for various
placements of the nine pulses in spectral region and time. He
found that concentrating the signal energy in either time or
frequency led to lower masked thresholds than spreading
pulses over 100 ms and several critical bands. For short tone
pulses, optimal combination of �energy� information across
critical bands was observed when the peaks of all Gaussian
envelopes coincided in time. Later studies confirmed the im-
portance of very short signal duration �less than about 30 ms�
for �near� optimal integration of energy across frequency re-

gions for signal detection in a background noise �see van den
Brink and Houtgast, 1988, 1990a, 1990b�. While the current
study is not concerned with signal detection in the sense of
energy detection and integration, it is conceivable that pitch
discrimination and integration of pitch relevant information
from sounds that are clearly audible are limited in a similar
way, i.e., subjects can either integrate over time or over fre-
quency, but not both.

B. Stimuli and subjects

Four subjects participated. Of those four, two also took
part in experiments I–III, one had participated in experiment
IV and one was recruited new. Apart from the duration being
shortened from 400 to 50 ms, the main stimulus parameters
were identical to those for experiment I, i.e., tones A and B
contained only unresolved harmonics, they were filtered into
regions separated by one octave, and the starting phase of the
nth harmonic in tone B was shifted by n ·��, with values of
�� at 0°, 90°, 180°, and 270°. As in experiment I, the time
point within each period at which the waveform was turned
on was chosen at random for each presentation. This discour-
aged subjects from relying on onset differences and on dif-
ferences in the duration between the first and last pulses in
each interval. Different PPAs between the envelope peaks in
the two frequency regions were tested again, just to check
whether the absence of an effect would also be observed for
the short stimulus duration.

For three subjects, tones A and B were filtered from
1350–1650 Hz �mid region� and 3300–4200 Hz �high re-
gion�, respectively, and the nominal F0 was 75 Hz. For two
of the three subjects, components in both complexes were
added in sine phase and for the third one they were added in
alternating phase. The values of �F0 were fixed at 12%,
14%, and 5.5% for subjects 1, 2, 3, respectively. Preliminary
experiments showed that, for these three subjects, similar
performance levels for tones A and B could be achieved with
these parameters, with d� values around 1.1–1.2. For the
fourth subject, in order to obtain equal sensitivity for the two
tones, the nominal F0 was increased to 90 Hz, the filter re-
gions were adjusted to 1375–1875 and 3900–5400 Hz, and
components within each tone were added in alternating
phase. For this subject, �F0 was fixed at 14%. This subject
was not the same as the sixth subject in experiment I, who
also was tested with a 90 Hz F0. Note that the values of �F0
required to achieve d� values around 1.1–1.2 are markedly
larger than those in experiment I, where the duration of the
stimulus was 400 rather than 50 ms. All tones were presented
monaurally to the left ear of each subject.

C. Results and discussion

In the combined condition, the mean d� values �and SEs
across subjects� observed for the four values of �� were
1.63 �0.09�, 1.58 �0.09�, 1.57 �0.11�, and 1.51 �0.11� for ��
equal to 0°, 90°, 180°, and 270°, respectively. There was no
significant difference between these d� values, as shown by
the results of a repeated-measures one-way ANOVA per-
formed on the individual d� values �F�3,9�=1.11, p
=0.38�. Thus, as in experiment I for the longer stimulus du-
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ration, the relative timing of the pulses in the two frequency
regions did not affect F0 discrimination significantly when
both tones were presented simultaneously. Therefore, in what
follows, the d� value for the combined condition is based on
the percent correct values averaged across the four �� val-
ues.

Figure 5 shows the results of experiment V. Mean d�
values for the individually presented tones were quite similar
at about 1.23 and 1.13 for the mid- and high region condi-
tions, respectively �two white bars to the left�. For the com-
bined condition �black bar�, the mean d� value was 1.57,
indicating a clear improvement over individual presentation.
A paired-sample t-test showed that the d� value for the com-
bined condition was significantly larger than the higher of
the two d� values for individual presentation �t�3�=5.03, p
�0.01; one-tailed�. The predicted mean d� for the combined
condition, assuming optimal combination of information and
independent noises, was 1.68 �hatched bar on the right-hand
side�. The observed sensitivity in the combined condition
was somewhat below the predicted value, but only by a fac-
tor of 0.93. This factor is clearly larger than those observed
in the previous experiments �experiment I: 0.79; experiment
II: 0.83, monaural and 0.84, binaural; experiment IV: 0.84�.
An independent-sample t-test was calculated on the factors
by which the observed combined performance was smaller
than the predicted optimal performance for the six subjects in
experiment I and the four subjects here. The results showed
that the ratio of observed to predicted d� values was signifi-
cantly larger �t�8�=3.88, p�0.01; two-tailed� for the 50-ms
than for the 400-ms stimuli. Furthermore, a paired-sample
t-test showed that, for the short duration, the observed and
the predicted d� values for the combined condition were not
significantly different from each other �t�3�=3.06, p�0.05;
two-tailed�. Assuming partial correlation between the two
noises, the mean of the estimated r values was 0.16, with a
standard error of 0.05.

To summarize, the results showed a clear improvement
in F0 discrimination when the short tones A and B were
presented simultaneously, compared to when they were pre-
sented in isolation. This improvement was significantly
larger than that observed in experiment I, where similar but

longer tone complexes were used. As for the longer duration
tones, performance did not depend on PPA. Performance ob-
served for the 50-ms duration was not significantly different
from that predicted assuming �1� optimal combination of in-
formation across frequency regions and �2� independent in-
ternal noises for each of the two complexes as the main
factor limiting performance. The difference in results for the
long and short tones may indicate that, when subjects dis-
criminate between the F0s of two clearly audible complex
tones, they cannot simultaneously and optimally integrate
pitch information over frequency and time. This limitation
resembles that previously observed in signal-detection tasks
�Houtgast, 1987; van den Brink and Houtgast, 1988, 1990a,
1990b�.

VIII. GENERAL DISCUSSION

In the Introduction, we described a phenomenon—
PDI—in which listeners are unable to selectively process F0
information in a specific frequency region �Gockel et al.,
2004; 2005, 2009a, 2009b; Micheyl and Oxenham, 2007�.
The present results showed that nonoptimal combination of
F0 information �following Eq. �1�� occurs even in a para-
digm where combination is advantageous, for the same
stimulus duration as used in the PDI studies �400 ms�. Thus,
the nonoptimal performance previously reported in PDI stud-
ies is not restricted to situations that require assigning a zero
weight to a particular frequency region.

Somewhat in contrast to the present results, Moore et al.
�1984� observed optimal combination of information across
frequency for long duration �420 ms� stimuli. In a 2I-2AFC
task, they measured frequency difference limens �DLs� for
individual harmonics within complex tones �in the presence
of the remainder of the complex� and F0DLs for the period-
icity �the residue pitch� of the whole complex. They found
that the F0DLs were always smaller than the smallest of the
DLs for the individual harmonics and that the former could
be predicted from the latter, using a modified version of
Goldstein’s �1973� model in which no “central” noise was
assumed. This indicated optimal combination of information
about the frequencies of the harmonics within the complex
for the purpose of deriving the residue pitch.

More recently, Gockel et al. �2007� investigated whether
this also held for shorter stimulus durations. They used the
same paradigm as Moore et al. �1984�, and complex tones of
200-, 50-, and 16-ms durations. For the 200-ms duration, the
pattern of results found by Gockel et al. �2007� was consis-
tent with that observed by Moore et al. �1984�. However, for
the 50-ms duration, the predicted F0DLs were consistently
larger than the obtained values. This was assumed to be due
to difficulties in hearing out individual harmonics when the
duration of the sound was short, leading to increased DLs for
the individual harmonics within the complex and resulting in
an underestimate of the precision with which the frequencies
of the individual harmonics were represented at the input to
the central pitch processor. For the 16-ms duration, the
F0DLs predicted from the DLs for the individual harmonics
were not significantly different from the observed F0DLs.
While this seemed to indicate optimal combination of infor-

FIG. 5. Results for experiment V. As Fig. 1, but for tones with a duration of
50 ms.
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mation across frequencies, this interpretation was questioned
by the results of a supplementary pitch-matching experiment.
The pitch-matching experiment showed that the contribution
of the upper-edge harmonic to the residue pitch of the com-
plex was markedly smaller than would be predicted from its
especially small FDL �relative to the FDLs observed for the
other harmonics�.

In summary, the studies by Moore et al. �1984� and
Gockel et al. �2007� indicated that, for the purpose of deriv-
ing the residue of a complex tone, information about the
frequencies of the individual harmonics seemed to be com-
bined optimally for long tone durations, with “supra-
optimal” combination for the 50-ms tones. This differs from
the present study for combination of F0 information across
frequency regions, which showed optimal combination for
short complex tones but sub-optimal combination for long
complex tones �assuming independent noises�. We can think
of two possible reasons for this. The first reason is related to
the differences in the paradigms used in the initial stage of
the experiment where the amount or the precision of infor-
mation on the individual components, which are presented
simultaneously in the second stage of the experiment, was
determined. In the studies by Moore et al. �1984� and Gockel
et al. �2007�, the individual components �harmonics�, whose
FDLs were to be determined, were presented within the re-
mainder of the complex tone. Especially for short durations,
this method might lead to an underestimate of the precision
with which component frequency is represented in the audi-
tory system because it might rely on subjects hearing out the
individual component, whose FDL is measured, from the re-
mainder of the complex. In contrast in the present study, the
individual parts of the combined sound, tones A and B, were
presented alone when performance for F0 discrimination for
the parts was determined. If, in the present study, F0 dis-
crimination performance had been determined for each of the
two tones in the presence of the other tone—that is, in the
PDI paradigm, corresponding to the measurement used in the
initial stage by Moore et al. �1984� and Gockel et al.
�2007�—then predictions for the combined stimulus would
have been lower, and maybe similar to the observed perfor-
mance levels, at least for the 400-ms duration. For the short
duration, the predictions probably would be below the ob-
served performance in the combined condition.

The second reason for the different pattern of results
observed in the present study and those by Moore et al.
�1984� and Gockel et al. �2007� could be related to the dif-
ferences in what exactly was estimated in the initial stage of
the experiment. In the present study, the prediction for per-
formance in F0 discrimination of the combined stimulus was
derived from performance in F0 discrimination of complex
tones, i.e., perception of the same attribute—F0—was mea-
sured in the combined case and in the initial stage of the
experiment. In contrast, in the previous studies, the attributes
measured in the initial stage and in the combined case were
not identical. The initial stage measured FDLs of tones,
while in the combined case, perception of F0 was measured.
The latter could be a higher stage process, using information
from the initial stage. Combination of information at the
same level �present study� might follow different rules/

restrictions from combination of information for a higher
stage process �previous studies�.

Optimal combination of information across frequency
regions, following Eq. �1�, has also been reported by Buell
and Hafter �1991�. They measured sensitivity to ITDs of
low-frequency stimuli. Stimuli consisted of either one, two,
or three sine tones. They found that the observed d� values in
the combined conditions, where two or three sine tones with
identical ITDs were presented simultaneously, were pre-
dicted well assuming optimal combination of ITD informa-
tion across frequency. This was true irrespective of whether
the frequencies in the combined conditions were harmoni-
cally or inharmonically related to each other. Buell and
Hafter �1991� did not specifically investigate the effect of
stimulus duration; they used a short stimulus with a 50 ms
raised-cosine envelope. It is important to point out that the
combination of binaural information across frequency ob-
served by them was optimal assuming independent internal
noises, rather than a common noise as the main factor limit-
ing performance.

In a second experiment, Buell and Hafter �1991� pre-
sented two-frequency complexes, in which one component,
the target, contained the ITD which had to be detected, while
the other component, the interferer, was presented diotically.
This paradigm is analogous to that used in the PDI studies
�Gockel et al., 2004, 2005, 2009a, 2009b; Micheyl and Ox-
enham, 2007� mentioned above. In this paradigm, optimal
combination of information requires assigning zero weight to
the �non-relevant� information arising from the interferer.
Buell and Hafter �1991� found that, for inharmonically re-
lated components, performance in the “combined” conditions
was equal to that observed for targets presented alone, while
for harmonically related components, performance was im-
paired. The finding of unimpaired performance with inhar-
monically related components suggested segregation of the
target and interferer into separate auditory objects based on
�in�harmonicity �Moore et al., 1985b; Hill and Darwin,
1996�. In contrast, with the harmonically related compo-
nents, harmonics seemed to be grouped together and ITD
information from the target and the interferer was combined,
thus lowering performance.

The results of the present study on combination of pitch
information across frequency largely conform with those of
Buell and Hafter �1991� on combination of ITD information
across frequency. When combination of information across
frequency was advantageous, both studies showed optimal
combination across frequency for short stimuli. Longer du-
ration tones were not tested by Buell and Hafter �1991�, so it
is unclear whether ITD information is combined optimally
across frequency for long tones as well. In addition, when
combination of information across frequency was disadvan-
tageous, Buell and Hafter’s �1991� second experiment
showed impaired performance when the tones were harmoni-
cally related, but optimal combination of information across
frequency when the two tones were clearly segregated due to
inharmonicity. Similarly for PDI, Gockel et al. �2004;
2009b� reported that the impairment was markedly reduced
when the difference between the F0s of target and interferer
was increased, leading to clearer segregation of the two com-
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plex tones. While one would expect larger PDI for shorter
stimuli, future studies may show the exact effects of stimulus
duration in the PDI paradigm.

So far in the discussion we have concentrated on predic-
tions for the combined condition that were derived from Eq.
�1�, based on the assumption that the noises that affected F0
discrimination of the complexes in the two frequency regions
were statistically independent. However, as described in the
results sections �III C, IV C, VI C, VII C�, by assuming par-
tial correlation between the noises and optimal combination
of information otherwise, it is possible to estimate correla-
tion coefficients such that the predicted d� values for the
combined condition equal the observed values. The correla-
tion coefficients estimated for experiment V �mean of 0.16�
were markedly smaller than those estimated for the experi-
ments using longer stimulus durations �mean of 0.54 across
experiments I, II, and IV�. While this is a consequence of
performance in the combined condition being closer to opti-
mal �assuming independent noises� for the short than for the
long duration, it means that the assumed component of the
noise that is common to both “channels” decreases relative to
the independent component with decreasing duration.

According to Durlach et al. �1986�, partial correlation
between peripheral internal noises might be caused, for ex-
ample, by respiratory or circulatory processes. It is not obvi-
ous why such a common noise component would decrease
with decreasing duration. On the contrary, one might expect
the relative contribution of a circulatory noise component to
increase with decreasing duration. On the other hand, it
could be that the component of the noise that is independent
across channels decreases with increasing duration, due, for
example, to temporal integration, while the part of the noise
that is common across channels does not decrease. This
could happen if the source of the common noise was located
at a stage of processing after temporal integration. Although
this is possible, it is not obvious what the source of this
“semi-peripheral” noise would be. Alternatively, one could
assume independent peripheral noises and a central noise at
the decision stage that decreases with decreasing duration
due, for example, to memory limitations in the time-
frequency space. The latter description is just another way of
saying that combination of information was more optimal
�assuming independent noises� for the short than for the long
duration. The present data do not allow one to distinguish
between these two descriptions �or combinations thereof�,
but the latter seems more parsimonious.

IX. SUMMARY AND CONCLUSIONS

The combination of F0 information across spectral re-
gions was investigated in five experiments using a 2AFC
task in which subjects had to indicate the stimulus with the
higher pitch. Stimuli were two complex tones, A and B, in
separate frequency regions. Tones A and B were either pre-
sented alone or simultaneously. Performance in the combined
condition was compared to predicted performance, assuming
optimal combination of F0 information across spectral re-
gions. Following signal-detection theory, predictions were
derived based on the performance observed when tones A

and B were presented alone, assuming independent periph-
eral noises for A and B as the limiting factor. The results
showed the following.

�1� When 400-ms tones A and B contained only unresolved
harmonics, were separated in spectral region by one oc-
tave, and were presented monaurally, performance in the
combined condition was poorer than predicted assuming
optimal combination of information �experiment I�. The
relative timing of envelope peaks in tones A and B had
no significant effect on performance in the combined
condition.

�2� When 400-ms tones A and B contained only unresolved
harmonics and were filtered into two contiguous spectral
regions, performance in the combined condition was un-
affected by whether A and B were presented monaurally
or dichotically �experiment II�, and was very similar to
that observed for experiment I, indicating that peripheral
masking was probably not the reason for the observed
sub-optimal performance.

�3� When tones A and B were presented simultaneously but
differed in F0 in both intervals of the 2AFC task �in one
randomly chosen interval the F0 of tone A was in-
creased, while that of tone B was decreased, and in the
other interval it was the other way around�, subjects’
pitch judgments were equally determined by the F0
change in the two spectral regions �experiment III�.
Thus, the nonoptimal combination of information ob-
served in experiments I and II cannot be explained by
subjects “listening” consistently to one specific fre-
quency region.

�4� When 400-ms tones A and B contained at least some
resolved harmonics, performance in the combined con-
dition was poorer than predicted, assuming optimal com-
bination of F0 information across spectral regions �ex-
periment IV�. The ratio of observed to predicted
performance in the combined condition was similar to
that observed in experiments I and II for complex tones
containing only unresolved harmonics, indicating that
the limitation in combination of F0 information across
spectral regions was not limited to unresolved harmonic
complexes.

�5� When the duration of the tones was shortened to 50 ms,
keeping other stimulus parameters similar to those used
in experiment I, observed performance in the combined
condition was not significantly different from that pre-
dicted, assuming optimal combination of information
and independent noises �experiment V�. As for the
longer duration, the relative timing of envelope peaks in
tones A and B had no significant effect on performance
in the combined condition.

Overall, the results indicate that F0 information can be
combined across spectral regions in a optimal way, when the
stimulus duration is short. They may give another example of
the difficulty human listeners have with integrating informa-
tion simultaneously across frequency and time.
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APPENDIX

In this appendix the method for predicting d�c is derived,
assuming partly correlated internal peripheral noises and op-
timal combination of information. Following van Trees
�1968, pp. 96–99� assuming optimal combination of infor-
mation across n Gaussian-distributed random variables �RVs�
leads to the following prediction for d� in the combined con-
dition:

d�c
2 = DTK−1D , �A1�

where d�c is the value of the d� for the combined con-
dition, and DT is the transpose of D, with DT

= ��1 �2 �3 ¯ �n�. The value of each �i specifies the dif-
ference between the expected values of the ith RV, xi, for the
signal distribution and for the noise distribution, and K−1 is
the inverse of the variance-covariance matrix K.

If one assumes that the individual RVs are all statisti-
cally independent, except for the addition of a common noise
variable, R, to each, where R has expected value zero and
variance �R
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where �i is the standard deviation of the ith RV before the
addition of the common noise. For the current case of n=2,
the inverse of K is especially simple with

K−1 =
1

��1
2 + �R

2���2
2 + �R

2� − �R
4 ��2

2 + �R
2 − �R

2

− �R
2 �1

2 + �R
2 � .

�A3�

Substituting into Eq. �A1�, this gives
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Substituting d�A=�1 /	��1
2+�R

2� and d�B=�2 /	��2
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2� into
Eq. �A4� gives
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which simplifies to
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The correlation coefficient r between two random variables
z1 and z2 is defined as the covariance of z1 and z2, divided by
the product of the standard deviations of z1 and z2, so here
we can replace the term �R

2 /	��1
2+�R

2���2
2+�R

2� by r which
gives the final result,

d�c
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1 − r2 �d�A
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Equation �A7� can be rewritten as

r2 − r
2d�Ad�B

d�c
2 +

d�A
2 + d�B

2 − d�c
2

d�c
2 = 0. �A8�

There exist two solutions for r:

r1/2 =
d�Ad�B

d�c
2 � 
�d�Ad�B

d�c
2 �2

−
d�A

2 + d�B
2 − d�c

2

d�c
2 �0.5

.

�A9�

In the present study, only the smaller of the two solutions for
r was used because the objective was to assume the smallest
value of the common noise variable possible that would pre-
dict the d� values in the combined condition.

1It is commonly, and here, assumed that the internal noises in the process-
ing can be represented by Gaussian noises. The use of d� is based on this
assumption.

2Throughout the paper, if appropriate, the Huynh-Feldt correction was ap-
plied to the degrees of freedom �Howell, 1997�. In such cases, the original
degrees of freedom and the corrected significance value are reported.
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This study presents revision, extension, and evaluation of a binaural speech intelligibility model
�Beutelmann, R., and Brand, T. �2006�. J. Acoust. Soc. Am. 120, 331–342� that yields accurate
predictions of speech reception thresholds �SRTs� in the presence of a stationary noise source at
arbitrary azimuths and in different rooms. The modified model is based on an analytical expression
of binaural unmasking for arbitrary input signals and is computationally more efficient, while
maintaining the prediction quality of the original model. An extension for nonstationary interferers
was realized by applying the model to short time frames of the input signals and averaging over the
predicted SRT results. Binaural SRTs from 8 normal-hearing and 12 hearing-impaired subjects,
incorporating all combinations of four rooms, three source setups, and three noise types were
measured and compared to the model’s predictions. Depending on the noise type, the parametric
correlation coefficients between observed and predicted SRTs were 0.80–0.93 for normal-hearing
subjects and 0.59–0.80 for hearing-impaired subjects. The mean absolute prediction error was 3 dB
for the mean normal-hearing data and 4 dB for the individual hearing-impaired data. 70% of the
variance of the SRTs of hearing-impaired subjects could be explained by the model, which is based
only on the audiogram. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3295575�

PACS number�s�: 43.66.Pn, 43.71.An, 43.55.Hy, 43.71.Ky �RYL� Pages: 2479–2497

I. INTRODUCTION

The task of understanding speech in the presence of
other concurrent talkers was termed the “cocktail party prob-
lem” by Cherry �1953�. The cocktail party problem is deter-
mined by several factors, including the location of speech
and interferer sources, room acoustics, the type of interferer,
and a potential hearing impairment of the listener. The ability
to use binaural information in order to segregate the target
signal and the interferer assists in solving the cocktail party
problem. Binaural hearing decreases the signal-to-noise ratio
�SNR� necessary to achieve 50% speech intelligibility in
noise by up to 12 dB �Bronkhorst, 2000�. A comprehensive
model of speech intelligibility in complex situations, which
might help to understand the underlying mechanisms, should
incorporate as many of the involved factors as possible, es-
pecially binaural hearing. Furthermore, such a model could
support diagnostic measurements in audiology and could
serve as a tool for room acoustical planning and evaluation
of binaural hearing-aid and audio algorithms.

Beutelmann and Brand �2006� presented a binaural
model of speech intelligibility, which combined the
equalization-cancellation �EC� model by Durlach �1963�
with the standard speech intelligibility index �SII� �ANSI,
1997� based on the work by vom Hövel �1984�. The model
by Beutelmann and Brand �2006� predicted speech reception
thresholds �SRTs� of sentences in steady state noise very well
for different noise source locations, different room acoustics,
and different degrees of hearing loss. The predictions were
based on the binaural speech and noise signals and individual

audiograms of the subjects. This study presents a revision of
the EC/SII model. The model was mathematically simplified,
which facilitates identifying the role of common binaural
signal parameters in the operation of the model, such as the
interaural cross correlation. The revision also increased the
computational efficiency of the model. Furthermore, the
model was extended for predicting SRTs also for modulated
interferers. In order to evaluate this extension with experi-
mental data, SRTs were measured with normal-hearing and
hearing-impaired subjects in 36 conditions comprising differ-
ent spatial separations of target and interferer, different re-
verberation times, and different interferer modulation depths.
In order to distinguish between the different model versions,
the original model from Beutelmann and Brand �2006� was
abbreviated “EC/SII” model, the revised model was called
binaural speech intelligibility model �BSIM�, and the ex-
tended model for modulated interferers was called short-time
BSIM �stBSIM�.

A. Revision of binaural speech intelligibility model

The original EC/SII model was a straightforward imple-
mentation of the EC principle as a signal-processing front-
end for the SII. It was a purely functional model without
being explicitly related to physiology—a “black box” model
according to the categories of Colburn �1996�. However, in
order to help understanding the mechanisms underlying bin-
aural speech intelligibility at least a link to physiology
should be found on the long term. This means to identify
stages on the physiological pathways that correspond to
stages of the model and to validate intermediate results be-
tween the model stages with empirical data measured at the
corresponding physiological stages. An advantage of the EC/
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SII model was that the EC stage could—in principle—deal
with arbitrary signals, including nonspeech, although the va-
lidity of predictions has only been tested for speech in a
restricted set of conditions so far. The binaural configuration
�i.e., the directions or interaural relations of target and inter-
ferers, as well as room acoustics� did not have to be known
explicitly because the model estimates the optimal equaliza-
tion parameters by maximizing the SNR. Human inaccuracy
was modeled in the EC/SII model with the help of a Monte-
Carlo simulation, which assessed the effect of artificially im-
perfect binaural processing on the final result of the model.
This Monte-Carlo simulation made the EC/SII model proba-
bilistic and was computationally rather inefficient.

After the EC processing, actual waveforms were recon-
structed from the frequency bands because a different fre-
quency band division had to be used for the SII. The EC
stage used overlapping gammatone filters and the SII stan-
dard assumed rectangular frequency bands, which was an-
other limitation of the original EC/SII model. The revision of
the EC/SII, resulting in BSIM, is a first step toward a link to
physiology. The role of binaural signal parameters is re-
vealed in the mathematical description of the model. A sec-
ond aim of the revision is to preserve the independence from
explicit information beyond the input signals and the indi-
vidual audiogram, while making the model deterministic and
improving efficiency by analytical simplification. The calcu-
lation scheme of the SII was adapted to the frequency bands
of the EC stage. This saves the reconstruction procedure after
the EC process and the SNRs can now be computed directly
within the frequency bands without an intermediate step.

B. Extension for modulated interferers

Monaural speech intelligibility in modulated or speech-
like interferers has been investigated in a number of studies:
An early study by Miller and Licklider �1950� investigated
the masking effect of interrupted broadband noise and noise
bursts on speech reception compared to stationary noise.
They found an increase in intelligibility for interrupted noise
compared to stationary noise, which was dependent on the
frequency of interruption and the SNR during the noise
bursts. The largest increase was found for interruption fre-
quencies between 4 and 10 Hz. Other studies have also
shown that there is a decrease in SRT for modulated noises
or for speech maskers compared to stationary noise �Dubno
et al., 2002; Gustafsson and Arlinger, 1994; Festen and
Plomp, 1990; Wagener, 2003�. In theses studies, the SRT
decrease was up to 10 dB, depending on the modulation
frequency, the modulation depth, and the type of modulation
�broadband or frequency-dependent, regular or random�. The
release from masking due to fluctuations in the masker is
significantly lower or absent for hearing-impaired subjects
�Festen and Plomp, 1990; Gustafsson and Arlinger, 1994;
Peters et al., 1998; Wagener and Brand, 2006�, and there is
an additional effect of age which is not related to the hearing
threshold �Dubno et al., 2002; Peters et al., 1998; Festen and
Plomp, 1990�. There is also evidence that linear amplifica-
tion does not restore the release from masking due to fluc-
tuations in the masker �Peters et al., 1998; Gustafsson and

Arlinger, 1994�. Possible reasons for the detriment of
hearing-impaired subjects are reduced temporal resolution
and reduced comodulation masking release �Festen and
Plomp, 1990; Hall et al., 1984; Lorenzi et al., 2009�. How-
ever, the amount of comodulation masking release appears to
be small in the case of speech recognition as opposed to
speech detection �Festen, 1993; Grose and Hall, 1992�. For
diagnostic purposes, fluctuating maskers have the advantage
that hearing-impaired subjects show larger interindividual
differences in modulated noise than in stationary noise
�Wagener and Brand, 2006; Versfeld and Dreschler, 2002;
Smits and Houtgast, 2007�. These interindividual differences
could be used to distinguish between subjects with different
hearing losses although their audiograms may be very simi-
lar.

Other studies have additionally taken effects of binaural
hearing into account. Especially the interaction between the
binaural release from masking and the beneficial effect of
modulated maskers is of interest, for both normal-hearing
and hearing-impaired subjects. Generally, it has been found
that there is a combined benefit of location and modulation
of the masker for normal-hearing subjects, but the individual
effects interact. The difference between the combined effect
and the sum of the single effects depends on the spatial dis-
tribution and number of interferers as well as their degree of
comodulation �Hawley et al., 2004; Peissig and Kollmeier,
1997; Duquesnoy, 1983�. Hearing-impaired subjects gain
little or no benefit from masker fluctuations, even if they can
benefit from binaural release from masking �Bronkhorst and
Plomp, 1992; Duquesnoy, 1983; Peissig and Kollmeier,
1997�.

In some studies �Festen and Plomp, 1990; Peters et al.,
1998; Dubno et al., 2002�, the articulation index �AI� �ANSI,
1969�, a predecessor of the SII �ANSI, 1997�, has been used
to make approximative first order predictions of speech in-
telligibility results. The focus was on an estimation of the
influence of audibility for hearing-impaired subjects, but the
effect of modulated or speechlike maskers was not included
in the modeling. Models that were especially aimed at the
prediction of speech intelligibility in modulated interferers
were presented by Wagener �2003�, Rhebergen and Versfeld
�2005�, and Rhebergen et al. �2006�. Wagener �2003� in-
cluded the noise level dependence of the SRT �Plomp, 1978�
and a context model for phonemes and words in order to
accurately predict the sentence intelligibility of normal-
hearing and hearing-impaired listeners in fluctuating noise.
Rhebergen et al. �2006� extended the SII �ANSI, 1997� for
modulated noises by framewise calculation and subsequent
averaging of the results per frame. The framewise calculation
principle was also used in this study.

The extension of the BSIM is based on the ideas of
Rhebergen and Versfeld �2005�. The BSIM is repeatedly cal-
culated in short time frames, and the resulting SRTs are av-
eraged across all frames. This is a rather simple approach
and does not include frequency band dependent frame
lengths or forward masking �Rhebergen et al., 2006�. These
additions would require fundamental changes in the binaural
part of the model and were thus not considered in this study,
but should be included in future versions of the BSIM, be-

2480 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Beutelmann et al.: Binaural speech intelligibility model



cause they model the frequency dependence and the time
asymmetry of gap detection in fluctuating maskers more ac-
curately.

C. Evaluation of extended model

The predictions of the stBSIM were evaluated with per-
ceptual data. For this purpose, a set of reference data was
measured from 8 normal-hearing and 12 hearing-impaired
subjects. The three factors target-interferer separation, room,
and noise modulation depth were varied across conditions. In
order to facilitate examining the interactions between the fac-
tors, all combinations of factor values �three noise azimuths,
four rooms, and three noise types� were used, resulting in a
total of 36 conditions. The hypotheses were that �1� SRTs
decrease with increasing target-interferer separation due to
increasing binaural release from masking, �2� SRTs decrease
with increasing modulation depth of the noise due to the
beneficial effect of noise fluctuations, �3� the effect of modu-
lation depth decreases with increasing reverberation time due
to temporal smearing of the noise fluctuations by the room
impulse response, and �4� the effects of azimuth and noise
interact especially in combination with room acoustics.

Other factors, such as “informational” masking �Kidd
et al., 2007�, fundamental frequency differences between tar-
get and masker speaker �see Hawley et al., 2004�, or inter-
individual cognitive differences not related to the auditory
periphery, were excluded from this study. Although they are
definitely important in certain situations, they are still very
difficult to model and too complex to be included at the
current state of the model presented here.

II. REVISION AND EXTENSION

A. Fundamental principle of the models

The basic principle of all three binaural speech intelligi-
bility models is displayed in Fig. 1. The model receives the
signals at the left and right ears of the subject as input. In-
dependent masking noises are added to the left and right

noise signals, respectively. These masking noises simulate
internal noise in the auditory system and were adjusted to
model the hearing threshold of each individual subject based
on measured audiograms. Each of the four input signals is
filtered into 30 frequency bands by a gammatone filter bank
�Hohmann, 2002�. The bandwidths and center frequencies
are distributed between 140 Hz and 9 kHz according to the
ERB scale by Glasberg and Moore �1990�. The filtered input
signals are processed by an EC stage �Durlach, 1963� �for a
detailed explanation of the EC principle see Sec. II B�, which
models the binaural release from masking and searches for
the maximal possible SNR with the given interaural differ-
ences of speech and noise in this frequency band. This maxi-
mal SNR is adapted to human binaural processing by artifi-
cial inaccuracies, the “binaural processing errors.” The
frequency-dependent SNRs, which were improved by the EC
stage, serve as input for the monaural SII. The SII includes
an importance weighting of frequencies and transforms the
SNRs into an estimate of speech intelligibility in percent.
Finally, the SRT �the broad-band SNR of the input signals
that results in a speech intelligibility of 50%� is calculated.

The speech and noise signals are processed separately
for a reliable estimate of SNR. The binaural process itself
does not depend on separated speech and noise signals. The
actual speech signal was replaced by a speech-simulating
noise with the same long-term frequency spectrum as the
speech because the intrinsic variance of speech would re-
quire very long signals and/or multiple predictions with dif-
ferent speech signals in order to make the variability of the
predicted SRT independent of the specific speech sample.

B. Revision of the EC/SII model

The input signals xk�t� of the binaural speech intelligi-
bility model �with k� �L ,R� representing the left or right ear,
respectively� are assumed to be a linear superposition,

xk�t� = sk�t� + nk�t� , �1�

of the target speech signals sk�t� and the noise signals nk�t�.
This assumption is valid as long as nonlinearities in the
transmission paths from the sound sources to the ears can be
neglected, which is especially true for natural sound sources
in reverberant rooms or their simulation via head-related
transfer functions. The noise signals are assumed to be a
superposition,

nk�t� = �k�t� + �k�t� , �2�

of the external noise signals �k�t� and internal masking
noises �k�t�. The latter simulate the hearing threshold for the
left and right ears, respectively. The interaural cross-
correlation function of the internal masking noises is as-
sumed to be exactly zero between �L�t� and �R�t�, and so is
the cross-correlation function between �k�t� and each other
input signal. Thus, the internal masking noises cannot be
eliminated by the binaural processing. This is a mathematical
simplification because a physiological source of noise may
actually include a component which is correlated between
the ears.

Left Ear Right Ear

sL

gammatone filter bank

Speech Intelligibility Index

SRT

EC

SNR

EC

SNR

EC

SNR

nL nRsR

++ internal noiseinternal noise

FIG. 1. Schematic diagram of the binaural speech intelligibility model. For
a detailed description, refer to the text. The abbreviations sL and nL denote
the speech and noise signals at the left ear of the subject, respectively, and sR

and nR the same for the right ear. EC stands for the equalization-cancellation
process, which results in estimated SNRs in each frequency band. The
speech intelligibility index transforms the SNRs into a SRT.
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The basic idea of the EC mechanism is to attenuate the
external noise signal, if possible, by destructive interference
between the left and right channels. For this purpose, a re-
sidual signal,

xEC�t� = �xL�t + �� − xR�t� , �3�

is calculated from the input signals by applying an attenua-
tion factor � and a relative time shift � to one of the signals
and subtracting the other signal, thus eliminating signal com-
ponents with amplitude ratio � and time difference �.

Equation �3� is symmetric in the sense that xL�t� and
xR�t� may be swapped, if � is replaced by �−1 and � by −�,
resulting only in a sign change of xEC�t�. This can be ex-
pressed more clearly by symmetrizing Eq. �3�, which gives

xEC�t� = e�/2xL�t + �/2� − e−�/2xR�t − �/2� with � = e�.

�4�

The level equalization factor e�/2 is restricted to positive val-
ues, which represents the assumption that a simple addition
of the left and right channels is impossible. This assumption
was originally made by Durlach �1963� in order to explain
the differences in binaural masking level difference �BMLD�
between a �-phase-shifted pure tone in diotic noise and a
diotic pure tone in �-phase-shifted noise.

For pure tone signal detection, modeling BMLDs usu-
ally only requires a single auditory filter band centered on
the target signal to be examined—contrary to speech recep-
tion, where the bandwidth of the target signal is almost al-
ways larger than a single auditory frequency band. It has
been shown that the binaural system is able to evaluate
frequency-dependent interaural time and level differences
�Akeroyd, 2004; Edmonds and Culling, 2005; Beutelmann
et al., 2009�, suggesting independent binaural processing in
different frequency bands. Within a single auditory filter,
however, it is typically assumed �e.g., Durlach, 1972� that
the interaural parameters of a binaural model may be consid-
ered to be constant. The conclusion for this model is that the
input signals xL�t� and xR�t� are filtered into B narrow audi-
tory frequency bands with center frequencies �b, where b
� �1,B�. The transfer function magnitudes of the auditory
filters are assumed to be negligible beyond a certain band-
width �b around �b. In each frequency band, the SNR is
maximized using an independent EC process with a separate
set of equalization parameters �b=e�b and �b.

The following derivations are performed in the fre-
quency domain and represent the output of one of the B
auditory filters, without loss of generality. In order to avoid
overly complex expressions, the index b was omitted. Upper
case letters represent the filtered spectrum of time domain
signals with respective lower case letters, for example,
XL�	�=H�	�F�xL�t��, etc., where H�	� is the transfer func-
tion of the respective auditory filter and 	 is the angular
frequency.1 The EC process in Eq. �4� expressed in the fre-
quency domain is

XEC�	� = e�/2+i	�/2XL�	� − e−�/2−i	�/2XR�	� . �5�

In EC theory, the signals are assumed to be subject to uncer-
tainties in level and time, expressed by normally distributed
processing errors 
k and �k. These processing errors have

been adapted by vom Hövel �1984� from the concept by
Durlach �1963�. Every quantity derived from the residual
signal,

XEC�	� = e�/2+
L+i	��/2+�L�XL�	�

− e−�/2+
R−i	��/2−�R�XR�	� , �6�

especially the signal intensity I�XEC� �as defined in Eq. �8�,
see below�, is assumed to be the expected value
�I�XEC��
L,
R,�L,�R

of this quantity with respect to the distribu-
tions of the processing errors. The distributions of 
k and �k

have means of zero and standard deviations dependent on the
actual equalization parameters: �
��� and �����.2

Speech intelligibility prediction using SII is based on the
bandwise SNR:

SNR =
�I�SEC��
L,
R,�L,�R

�I�NEC��
L,
R,�L,�R

, �7�

with the intensity I of a band pass signal with center fre-
quency � and bandwidth � defined in the frequency domain
as

I�X� = 	
�−�/2

�+�/2


X�	�
2d	 . �8�

The monaural SNRs at each ear are defined as

ML =
I�SL�
I�NL�

and MR =
I�SR�
I�NR�

, �9�

and the interaural level differences �ILDs� of speech and
noise are defined as

S =
1

2
ln� I�SL�

I�SR�
� and N =

1

2
ln� I�NL�

I�NR�
� , �10�

respectively �except for a scaling factor, they are equivalent
to the ILD in dB�. The normalized cross-correlation function
between the left and right ears for the speech signal is de-
fined as

�S��� =
2�

I�SL�I�SR�
	

�−�/2

�+�/2

SL�	�SR
��	�ei	�d	 �11�

and �N��� is defined analogously for the noise.3 A compre-
hensive derivation, which is carried out in detail in Appendix
A, leads to a closed-form expression for the SNR,

SNR = �MLMR�1/2 e�

2

cosh�� + S� − ���� � Re��S����

e�

2

cosh�� + N� − ���� � Re��N����

�12�

where Re��� denotes the real part of �, and � denotes the
convolution. Both interaural cross-correlation functions are
smoothed by convolution with a Gaussian window,

���� =
1

��
2�

e−�1/2��2��
−2

, �13�

whose width is defined by the standard deviation of the time
processing errors ��=��

2. Note that this is equivalent to a
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low-pass filter in the frequency domain �with a likewise
Gaussian transfer function�.

The aim of the EC process is to maximize the SNR
given in Eq. �12�. It can be easily shown by expanding the
cosh functions that the SNR converges to the left monaural
SNR ML as � goes to positive infinity and that the SNR
converges to the right monaural SNR MR as � goes to nega-
tive infinity. This means that the case of “better ear listen-
ing,” that is, the case where the optimal strategy would be
using only the signal at the ear with the favorable SNR, is
implicitly included in Eq. �12�. However, depending on the
properties of the input signals, the parameters � and � can be
used to achieve an additional benefit exceeding the “better
ear” SNR, that is, a true binaural release from masking. Gal-
lun et al. �2007� found that it may not always be possible to
only listen to the ear with the monaurally favorable SNR due
to auditory grouping of ipsi- and contralateral signals or due
to limited processing resources of the subject. These factors
are not yet included in the BSIM, as they are primarily an
issue of informational masking.

Since the cosh function is symmetric with a minimum
value of 1 at zero in the argument, and because the absolute
value of the cross-correlation terms �even after convolution
with the normalized smoothing window� is always equal to
or less than 1, the fraction in Eq. �12� is always equal to or
greater than zero. Equality is only achieved, if �
 is zero and
�S��� is 1 for a certain value of �. Otherwise, both numerator
and denominator are always finite, so that only a finite ben-
efit compared to the better ear SNR can be achieved. This
corresponds to the purpose of the processing errors, that is,
to restrict the performance of the EC process by preventing
perfect cancellation of the noise signal. The internal masking
noise �k�t� is another reason why the noise signal cannot be
canceled out perfectly. Given that the internal masking
noises �k�t� are independent of each other and that �N��� is
the interaural cross correlation of the sum of the noise signals
nk�t� and the internal masking noises �k�t�, �N��� can never
exactly be equal to 1 or �1. Details about the internal noise
are specified in Sec. II A and further discussion of the pa-
rameters and their meaning can be found in Sec. IV A.

C. Implementation of BSIM

The practical implementation of the BSIM involved
some aspects which are important to mention, because they
concern essential parts of the model or contributed consider-
ably to the reduction of computation time. These modifica-
tions of the original “EC/SII” model �Beutelmann and Brand,
2006� include a new frequency band scheme for the SII, the
way how the internal threshold noise is included, and the
search method for the optimal SNR in each band.

The number and bandwidth of the SII calculation bands
were adapted to the gammatone filter bank �Hohmann, 2002�
which was used to divide the input signals into auditory fre-
quency bands. The basic calculation procedure of the SII was
not changed. Only the band importance functions had to be
adapted to the new center frequencies. Although this implies
a deviation from the standard SII, it was considered to be
more accurate than using a different filter bank for the bin-

aural part of the model or interpolating the output SNR of the
binaural part to one of the standard frequency schemes. Be-
cause the transfer function relating SII to percent intelligibil-
ity is dependent on the speech material and type of presen-
tation, the SII corresponding to 50% intelligibility at the SRT
needed to be normalized to a reference condition. The re-
vised model’s modified SII procedure was normalized to the
monaural presentation of the original Oldenburg Sentence
Test in noise �see Sec. III A 1� at 65 dB sound pressure level
�SPL�, which yields a SII of 0.2 at the reference SRT of �7.1
dB SNR �Wagener et al., 1999c�. This differed from the pro-
cedure of Beutelmann and Brand �2006�, which was normal-
ized to a quasidiotic anechoic condition, in which both
speech and noise came from the front.

The hearing threshold was simulated by adding a pair of
constant intensity values corresponding to 1 dB above the
hearing level to the noise intensities used for the calculation
of N and the normalization of �N in each frequency band.
This replaced the actual internal noise signals that were
added to the external noise signals in the original model of
Beutelmann and Brand �2006�. Those internal noise signals
were spectrally shaped in such a way that the noise energy in
an auditory filter band was 4 dB above the energy of a pure
tone at the band center frequency with the respective hearing
level at that frequency �see Breebaart et al., 2001�. The
threshold criterion of 1 dB instead of 4 dB was chosen be-
cause it provided a better correlation between the predicted
and the observed SRTs of the reference data from Beutel-
mann and Brand �2006�.4 A summary comparison of the pre-
dictions by the EC/SII model, BSIM, and stBSIM for the
reference data from Beutelmann and Brand �2006� can be
found in Appendix B and Table IV.

The optimal � in Eq. �12�, that is, the � leading to the
best SNR for a given �, can be calculated analytically if the
error variances are both set to zero. The optimal � is searched
for each band independently by calculating the interaural
cross-correlation functions in Eq. �12� with a two step pro-
cedure. First, a coarse estimate is calculated with the help of
a fast Fourier transform of the whole input signal �BSIM� or
the current frame �stBSIM�. This estimate is restricted to �
values at integer multiples of the sample period. Intersample
interpolation was achieved by quadratic approximation at the
maximum of Eq. �12� with respect to �. The overall range of
� values was restricted to �10 ms in order to avoid numeri-
cal errors due to the finite length of the signal samples.

D. Extension of BSIM for modulated noises

The “EC/SII” model Beutelmann and Brand �2006� used
long signals �between 1 and 3 s, i.e., about the length of a
test sentence, see Sec. III A 1� to calculate a single SRT with
a single set of EC parameters. This has the advantage that the
result is not dependent on the �residual� signal statistics of
the stationary interferer and that the EC parameters can be
estimated very reliably if the binaural parameters of the input
signals are constant. For modulated interferers, however, the
SNR and hence potentially also the choice of optimal EC
parameters vary over time. Thus, the signal level statistics
need to be considered explicitly. In a first approach, we
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therefore applied BSIM to short-time frames of the input
signals and averaged across the framewise SRTs in order to
obtain the final SRT prediction. Rhebergen and Versfeld
�2005� showed that this approach is sufficient for good pre-
dictions of monaural SRT data in modulated noise, even with
a fixed frame length across all frequency bands. A frame
length of 1024 samples at 44 100 Hz sampling rate was used
with a Hann window and a frame shift of half the frame
length. Considering that the equivalent rectangular duration
of a Hann window is only half of its full length, the effective
frame length of this model is about 12 ms, which is close to
the best fitting frequency-independent frame length found by
Rhebergen and Versfeld �2005�. The extended model is
called stBSIM in the following. It is rather a proof of concept
than an elaborate model for the combination of binaural
speech intelligibility and fluctuating noise and may be re-
fined with knowledge from monaural models �Rhebergen
et al., 2006; Plomp, 1978� in future studies. In this study, the
masker was only �diotically� modulated in its envelope, but
for nonstationary binaural cues, the EC part of the stBSIM
will most likely need an additional time window with a
length in the order of 100 ms simulating binaural “sluggish-
ness” in future versions �see Culling and Summerfield, 1998;
Culling and Colburn, 2000; Kollmeier and Gilkey, 1990�.

III. EVALUATION WITH MODULATED INTERFERER

A. Methods

1. Sentence test procedure

The speech intelligibility measurements were carried out
using the HörTech Oldenburg Measurement Applications
�OMA�, version 1.2. As speech material, the Oldenburg Sen-
tence Test in noise �Wagener et al., 1999a, 1999b, 1999c�
convolved with room impulse responses was used. Except
for the convolution with binaural room impulse responses,
the signals complied with the commercial version. Each sen-
tence of the Oldenburg Sentence Test consists of five words
with the syntactic structure “name verb numeral adjective
object.” For each part of the sentence, ten alternatives are
available, each of which occurs exactly twice in a list of 20
sentences, but in random combination. This results in syntac-
tically correct but semantically unpredictable sentences. The
subjects’ task was to repeat each word they recognized after
each sentence as closely as possible. The subjects’ responses
were analyzed using word scoring. An instructor marked the
correctly repeated words on a touch screen display connected
to a computer, which adaptively adjusted the speech level
after each sentence to measure the SRT level of 50% intelli-
gibility. The step size of each level change depended on the
number of correctly repeated words of the previous sentence
and on a “convergence factor” that decreased exponentially
after each reversal of presentation level. The intelligibility
function was represented by the logistic function, which was
fitted to the data using a maximum-likelihood method. The
details of this procedure have been published by Brand and
Kollmeier �2002� �A1 procedure�. A test list of 20 sentences
was selected from 45 such lists to obtain each observed SRT
value. Two sentence lists with 20 sentences each were pre-
sented to the subjects prior to each measurement session for

training purposes. At the beginning of the first session, three
training lists were presented to each subject. The test lists
were balanced across subjects and conditions, and all mea-
surements except for the training lists were performed in
random order.

The noise signals used in the speech tests will be de-
scribed in detail in Sec. III A 2. The noise token, with its
starting point randomly selected within the whole noise sig-
nal, was presented simultaneously with the sentences. It
started 500 ms before and stopped 500 ms after each sen-
tence, including 50 ms Hann ramps at onset and offset. The
noise level was kept fixed at 65 dB SPL for the normal-
hearing subjects. For the hearing-impaired subjects, the noise
levels were adjusted to their individual hearing loss. The
noise level was first set to 55 dB SPL plus half the individual
hearing loss averaged across 500 Hz and 4 kHz �in steps of 5
dB�. No level was set lower than 65 dB SPL or higher than
85 dB SPL. The subjects were asked whether the level was
uncomfortably loud during the first training sentence and the
noise level was decreased in steps of 5 dB until a comfort-
able level was reached if necessary.

The headphones �Sennheiser HDA 200� were free-field
equalized according to international standard �ISO/DIS 389-
8�, using a finite impulse response filter with 801 coeffi-
cients. The measurement setup was calibrated to dB SPL
using a Brüel & Kjær �B&K� 4153 artificial ear, a B&K 4134
1/2 in. microphone, a B&K 2669 preamplifier, and a B&K
2610 measuring amplifier.

2. Interferer noises

Three different noise types were used in the measure-
ments: stationary speech-shaped noise �“stationary”�, 20-
talker babble noise �“babble”�, and a single-talker modulated
noise �“single-talker”�. As stationary speech-shaped noise,
the original noise from the Oldenburg Sentence Test was
used. It has been generated by randomly superimposing the
speech material waveforms of the sentence test. Therefore,
the long-term spectrum of this noise is very close to the
mean long-term spectrum of the speech material. The multi-
talker babble noise was taken from the Auditec CD
”CD101RW2” �Auditec, 2006� and is a mixture of 20 speak-
ers simultaneously reading different passages. The single-
talker modulated noise is based on the ”ICRA5” noise
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FIG. 2. Long-term frequency spectra of the interferer noises �stationary:
solid line; babble: dashed line; single-talker: dotted line� used in this study.
The overall level was identical for all three noises.
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�Dreschler et al., 2001�, which has been created to eliminate
intelligibility and fundamental frequency of the speaker as
far as possible while preserving the modulation features of a
single speaker in multiple frequency bands. The speech
pause durations in this noise have been limited to 250 ms
�Wagener and Brand, 2006�. The long-term spectra of sta-
tionary noise and the single-talker noise are similar, as
shown in Fig. 2, but the babble noise was attenuated by
about 16 dB at frequencies higher than 5 kHz with a slope of
about 5 dB/oct between 500 Hz and 5 kHz. Although this
was originally due to a missing headphone equalization, it
was kept because this was a way to test the model with
substantially differing speech and noise spectra. The modu-
lation spectra of the three noises, dependent on the room
condition, are shown in Fig. 3. The modulation spectra were
generated by calculating the Hilbert envelope of the signal,
dividing the envelope by its mean, and filtering the result in
octave bands between 0.5 and 32 Hz center frequencies. The
power within each band is displayed as the modulation depth
of the respective band.

3. Rooms and setups

Room acoustics and sound source locations were real-
ized using virtual acoustics over headphones. The stimuli
were prepared by convolving the original sentence material
as well as the noise signals with binaural room impulse re-
sponses, which had been calculated using the ODEON soft-
ware, Version 8.0 �Christensen, 2005�. Four simulated rooms
were used for the measurements: an anechoic room, a listen-
ing room �7.8�5�3 m3, approximately 115 m3�, a typical
classroom �9.7�6.9�3.2 m3, approximately 210 m3�, and
a church �outer dimensions: 63�32�22 m3, approximately
22.000 m3�. The listening room was designed according to
IEC 268-13 �IEC, 1985�. The church was a model of
Grundtvig’s Church in Copenhagen. Table I lists basic room
acoustic parameters5 of the three realistic �i.e., nonanechoic�
rooms. The spatial setups used in the experiments included
two different distances �3 and 6 m� between speech source
and subject. The parameters shown in Table I were calcu-
lated for these two distances.

In each room, three different spatial setups were used:
S0N0 �i.e., the speech source at 0° and the noise source at
0°�, S0N105, and S0N−45. The configurations are shown in
Fig. 4. In the S0N−45 situation in each room �except for the
anechoic case�, the subject was positioned very close to a
wall opposite to the noise source, as illustrated in Fig. 4. This
was done to include the potentially disturbing effect of the
direct reflections from the wall in this situation. �Beutelmann
and Brand, 2006� showed that a reflecting surface close to

�

�

� �

�

� �

�

� �

�

� �

��




�

�

�

�

�

� � � �

� � �

� � � � � � �

� �

�

�

� � � � � � � �  �

�

�

� �

�

� �

�

� �

�

� �

��




�

�

�

�

�

�

�

!

� " � # � �

$

� � �

!

� � % � � & ' � � � ( )

* +

,

�

�

�

!

� �

�

� - �

� �

�

�

� � � � � � � �  �

�

�

' � �

�

�

!

�

!

� �

� � � (

# � # # � �

�

�

� - � �

.

!

� � / � �

FIG. 3. Modulation octave band spectra for the three interferer noises �sta-
tionary: solid line; babble: dashed line; single-talker: dotted line� used in this
study in each of the rooms. The room is denoted in the top left corner of the
panel.

TABLE I. Basic room acoustic parameters of the three realistic �nonanechoic� rooms used in the measurements
for two distances �3 and 6 m� between the speech source and an omnidirectional receiver at the subjects’
position. The listed parameters5 are the reverberation time �T30�, the early decay time �EDT�, the “clarity”
�C80�, the “definition” �D50�, and the STI. All values are averages across octave bands from 63 Hz to 8 kHz
calculated by the ODEON software. The STI values only include the reduction in the modulation transfer function
due to room acoustics but not due the noise interferers used in this study.

Room
Distance

�m�
T30

�s�
EDT
�s�

C80
�dB� D50 STI

Listening room 3 0.40 0.35 13.2 0.88 0.81
6 0.40 0.41 11.4 0.82 0.77

Classroom 3 0.94 0.48 10.1 0.83 0.77
6 0.92 0.62 8.1 0.77 0.72

Church 3 8.78 7.38 2.8 0.57 0.60
6 8.69 7.91 0.9 0.48 0.52

FIG. 4. Speech and noise source locations in the three setups used in the
measurements. In the third setup, the subject was always placed very close
to a wall at the right side.
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the listener may increase the SRT significantly in certain spa-
tial configurations because the reflection creates a secondary
virtual noise source.

4. Subjects

A total of 8 normal-hearing and 12 hearing-impaired
subjects participated in the measurements. The age of the
normal-hearing subjects ranged from 25 to 31 years �median:
26.5 years� and the age of the hearing-impaired subjects
ranged from 36 to 80 years �median: 67 years�. None of the
hearing levels of the normal-hearing subjects exceeded 10
dB hearing loss �HL� at audiometric frequencies between
125 Hz and 8 kHz, inclusive. All hearing-impaired subjects
had mostly symmetrical hearing losses �the maximal differ-
ence of pure tone average as reported in Table II was below
15 dB�. Thus, only the means of the left and right ears are
shown in Fig. 5. Eight of the hearing-impaired subjects had
similar, moderately sloping hearing losses, as summarized in
the left panel of Fig. 5. The remaining four subjects had
various shapes and degrees of hearing loss, which are shown
for each individual subject in the right panel of Fig. 5. The
measurement and prediction data of all subjects are reported
in Sec. III B. However, only the data of the matched group in
the left panel of Fig. 5 were included in the subsequent sta-
tistical analyses. Table II lists the pure tone averages and the
individually adjusted noise levels �see Sec. III A 1� used in
the measurements. The frequencies for the calculation of the
pure tone averages �PTAs� have been chosen according to
the principal component analysis of audiograms by
Smoorenburg �1992�. They were 125, 250, 500, and 750 Hz
for the low-frequency component, 1, 1.5, 2, and 3 kHz for
the midfrequency component, and 4, 6, and 8 kHz for the
high-frequency component. All subjects were paid for their
participation.

5. Statistical analysis

The statistical significance of the measured effects was
analyzed by means of multiway analyses of variance �ANO-
VAs� of the observed SRTs. For the normal-hearing subjects,
the ANOVA was calculated with the three factors azimuth
�three levels�, room type �four levels�, and noise type �three
levels�. A second ANOVA was calculated from the combined
data of normal-hearing subjects and the matched group of
hearing-impaired subjects with an additional factor hearing
impairment �two levels, normal-hearing and hearing-
impaired�. The significance level was set to 5%. Posthoc
pairwise comparisons were performed using Scheffé’s proce-
dure �Scheffé, 1963� for contrasts between all combinations
of factor levels.

TABLE II. Summary of hearing losses of the hearing-impaired subjects and individual noise levels that were
used in the SRT measurements. The PTAs are the mean hearing thresholds in dB HL across the audiometric
frequencies from 125 to 750 Hz �PTA low�, from 1 to 3 kHz �PTA mid�, and from 4 to 8 kHz �PTA high�. The
subjects are grouped by similarity of their hearing losses.

Group Subject

Left ear Right ear
Noise level
�dB SPL�PTA low PTA mid PTA high PTA low PTA mid PTA high

Low 1 8 13 20 10 12 27 70

Matched 2 6 29 63 10 35 63 70
3 15 49 85 17 49 73 80
4 34 49 67 24 49 68 75
5 26 46 62 28 48 67 75
6 33 51 62 34 55 62 75
7 18 52 57 22 45 55 70
8 33 53 57 30 48 45 70
9 43 60 68 29 53 65 75

High 10 53 59 77 55 63 73 80
11 64 50 37 53 53 38 80
12 58 61 70 66 66 60 85
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FIG. 5. Pure tone audiograms of the hearing-impaired subjects. All hearing
losses were symmetrical, thus only the means of left and right ears are
shown. The box plot in the left panel summarizes the audiograms of eight
subjects with very similar hearing losses. The right panel shows the indi-
vidual audiograms of the remaining four subjects. Only the data of the
subjects in the left panel were included in the later statistical analyses. The
box plots include the median �center line�, the upper and lower quartiles
�upper and lower box limits�, and the extreme value within 1.5-times the
interquartile range above of below the quartiles �whiskers�. Outliers �i.e.,
values above or below the whiskers� are marked by a circle.
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B. Results and discussion

1. Normal-hearing subjects

The top row of Fig. 6 shows the observed SRTs of the
normal-hearing subjects. A three-way ANOVA of the normal-
hearing subjects’ data �as described in Sec. III A 5� found a
significant main effect of azimuth �p�0.0001�, indicating
that an overall spatial release from masking was present.
Posthoc contrasts �significance level p�0.05� showed that
the spatial release from masking was larger in the 105° con-
dition than in the �45° condition. This effect is most pro-
nounced in the anechoic condition, where no wall reflection
is present. This meets the expectation that the spatial release
from masking increases with increasing spatial separation
between speech and noise source. A significant main effect of
room type was also found �p�0.0001�, with a rank order
from low to high SRTs of anechoic, classroom, listening
room and church. The rank order of listening room and class-
room is remarkable, because all room acoustical measures in
Table I suggest a better speech intelligibility in the listening
room than in the classroom. The main effect of noise type
was likewise significant �p�0.0001�, with the single-talker
noise yielding the lowest SRTs, followed by babble noise,
and stationary noise yielding the highest SRTs. This indicates
that speech intelligibility was positively correlated with the
modulation depth of the interferer noise in this study.

The room type has an influence on the spatial release
from masking, indicated by a significant interaction between
the factors azimuth and room type �p�0.0001�. The spatial
release from masking is generally reduced in the three rever-
berant rooms �listening room, classroom, and church� with
respect to the anechoic conditions. A significant interaction
was found between the factors room and noise type �p
�0.0001�. This is mainly due to the fact that the difference
between babble and single-talker noise is nonsignificant in
the church condition, which can be attributed to the long
reverberation that reduces the modulation depth of the
single-talker noise, thus making it less beneficial to the sub-
ject. Although the SRT at 0° for babble noise in anechoic
conditions �upper left panel in Fig. 6� stands out noticeably
against the other noise types, this is not a significant effect. A
possible reason for the apparent trend has not been found.
The interaction between the factors azimuth and noise type
was also found to be significant �p�0.0001�. The difference
between the �45° conditions and the 105° conditions that
occurs in the main effect of azimuth is significant only for
babble and single-talker noise.

2. Hearing-impaired subjects

The observed SRTs of the hearing-impaired subjects are
shown in Fig. 6 in the middle and bottom rows. The middle
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row shows box plots of the matched group data �as described
in Sec. III A 4� and the bottom row shows individual data
from the other four hearing-impaired subjects. A four-way
ANOVA of the combined data of normal-hearing and
matched group subjects found a significant main effect of
group �p�0.0001�, that is, the hearing-impaired subjects
generally had higher SRTs than the normal-hearing subjects.
All other main effects and their respective posthoc contrasts
are consistent with the analysis of the normal-hearing sub-
jects’ data, except for a nonsignificant overall difference be-
tween the SRTs for stationary noise and in babble noise. The
latter fact appears to be due to an interaction between the
group and noise type factors. Hearing-impaired subjects ben-
efit much less from a large masker modulation depth than
normal-hearing subjects, which is reflected in the results of
the statistical analysis: No significant difference was found
for the hearing-impaired subjects between SRTs in stationary
and in single-talker noise, while the SRTs in babble noise are
significantly higher. This is remarkable but can be explained
by the different long-term spectra of stationary and single-
talker noise, on the one hand, and babble noise, on the other
hand. The babble noise has a low-pass characteristic com-
pared to the other two noise types and thus caused a rela-
tively low SNR in the low-frequency range and a relatively
high SNR in the high-frequency range. Subjects with a high-
frequency hearing loss have to use the information transmit-

ted in the low-frequency range and benefit less from the high
SNR in the high-frequency range than the normal-hearing
subjects. A comparison between two of the individually dis-
played subjects �bottom row of Fig. 6 and right panel of Fig.
5� shows high SRTs in babble noise for high-frequency
dominated hearing loss �square symbols� and low SRTs in
babble noise for low-frequency dominated hearing loss �dia-
mond symbols�. The hearing-impaired subjects benefit less
from spatial release from masking than the normal-hearing
subjects, as indicated by a significant interaction between the
factors azimuth and group �p�0.0001�. This is especially
noticeable in the anechoic conditions, where normal-hearing
subjects have the largest benefit due to spatial release from
masking compared to the other room conditions, while a pro-
nounced difference between the room conditions is not
present in the hearing-impaired subjects’ data.

3. Model predictions

The model predictions are shown in Fig. 7 analogously
to Fig. 6. The correlation between the observed data and
predictions of stBSIM and BSIM are shown in Fig. 8 and
summarized in Table III. The prediction quality was mainly
analyzed by means of two parameters: first, the squared cor-
relation coefficient R2 �coefficient of determination�, an esti-
mator for the fraction of the observed variance that can be
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explained by the model, and second, the bias, that is, the
mean of the signed prediction error �difference between pre-
dicted and observed SRTs�. The overall R2 is 0.78 and the
overall bias is �3.4 dB, that is, the predicted SRTs are lower
than the observed SRTs. The overall standard deviation of
the prediction error is 3.0 dB. We did not compensate for the
overall bias �which would be possible by simply shifting the
predicted SRTs�, because this would be inconsistent with the
prediction of monaural SRTs and with the data of Beutel-
mann and Brand �2006�. Comparing Fig. 7 with Fig. 6 gen-
erally shows a good agreement between predictions and ob-
servations, with only few noticeable deviations. The effect of
noise type is well predicted for the difference between
single-talker and stationary noise. However, all predicted
SRTs for babble noise are too low �see Table III, bias of
babble noise�. This might be due to the spectral difference
between babble noise and speech, and is probably a short-

coming of the SII rather than the EC part of the model,
because the frequency band weighting of the SII is linear and
does not include correlations between adjacent or synergistic
effects between remote frequency bands. The overall effect
of hearing loss is predicted well, except for the outliers in
Fig. 6 �middle row�. This might indicate a hearing impair-
ment which is not well described only by the audiogram,
such as a reduced sensitivity to temporal fine structure
�Lorenzi et al., 2009�. The effect of noise azimuth is also
well predicted, except for a constant bias for different azi-
muth values given in Table III. The first two rows of Fig. 8
present the same observed data and predictions using BSIM
�top row� and using stBSIM �second row� for the respective
conditions. The results of BSIM and stBSIM match closely,
if the noise is not modulated. Figure 8 also shows that the
prediction error is relatively homogeneously distributed
within the different conditions and similarly across condi-
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FIG. 8. Scatter plots of observed SRTs against predicted SRTs. Each panel contains the data of a combination of room �column, label on top� and noise type
�row, label at the right�. The top row shows predictions with BSIM, and all other rows with stBSIM. The data from normal-hearing subjects are plotted with
filled symbols and the data from hearing-impaired subjects with open symbols. The noise azimuths are indicated by symbol type �circle: 0°, left-pointing
triangle: �45°, right-pointing triangle: 105°�. Within each panel, the squared correlation coefficient R2 �coefficient of determination� and the bias �mean
difference between predicted and observed SRTs� are specified in the lower right corner. The dashed lines mark identity between predictions and observations.
The solid lines are lines of unity slope, which were least-squares fitted to the data in the panel. Their offset from the identity line is equal to the bias.
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tions. This holds especially for the widespread individual
observed SRTs of the normal-hearing subjects. This variance
is apparently not related to the audiogram and consequently
it is not predicted by the model. The prediction errors of the
hearing-impaired subjects are similarly distributed, except
for the most severe hearing losses. Possibly, the remaining
variance is not related to the hearing threshold, but to other
factors such as age, suprathreshold deficits, or central pro-
cessing disorders.

IV. GENERAL DISCUSSION

A. BSIM

The BSIM is a complete revision of the EC/SII model
presented in Beutelmann and Brand �2006�. The EC/SII
model combined a gammatone filter bank, an independent
EC process in each frequency band, a resynthesis of the filter
bands into broadband waveforms �speech and noise�, and the
SII. The EC/SII model was implemented in a straightforward
way as a signal-processing device and provided good predic-
tions of binaural speech intelligibility in spatial noise condi-
tions including different room acoustics �Beutelmann and
Brand, 2006�. However, this approach was rather technical
and disguised some of the underlying principles of binaural
modeling. For example, the binaural processing errors,
which were used to adjust the EC stage to match imperfect
human binaural processing, were implemented using Monte-
Carlo simulations. This stochastic approach made it difficult
to interpret the binaural processing errors in psychoacousti-
cal terms such as temporal resolution or representation of
intensity. A further disadvantage of this stochastic approach
is that slightly different results were obtained each time the
model was run for the same input condition. On a rather
technical level, another disadvantage was that the numerical
search for optimal equalization parameters, the Monte-Carlo
simulation, and the resynthesis were extremely time consum-

ing, making the model hardly useful for practical applica-
tions, such as online evaluation of room acoustical simula-
tions.

The analytical revision of the EC/SII model resulted in
the BSIM presented here. It eliminated the above-mentioned
disadvantages and combined technical improvement with a
much more obvious relation to psychoacoustics. BSIM pre-
dicts the data used for validation of the EC/SII model �Beu-
telmann and Brand, 2006� at least as well as the original
model and still remains independent of explicit a priori
knowledge of parameters other than the speech and noise
signals and the individual hearing threshold. The optimal
equalization parameters �� and �� leading to the maximal
SNR at the output of the model are automatically estimated
from the input signals. Equation �12� directly relates the es-
timated SNR to interaural parameters calculated from the
signals �i.e., the interaural level differences of speech and
noise, S and N, and the interaural cross-correlation func-
tions of speech and noise, �S��� and �N����. Numerator and
denominator of Eq. �12� each comprise separate parts for the
influence of level differences �the cosh term� and time dif-
ferences �the convolution of �����Re������� on the SNR. If
the interaural level difference of speech or noise is large, the
cosh term dominates the result of Eq. �12�. This includes the
limit case of better ear listening �i.e., using only one ear, if
the SNR at this ear is favorable�, for which � approaches
positive or negative infinity. The �-dependent term becomes
important, if either cosh term results in a value close to 1,
that is, if the interaural level difference  is equalized by an
opposite �. In this case, the SNR strongly depends on ����.
The interaural cross-correlation function ���� includes both
deterministic decorrelation due to interaural time differences
and stochastic decorrelation due to, for example, reverbera-
tion. The weighting between the level- and time-dependent
terms as well as the maximally achievable SNR with per-
fectly correlated input signals is controlled by the binaural

error terms. The gain error �e�

2
� controls the overall balance

TABLE III. Squared correlation coefficient R2 �coefficient of determination� and bias �mean difference� be-
tween predicted and observed SRTs pooled by different factors. R2 indicates the fraction of explained variance
within each factor and differences of the bias between factors represents discrepancies of the prediction between
the factors �see text for details�. In addition to the total set of data, the values are specified for the normal-
hearing and the matched hearing-impaired subject groups.

Subject group All NH Matched HI

Pooled by R2
Bias
�dB� R2

Bias
�dB� R2

Bias
�dB�

Room Anechoic 0.89 �0.9 0.85 0.0 0.61 �1.1
Listening room 0.78 �4.3 0.57 �3.6 0.29 �4.7

Classroom 0.78 �3.2 0.58 �2.7 0.31 �3.2
Church 0.82 �5.4 0.64 �4.1 0.25 �6.2

Azimuth 0° 0.68 �3.8 0.51 �3.2 0.22 �4.0
105° 0.83 �3.1 0.68 �2.1 0.30 �3.4
�45° 0.76 �3.4 0.65 �2.5 0.27 �4.1

Noise type Stationary 0.65 �2.4 0.65 �1.8 0.13 �2.7
Babble 0.84 �5.1 0.74 �4.7 0.33 �5.3

Single-talker 0.86 �2.8 0.83 �1.3 0.36 �3.4
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between the level- and time-dependent terms. The delay er-

ror �e−	2��
2
� reduces the influence of the interaural cross cor-

relation on the SNR at high frequencies, which can be inter-
preted as a very simple model of the decreasing phase
coherence on the auditory nerve toward high frequencies
�Johnson, 1980�. This is in line with similar low-pass filters
in more physiological models �Dau et al., 1996; Heinz et al.,
2001� and with the fact that BMLDs decrease with increas-
ing target tone frequency �Hirsh and Burgeat, 1958�. The
binaural processing error variances ��


2 and ��
2� have been

taken from vom Hövel �1984�, who derived them from pre-
dictions of pure tone BMLD data �Langford and Jeffress,
1964; Blodgett et al., 1962; Egan, 1965�. The analytic ex-
pressions for the binaural processing errors replaced the
Monte-Carlo simulation and made the model completely de-
terministic.

In literature �Durlach, 1963, 1972; Sieben, 1979�, ex-
pressions similar to Eq. �12� have already been derived, but
mostly for certain binaural configurations and limited to
tonal target signals, while the mathematical prerequisites for
Eq. �12� are less restricted. Equation �12� can be transformed
into the expression that Durlach �1963� derived for the “EC
factor” f j �Eq. �6� on p. 1210 in Durlach, 1963�, because they
are based on the same principle. For this purpose, the target
signal is assumed to be a pure tone and the noise signal to be
white Gaussian noise passed through an auditory filter cen-
tered at the target signal frequency. Both target and noise
signals have time-invariant �but not necessarily equal� ILDs
and ITDs, and � and � are set to equalize the ILD and ITD of
the noise signal. Although the amplitude errors are expressed

in a different form in this paper �e�

2
=1.03� and by Durlach

�1963� �1+�

2=1.06�, their values are very similar and 1

+�

2 can be regarded as the first order series approximation

of e�

2
.

The SII was used with a modified frequency band
scheme in order to align the center frequencies of the gam-
matone filter bank and of the SII bands. Although this was a
deviation from the standard, the gammatone filters are a bet-
ter representation of auditory filters than the rectangular fil-
ters assumed in the SII standard. The results of this study
indicate that this modification is feasible.

The improved efficiency of the BSIM compared to the
EC/SII model reduced the computing time for a SRT from
minutes to seconds so that the model is now usable for prac-
tical applications beyond scientific interest.6 It also made the
development of stBSIM possible, which needs to calculate
the model multiple times for a single SRT.

The two model stages, EC and SII, operate separately.
First, the EC stage calculates the improved SNR, and then
the SII determines the speech intelligibility. Culling et al.
�2004� measured the amount of binaural unmasking for pure
tones in noise in different spatial configurations of target and
interferer sources and at different target frequencies. They
then used the results to successfully predict the increase of
speech intelligibility in speech-shaped noise in the same spa-
tial configuration by calculating the expected SNR increase
from the binaural masking level differences. Therefore, the
EC front end might in theory be replaced by other models of

BMLD �e.g., Breebaart et al., 2001; Osman, 1971; Zerbs,
2000; Nitschmann and Verhey, 2007�. The speech intelligi-
bility prediction back-end might be replaced by another
speech intelligibility predictor, for example, the speech trans-
mission index �STI� �IEC, 1998; van Wijngaarden and Drul-
lman, 2008�, the speech recognition sensitivity �SRS�
�Müsch and Buus, 2001�, or speech intelligibility prediction
based on automatic speech recognition �Holube and Koll-
meier, 1996�. A combination of the binaural model by Zerbs
�2000� and the �monaural� speech intelligibility model by
Holube and Kollmeier �1996�, similar to the speech intelligi-
bility model by Jürgens et al. �2008�, could thus be a future
step toward a more physiologically oriented model. Both are
based on the same auditory preprocessing model, and the
binaural part of the model by Zerbs �2000� is based on EC
theory, but it would require some fundamental modifications
of the speech intelligibility prediction part, if open-set sen-
tence intelligibility test results, as measured in this study,
need to be predicted.

B. Binaural speech intelligibility in modulated noise

The main focus of this study, apart from the model re-
vision, was on investigating binaural speech intelligibility
combined with other detrimental factors. The interaction of
the spatial release from masking with various modulation
depths of the interferer noise was of particular interest. The
two other factors room acoustics and hearing impairment,
which had already been examined in an earlier study �Beu-
telmann and Brand, 2006�, were additionally included.

A main effect of spatial release from masking was
found. The binaural intelligibility level difference �i.e., the
difference between respective S0N0 and S0N105 or S0N−45

conditions� is, in the comparable anechoic conditions, in line
with the earlier study �Beutelmann and Brand, 2006� and
other similar experiments �see Bronkhorst, 2000; Platte and
vom Hövel, 1980; Plomp and Mimpen, 1981; Bronkhorst
and Plomp, 1988�. The interaction between room acoustics
and spatial release from masking is as expected from the
mentioned studies: a large reverberation time generally leads
to a small spatial release from masking, but in detail, the
room size and the amount of pronounced early reflections
also have to be taken into account. Strong early reflections of
the interferer appear as virtual, additional sound sources. Ac-
cording to the interpretation of the EC model as an adjust-
able directional microphone, only a limited range of spatial
directions can be suppressed. If the virtual sound source cre-
ated by an early reflection is outside this range, it reduces the
spatial release from masking considerably. In contrast to the
cafeteria conditions of Beutelmann and Brand �2006�, the
reflecting wall in the S0N−45 conditions in this study did not
cause such a remarkable increase of the SRT. However, this
point could only be evaluated in detail if the same condition
without the wall was measured additionally.

The room acoustical measures clarity �C80�, definition
�D50�, and STI in Table I are often used as a predictor of
speech intelligibility in rooms; high values �C80�0 dB,
D50 and STI�0.6, see Bradley, 1986; IEC, 1998� indicate
good speech intelligibility. However, the lower SRTs in the
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classroom compared to the listening room are inconsistent
with the values in Table I, possibly because the room acous-
tical measures typically refer to speech without additional
interferers and because the effect of room on the noise inter-
ferer dominates the results of this study �see Lavandier and
Culling, 2007�. The masking of reverberated speech on itself
seems to play a less important role. Nevertheless, the results
presented here probably overinterpret real-life situations, be-
cause the situation with a single, localized noise source is
quite artificial.

The different noise modulation depths had a large effect
on the observed SRTs of normal-hearing subjects: The SRTs
in single-talker noise were up to 15 dB lower than the re-
spective SRTs in stationary noise. The largest differences
were found in anechoic conditions at 0° noise azimuth. The
median difference for normal-hearing subjects in this condi-
tion was 11.2 dB. This value may be compared with the
results of Wagener and Brand �2005�, who used the same
stationary noise �“olnoise”� and a similar single-talker noise
�“icra5”�. The single-talker noise used by Wagener and
Brand �2005� contained longer speech pause durations than
the single-talker noise used in this study �see Wagener and
Brand, 2006, and Sec. III A 2�. Wagener and Brand �2005�
reported about 2–3 dB larger SRT differences between sta-
tionary and single-talker noise for normal-hearing subjects
compared to this study, which is probably due to the longer
speech pauses. Festen and Plomp �1990� reported less benefit
from similar speechlike maskers in normal-hearing subjects
�6–8 dB�, but the single-talker noise used in this study had a
larger modulation depth that could explain this discrepancy.
The benefit due to noise modulation in normal-hearing sub-
jects is considerably reduced in the reverberant rooms, above
all in the church, which is due to the reduction of actual
modulation depth by the tail of the room impulse response,
as is documented in Fig. 3. The interaction of the noise and
azimuth effects may partly be due to the fact that the condi-
tions with �45° noise azimuth additionally implied a
doubled distance between the subject and both sound sources
compared to the other noise azimuths. This results in an in-
creased reduction in modulation depth because of the in-
creased amount of reverberation at larger distances. The spa-
tial release from masking seems to be reduced for the single-
talker noise in anechoic conditions, but this is not necessarily
due to a reduced binaural benefit in single-talker noise. The
instantaneous noise level at troughs of the masker modula-
tion may be so low that the hearing threshold limits the spa-
tial release from masking. Hall and Harvey �1984� showed
that pure tone BMLDs decrease for low spectrum levels of
the noise. Apart from these two details, only little interaction
was found between noise modulation and spatial release
from masking. Apparently, these two effects are mostly in-
dependent in the conditions examined in this study. The ef-
fects of modulation are less pronounced for the babble noise
than for the single-talker noise. This could be expected from
the considerably lower modulation depths of babble noise
compared to single-talker noise shown in Fig. 3, and is also
in line with the results of Bronkhorst and Plomp �1992�, who
found that the largest difference of SRT due to the number of

speechlike maskers occurs between one and six maskers, and
that the SRT difference between six speechlike maskers and
stationary noise is rather small �about 1 dB�.

All effects found in normal-hearing subjects are reduced
or absent in the hearing-impaired subjects: The spatial re-
lease from masking, which is especially large for normal-
hearing subjects in anechoic conditions �up to 9 dB�, is re-
duced for most hearing-impaired subjects, with the exception
of subject 1 �see Table II, upward pointing triangle in Figs.
5–7�. Some hearing-impaired subjects even have a small dis-
advantage of 1–2 dB in conditions with spatially separated
speech and noise sources. Most hearing-impaired subjects in
this study do not benefit from noise modulation: A significant
difference of SRTs between stationary and single-talker noise
was not found within the matched group. The results in
babble noise conditions show an interesting behavior: In
most hearing-impaired subjects, the SRTs in babble noise are
considerably higher than the respective SRTs in stationary or
single-talker noise. Subject 11 �symbol: diamonds� stands
out against these results, because the babble noise SRTs of
this subject are lower than the SRTs in stationary or single-
talker noise in most of the cases. The reason is that all hear-
ing thresholds, except that of subject 11, increase with in-
creasing frequencies, while the hearing loss of subject 11 is
predominantly in the low-frequency range. The babble noise
spectrum has less energy in the high-frequency range than
the other two noise spectra. Therefore, the SNR of speech in
babble noise is relatively low in the low-frequency range and
relatively high in the high-frequency range, compared to the
other noise types. This is unfavorable for subjects with a
high-frequency hearing loss. The results of the subject with
the overall lowest hearing loss �upward triangles in Figs. 5
and 6� are comparable with the results of the normal-hearing
subjects.

C. Prediction of binaural speech intelligibility in
modulated noise

Regarding the results of this study, stBSIM, the exten-
sion of BSIM for modulated interferers, appears to be a suc-
cessful approach. The intention of stBSIM was a proof of
concept with simple implementation, which may be devel-
oped further. Nevertheless, this first approach is promising
because it already yielded reasonable predictions of the data.
The predictions for SRTs in stationary and in single-talker
noise are equally good. However, a large bias difference ex-
ists between these two noise types and the babble noise
group in Table III, although the R2-value of the babble noise
group suggests good within-group predictions, which is con-
firmed by the babble noise scatter plots in Fig. 8. A probable
reason for this bias might be the difference between the long-
term frequency spectra of the babble noise and the speech.
The long-term frequency spectrum of the speech is equiva-
lent to the stationary noise spectrum. The relatively high
SNR in the high-frequency range seems to be overinterpreted
by the SII and might be less useful for a human subject.
Furthermore, there might be an additional perceptual differ-
ence between stationary noise and babble noise beyond the
modulation depth that is not accounted for by the stBSIM.
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The combined effects of room acoustics and spatial
separation of sound sources can be well predicted by the EC
principle, as long as the influence of room acoustics on the
noise dominates the results, because the interaural decorrela-
tion of the noise by reverberation and virtual noise sources
created by early reflections directly affects the interaural
cross-correlation function of the noise in Eq. �12�. Princi-
pally, it is not possible with the present model to predict the
detrimental effect of reverberation on the speech source it-
self, because the speech signal is not divided into useful and
detrimental parts, which is a nontrivial problem. This is
probably the cause of the differing bias values of the rooms
in Table III. The principle of the STI �IEC, 1998� could be a
promising way to solve this problem. It evaluates the reduc-
tion in speech modulation due to reverberation and noise
instead of the SNR �as it is done in the SII� and is very
successful in predicting of the influence of room acoustics on
speech in quiet. Van Wijngaarden and Drullman �2008� pre-
sented a successful functional approach of predicting binau-
ral consonant-vowel-consonant intelligibility scores using
the STI, which could serve as basis for further development
of BSIM concerning the effect of reverberation on the target
speech.

Apparently, the hearing threshold alone is already a
good predictor for the variance in SRTs due to hearing im-
pairment in the experimental conditions of this study. The
prediction of the influence of the hearing threshold is mainly
a feature of the SII, but bilaterally asymmetric hearing
thresholds are combined by the EC process by choosing the
ear with the favorable SNR in each frequency band. Never-
theless, a remaining variance in both normal-hearing and
hearing-impaired subjects could not be predicted. This un-
predicted variance is especially noticeable in the vertical
structures of the filled symbols in Fig. 8. They arise from the
fact that the observed SRTs of normal-hearing subjects have
a much larger variance than the respective predicted SRTs.
The normal-hearing subjects had naturally very similar au-
diograms. Thus, this large observed variance likely results
from other differences between individual subjects, including
nonauditory factors, such as, the ability to concentrate on the
task. It is remarkable that the unexplained variance of the
hearing-impaired subjects is not substantially larger than the
unexplained variance of the normal-hearing subjects. This
might indicate that there is a variance in SRTs which could
not be predicted, even if further measures of the hearing loss
�e.g., loss of peripheral compression or substantially reduced
temporal/spectral resolution� were incorporated into the
model.

The predictions of BSIM and stBSIM for SRTs in sta-
tionary noise match closely but are not completely identical.
A difference in bias occurs between SRTs in the reverberant
rooms, which may be attributed to the fact that BSIM calcu-
lates the interaural parameters of Eq. �12� across relatively
long input signals, while stBSIM estimates the parameters
repeatedly from short time frames. Although the interaural
level and time differences in the signals were fixed on long-
term average, they fluctuate stochastically between short-
time frames. A possible future extension of the stBSIM as
mentioned in Sec. II D, an additional time window in order

to simulate binaural “sluggishness,” may eliminate also this
misinterpretation of stochastic time and level difference by
the model.

V. CONCLUSIONS

The binaural speech intelligibility model �Beutelmann
and Brand, 2006� was analytically simplified and expressed
more concisely. Thus, along with numerical optimizations,
the practical use of the model was considerably accelerated
�by a factor of about 60�, while maintaining equivalent pre-
dictions as compared with the original model. The correla-
tion coefficients between predictions of the revised model
and the observed SRTs are larger than the correlation coeffi-
cients of the original “EC/SII” model. The root-mean-
squared prediction error of the “BSIM” �normal-hearing sub-
jects: 1.3 dB, hearing-impaired subjects: 1.9 dB� was less
than for the original “EC/SII” model �NH: 1.7 dB, HI: 2.3
dB�.

The binaural processing errors of the EC stage are math-
ematically equivalent to a low-pass filter reducing the inter-
aural fine structure correlation for high frequencies. This is
analogous to the low-pass filter in more physiological �hair
cell� models.

In situations with modulated noise interferer, a large
SRT benefit of up to 15.5 dB relative to unmodulated noise
was measured for normal-hearing subjects. The benefit de-
creases to zero with increasing reverberation time, but the
interaction with sound source location was rather small as
compared with the overall size of the effect. Hearing-
impaired subjects generally had less benefit; in certain cases,
they were even disturbed by modulated interferers and their
SRTs were higher than with stationary interferers.

Binaural speech intelligibility in modulated noise inter-
ferers can, in principle, be predicted by calculating the model
in short time frames and averaging the resulting SRTs. The
overall squared correlation coefficient R2 between predicted
and observed SRTs is 0.78 and the overall standard deviation
of the prediction error �difference between predicted and ob-
served SRTs� is 3.0 dB.

About 70% of the variance in SRTs of hearing-impaired
subjects relative to the mean SRT of the normal-hearing sub-
jects in the same condition can be predicted with the binaural
model presented here based on the audiogram alone. The
remaining variance presumably requires a more detailed
model of hearing loss that includes more factors than just the
hearing threshold. This applies also to the unpredicted vari-
ance of the individual normal-hearing subjects, which even
more is larger than what could be assumed from the very
small differences in the audiograms of the normal-hearing
subjects.
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APPENDIX A: DETAILED DERIVATION

The EC process described in Eq. �5� is a linear operation
on the input signals. Together with Eq. �1� and the assump-
tion that the speech and external noise signals are available
separately, the residual signal after the EC process,

XEC�	� = SEC�	� + NEC�	� , �A1�

can be split up into the residual speech signal and the re-
sidual noise signal.

In order to compute the SNR that is needed for the SII
�Eq. �7��, the overall intensity of the residual speech and
noise signals has to be calculated. In the following, the deri-
vation is only shown for the speech signal, because it is
performed analogously for the noise signal. By using

x−y
2= 
x
2+ 
y
2−2 Re�xy�� on Eq. �6� inserted into the defi-
nition of the intensity �Eq. �8��, the absolute square in the
integral can be expanded
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�−�/2
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into three summands. The first two summands are only de-
pendent on the overall intensity of the left and right channels,
respectively, while the third summand is a cross-correlation
term, which is strongly dependent on the phase information
available in the signals. As described in Sec. II B, the EC
processing errors are incorporated by calculating the expec-
tation value of the intensity with respect to processing error

variables. With �e2
�
=e2�

2

and �e
�
=e�

2/2 for normally dis-

tributed 
 follows that
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leading to a Gaussian low-pass filter e−	2��
2

on the cross-
correlation term, that is, on the phase information available
as a function of frequency. The cross-correlation term can be

normalized by extracting the square root of the product of
both channel intensities
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leaving a symmetric expression for the first two summands,
which can be transformed into a cosh function
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The argument of the cosh is simplified with the definition of
S �see Eq. �10�� for the interaural level difference of the

signal. The low-pass function e−	2��
2

can be extracted from
the cross-correlation term by using the convolution theorem
of the Fourier transform,
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The inverse Fourier transform of the cross-correlation term is
then also carried out, resulting in the normalized cross-
correlation function in the time domain. Because of the con-
vention used for the normalization of the Fourier transform
pair, a factor of �2��−1 arises, which is included in the defi-
nition of the low-pass filter or Gaussian smoothing window
���� �see Eq. �13��,

�I�SEC��
L,
R,�L,�R
= 2e�


2I�SL�I�SR��e�

2

cosh�� + S�

− ���� � Re��S����� . �A9�

Together with the same derivation for the noise intensity, this
results in Eq. �12�.

APPENDIX B: PREDICTION OF REFERENCE DATA

Predictions for the conditions which had originally been
used by Beutelmann and Brand �2006� in order to evaluate
the EC/SII model were performed with BSIM and stBSIM.
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The reference SRTs had been measured with the Oldenburg
Sentence Test in noise �see Sec. III A 1�, with the speech
source always in front of the subject and a single, stationary
speech-shaped noise source at one of eight azimuths. The
measurements were performed in three different simulated
room acoustical conditions. The rooms had reverberation
times �T60� of 0 s �“anechoic”�, 0.6 s �“office”�, and 1.3 s
�“cafeteria”�. The subjects taking part in the original study
included 8 normal-hearing and 15 hearing-impaired subjects
with different degrees and types of hearing loss �see Beutel-
mann and Brand, 2006, for further details�. The predictions
with the BSIM were calculated with a frame length of about
2.9 s to test the agreement with the original model. Addition-
ally, the predictions for the same data were calculated with
the “stBSIM” using a frame length of about 12 ms in order to
assess if the model for modulated noises yields the same
results as the original model for stationary noise data. Table
IV gives an overview of the product-moment correlation co-
efficients and root-mean-squared prediction errors of the
original “EC/SII” model from Beutelmann and Brand
�2006�, of the long-frame BSIM and the short-time stBSIM.
Despite the already high correlation coefficients and low
mean absolute prediction errors in the original EC/SII model,
the predictions of both revised models show higher correla-
tions and lower prediction errors than the original model
does. The small deviations of the stBSIM compared to the
long-frame BSIM are probably due to a larger variance of
level and time parameters across the short-time frames.

1The normalization factors �2��−1/2 for the Fourier transform when using 	
as the frequency variable are applied to both the transform and the inverse
transform.

2The standard deviations of the processing errors are defined as �
���
=�
0�1+ �
�
 /�0�p� and �����=��0�1+ �
�
 /�0�� with �
0=1.5, �0=13 dB,
p=1.6, ��0=65 �s, and �0=1.6 ms. These values have been fitted to pure
tone BMLD measurement data �Blodgett et al., 1962; Langford and Jef-
fress, 1964; Egan, 1965; vom Hövel, 1984; Beutelmann and Brand, 2006�.

3S� denotes the complex conjugate of S throughout this paper.
4This may partly be due to the fact that the assumption of perfectly uncor-
related internal noise channels, and internal and external signals, respec-
tively, has to be relaxed �see Diercks and Jeffress, 1962; Osman, 1971�.

5The reverberation time T30 is twice the decay time of the room impulse
response from �5 to �35 dB below the level of the direct sound. The
EDT is six times the decay time of the first 10 dB of the decay curve.
Thus, both values are directly comparable to the �standard� reverberation
time T60, whose measurement is often impracticable, because it requires an
extremely high SNR. C80 �“clarity”� and D50 �“definition”� are measures

which are related to the balance between early and late arriving sound
energy in the room impulse response. C80 is the ratio between the energy
arriving within the first 80 ms and the energy arriving later than 80 ms
expressed in dB. D50 is the fraction of the total energy of the room
impulse response arriving in the first 50 ms �cf. CEN, 2000�. STI denotes
the speech transmission index �IEC, 1998�.

6A BSIM demonstration package is available for download from
http://hearcom.eu/prof/RoomAcoustics/BSIMDescription.html
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Benefits of knowing who, where, and when in multi-talker
listening
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The benefits of prior information about who would speak, where they would be located, and when
they would speak were measured in a multi-talker spatial-listening task. On each trial, a target
phrase and several masker phrases were allocated to 13 loudspeakers in a 180° arc, and to 13
overlapping time slots, which started every 800 ms. Speech-reception thresholds �SRTs� were
measured as the level of target relative to masker phrases at which listeners reported key words at
71% correct. When phases started in pairs all three cues were beneficial �“who” 3.2 dB, “where” 5.1
dB, and “when” 0.3 dB�. Over a range of onset asynchronies, SRTs corresponded consistently to a
signal-to-noise ratio �SNR� of �2 dB at the start of the target phrase. When phrases started one at
a time, SRTs fell to a SNR of �8 dB and were improved significantly, but only marginally, by
constraining “who” �1.9 dB�, and not by constraining “where” �1.0 dB� or “when” �0.01 dB�. Thus,
prior information about “who,” “where,” and “when” was beneficial, but only when talkers started
speaking in pairs. Low SRTs may arise when talkers start speaking one at a time because of
automatic orienting to phrase onsets and/or the use of loudness differences to distinguish target from
masker phrases. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3327507�

PACS number�s�: 43.66.Rq, 43.66.Pn, 43.71.Gv, 43.66.Dc �MW� Pages: 2498–2508

I. INTRODUCTION

Listeners face considerable challenges in multi-talker
environments. They may need to divide attention between
several talkers, alternate attention from one talker to another,
and attend selectively to a single talker while resisting dis-
traction from competing talkers. Prior knowledge of who
will speak, where they will be located, and when they will
speak may be beneficial. This paper reports experiments that
measured the advantages gained from these three cues to the
accuracy of speech perception in multi-talker environments.

A. Benefits of knowing where to listen

Directing auditory attention to the location of a stimulus
can improve performance on listening tasks, both when
stimuli are presented with headphones and in a sound field.
For example, cueing the ear in which a tone will be pre-
sented reduces the latency with which the tone is detected
�Simon, 1967�. Similarly, cueing the hemifield to which a
pair of clicks will be lateralized increases the accuracy with
which a difference in inter-aural time difference �ITD� be-
tween the clicks is detected �Sach et al., 2000�. Also, the
ability to identify the rhythm of a sequence of target tones in
the presence of a sequence of distracter tones varies as a
function of the difference in ITD between the two sequences,
forming a spatial attentional “tuning curve” �Sach and
Bailey, 2004�.

Evidence for spatial attentional tuning has also been
found when stimuli are presented in a sound field. For ex-
ample, the latency of discriminating pure tones from com-

plex tones declines with increasing angular distance between
the stimulus and a cued location �Mondor and Zatorre,
1995�. Similarly, the accuracy of identifying the direction of
pitch changes across a sequence of target tones in the pres-
ence of sequences of distracter tones declines with increasing
angular distance between the expected and actual locations
of the target sequence �Arbogast and Kidd, 2000�. The re-
sults of both experiments are compatible with the conclusion
of Mondor and Zatorre �1995� that the “density of attentional
resources” is distributed around the expected location, creat-
ing a spatial attentional filter �Mondor and Zatorre, 1995, p.
404�.

The concept of a spatial attentional filter has also been
invoked to explain listening performance in multi-talker en-
vironments. Specifically, cueing the spatial location of a tar-
get talker can aid the process of extracting a single speech
stream from a mixture of streams �Kidd et al., 2005; Best et
al., 2007, 2009�. Kidd et al. �2005� presented three simulta-
neous phrases from the coordinate response measure �CRM�
�Bolia et al., 2000�, i.e., one target phrase and two masker
phrases, from three locations. The accuracy of reporting the
key words in the target phrase improved significantly by 25
percentage points with increasing certainty about where the
target would be presented. Best et al. �2007� presented
stimuli from five locations in five time slots on each trial.
One of the 25 combinations of a location and a time slot
contained a target sequence of five digits, which listeners
attempted to identify. The other combinations contained con-
tinuous speech maskers. Visually cueing the location of the
digit sequence throughout each trial improved performance
significantly by 12 percentage points.

Thus, knowing where to direct attention can confer ad-
a�Author to whom correspondence should be addressed. Electronic mail:
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vantages in detecting and discriminating sounds, and in hear-
ing what one person is saying when other people are speak-
ing at the same time.

B. Benefits of knowing who to listen to

Even brief prior exposure to a target talker can increase
the accuracy of reporting words spoken by that talker in a
mixture of talkers by 10 to 12 percentage points, particularly
when the mixture includes talkers of the opposite gender
�Brungart et al., 2001�. Moreover, familiarity with a masking
talker can improve the intelligibility of a target talker �Brun-
gart and Simpson, 2004; Johnsrude et al., 2008�. Thus,
knowledge of vocal characteristics can enhance the ability
both to attend to a target talker and to ignore distracters.

C. Benefits of knowing when to listen

Best et al. �2007�, in another condition of the experiment
described in Sec. I A, found that visually cueing the onset
time of the digit sequence did not significantly improve the
accuracy with which the sequence was reported. Gatehouse
and Akeroyd �2008� presented a visual cue 1 s before the
onset of a target word within a continuous stream of speech
and speech-shaped noise. Identification performance im-
proved significantly by 2 percentage points compared to a
condition in which no cue was presented. Thus, knowing
when to listen can result in a modest improvement in the
intelligibility of a target talker in a multi-talker environment.

D. The present experiments

The main aim was to establish the relative benefits of the
three cues—“where,” “who,” and “when”—in hearing out a
target talker in the midst of competing talkers. The results of
Kidd et al. �2005�, Best et al. �2007�, Brungart et al. �2001�,
and Gatehouse and Akeroyd �2008� suggest that prior knowl-
edge about “where” and “who” is more beneficial than
knowledge about “when.” However, these studies used dif-
ferent methodologies, and no single study measured the ben-
efits of all three cues. As a result, comparisons of the size of
benefits across studies are confounded with differences in the
ways in which the cues were provided and in the stimuli
used. The present experiments avoided these problems.

Two ways of presenting cues involved in the control of
attention can be distinguished �Mondor and Bryden, 1991�.
Cues provided at or close to the location of a target and/or
briefly before the onset of the target can be said to act as
“pull” cues. They are likely to be processed involuntarily
�Yantis and Jonides, 1990�. The “when” cues of Gatehouse
and Akeroyd �2008� and Best et al. �2007� are examples of
this type of cue. In contrast, the “where” cues of Best et al.
�2007� and Kidd et al. �2005�, and the “who” cues of Brun-
gart et al. �2001�, were more similar to “push” cues. They
were provided prior to the start of each trial, allowing the
listener time to process the cue and act on it in a volitional
manner �Yantis and Jonides, 1990�. In the present experi-
ments, all cues were provided as push cues to facilitate the
estimation of their relative benefits, while acknowledging
that the effects of push cues may be influenced by the strat-
egies of individual participants �Mondor and Bryden, 1991�.

The present experiments addressed a further issue. In
previous studies of the benefits of prior information about
“who” and “where,” target and masker phrases not only
overlapped but started simultaneously �Kidd et al., 2005;
Brungart et al., 2001�. It is not clear, therefore, whether prior
information is also beneficial when phrases overlap, but do
not start at the same time, as is usually the case in everyday
life. Experiments 1 and 2 addressed that distinction. In ex-
periment 1, the target phrase co-occurred with competing
phrases, but did not start at the same time as any of them
�“non-simultaneous” conditions�. In experiment 2, the target
phrase also co-occurred with competing phrases, but started
at the same time as one of them �“simultaneous” conditions�.
Experiments 3 and 4 explored the relationship between the
simultaneous and non-simultaneous conditions by manipulat-
ing the onset asynchrony between the target phrase and a
paired masker phrase. An issue in interpreting the results of
the four experiments is whether the intelligibility of target
phrases is determined entirely by the level of masking en-
ergy, or whether explanations involving cognitive processes
of attention and distraction need also to be invoked. An
acoustic analysis of the stimuli was conducted to inform that
issue. Finally, two control experiments were run to establish
whether biases had been introduced by the methods used to
constrain parameters of target phrases.

II. GENERAL METHODS

A. Participants

Forty-one paid listeners between the ages of 18 and 27
years �mean of 21, standard deviation of 2.2� participated,
eight in experiments 1–3, nine in experiment 4, and eight in
a control experiment. Participants had lived in Britain or Ire-
land for at least 10 years, spoke English as their native lan-
guage, and had pure-tone sensitivity better than 20 dB hear-
ing level �HL� at octave frequencies from 250 to 8000 Hz,
inclusive, tested in accordance with BS EN ISO 8253-1
�British Society of Audiology, 2004�.

B. Apparatus

The experiments were conducted in a 5.3�3.7 m2

single-walled audiology test room �Industrial Acoustics Co.,
NY� located within a larger sound-treated room. Stimuli
were presented through an array of 13 loudspeakers �Bose
Acoustimass 3 Series IV, MA� spaced at 15° intervals around
half the perimeter of a circular stage with a diameter of 3.3
m. This arrangement defined a range of spatial locations
from �90° to +90° azimuth, where 0° was directly in front
of the listener and positive azimuths were to the listener’s
right. The axes of the loudspeakers were 104 cm above the
floor of the stage. The array was calibrated by measuring the
intensity of an octave band of white noise centered on 1 kHz
from each loudspeaker at the center of the stage with a Brüel
& Kjær 0.5-inch microphone �Type 4189� and sound level
meter �Type 2260 Investigator� �Brüel & Kjær, Nærum, Den-
mark� The output of individual loudspeakers was adjusted to
give the same level, within �0.1 dB.
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C. Stimuli

Stimuli were phrases from the CRM �Moore, 1981�. The
phrases were similar to those described by Bolia et al.
�2000�, except that they were spoken by native British-
English talkers. Phrases had the form “Ready CALL-SIGN
go to COLOUR NUMBER now,” with eight call-signs �“ar-
row,” “baron,” “charlie,” “eagle,” “hopper,” “laker,” “ringo,”
and “tiger”�, four colors �“blue,” “green,” “red,” and
“white”�, and the numbers one to eight, inclusive, giving 256
different phrases. Phrases were spoken by four male and four
female adult talkers, producing a corpus of 2048 phrases.
Recordings were made in a carpeted sound-attenuated room
using a Sennheiser �Wedemark, Germany� K3N/ME40 mi-
crophone, whose output was digitized at a sampling rate of
44.1 kHz with 16-bit amplitude quantization using a Lynx-
ONE soundcard �Lynx Studio Technology Inc., CA�. The
recording of each phrase was edited to remove leading and
trailing silences. The average duration of the edited phrases
was 2.5 s. The levels of the digitized phrases were normal-
ized to the same total root mean square �RMS� power. When
presented from the loudspeaker at 0°, the variation in the
peak A-weighted level among the phrases measured with the
calibration equipment at the listening position using a 1-s
integration time was �2.5 dB. The gain in the system was
set such that the average level of individual phrases was 62.5
dB �A� at the listening position.

D. Phrase Sequences

In all experiments, on each trial, phrases were presented
in a sequence of 13 overlapping time slots, which were as-
signed randomly to the 13 loudspeakers and started at inter-
vals of 800 ms �Fig. 1�. This interval was chosen so that the
initial part of the phrases containing the call-sign “Ready
CALL-SIGN…” was not interrupted by the onset of a new
phrase. Each sequence included one target phrase, containing
the call-sign “baron,” and masker phrases containing other
call-signs.

E. Varying Uncertainty

Three parameters of the target phrase were either con-
strained within a block of trials or were varied randomly
from trial to trial: The talker who spoke the target phrase
�“who”�, the loudspeaker from which the phrase was pre-
sented �“where”�, and the time slot occupied by the phrase in
the sequence of slots �“when”�.

When the “who” parameter was constrained, the identity
of the target talker did not change within a block of trials.

Otherwise, the identity varied randomly from trial to trial.
When the “where” parameter was constrained, the target
phrase was presented at 0°. Otherwise, it was presented from
any of the 13 loudspeakers. The position of the target phrase
in the sequence of phrases �the “when” parameter� was either
constrained to the seventh �middle� time slot or was assigned
randomly to one of the fourth to tenth time slots. In this way,
the target phrase was always overlapped by at least three
preceding and three following phrases.

To reduce confusion between target and masker phrases,
restrictions were imposed on the phrases within the six time
slots that partly overlapped the slot containing the target
phrase. These surrounding phrases differed in talker and call-
sign from each other and from the target phrase. In addition,
none of them contained the specific combination of color and
number that defined the coordinate of the target phrase, al-
though they could include either the color or the number. The
target coordinate could occur in phrases which did not over-
lap the target phrase.

F. Threshold Measurement

Listeners were instructed to report the color and number
key words in the target phrase. Performance was measured as
the level of the target phrase relative to the average level of
the individual masker phrases at which accuracy was 71%
correct. This threshold was measured by varying the level of
the target phrase with a 2-down, 1-up adaptive procedure.
Blocks of trials started at a target-to-masker ratio of +12 dB.
A correct response was defined as one in which both the
color and the number key words were identified correctly.
The step size was 6 dB for the first three reversals and 2 dB
for the next 12 reversals �experiments 1 and 2� or six rever-
sals �experiments 3 and 4�. A speech-reception threshold
�SRT� was estimated by averaging the mid-points of the
even-numbered runs in the phase with 2-dB steps �Levitt,
1971�.

G. General Procedure

Participants sat in the middle of the stage and were in-
structed to face straight ahead for the duration of the experi-
ment. Responses were made using a touch-screen. Partici-
pants touched buttons corresponding to the color and number
key words in the phrase containing the call-sign “baron” on
each trial. Feedback on the accuracy of responses was given
by a change in the color of the buttons when pressed. A 1-s
inter-trial interval began after the color and number re-
sponses had been registered.

III. EXPERIMENT 1

This experiment measured the benefits of constraining
who would speak a target phrase, where it would be spoken
from, and when it would be spoken. It was expected that
constraining “who” and “where” would allow information
within the target phrase to be heard out at lower target-to-
masker ratios compared to when no information about the
target phrase was available. Any advantage arising from con-
straining “when” was likely to be smaller.
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FIG. 1. The sequence of time slots that defined each trial of the experiments.
Each sequence comprised 13 overlapping time slots �white rectangles�. One
or more phrases were allocated to each time slot. Each sequence contained
one target phrase.
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A. Procedure

Thirteen phrases from the CRM corpus were selected on
each trial: A target phrase containing the call-sign “baron”
and maskers phrases containing other call-signs. Each phrase
was allocated a unique time slot �Fig. 2� and loudspeaker.

Eight conditions were defined by the factorial combina-
tion of three target parameters �who, where, and when� with
two states �constrained or randomized�. Prior to each block
of trials, listeners were informed which parameters of the
target phrase were constrained, what their values were, and
which parameters would vary from trial to trial.

Each participant completed four sessions. Each session
comprised eight blocks of trials, one for each of the eight
conditions. The order of the conditions was counterbalanced
across participants and sessions using a first-order Williams
design �Williams, 1949�. A different target talker was se-
lected from a sub-set of four �see Sec. VIII A� in each ses-
sion for the conditions in which the “who” parameter was
constrained, in an order that was counterbalanced across par-
ticipants.

B. Training

Participants completed four blocks of trials prior to the
first session. In two of the blocks, all three target parameters
varied randomly from trial to trial. In the other two blocks,
the three parameters were constrained. The order of the train-
ing blocks was counterbalanced across participants. In addi-
tion, one of each type of training block was completed at the
start of each subsequent session.

C. Results

Figure 3 shows group-mean and individual SRTs in the
eight conditions. A repeated-measures analysis of variance
�ANOVA� assessed the effects of constraining the three tar-
get parameters �who, where, and when factors� and of prac-
tice effects �session factor� on SRTs. By constraining who,
participants could hear out the color-number coordinate at a
SNR that was 1.9 dB less favorable on average compared to
conditions in which the target talker varied from trial to trial

�F�1,7�=31.457, p�0.01, r=0.90�. The improvements from
constraining where �mean benefit of 1.0 dB; F�1,7�=3.515,
p�0.05, r=0.58� and when �mean benefit of 0.01 dB;
F�1,7�=0.001, p�0.05, r=0.01� were not significant. The
main effect of session was not significant �F�3,21�=1.07,
p�0.05, r=0.22�. None of the interactions was significant.

D. Discussion

Constraining “where” and “when” did not improve
thresholds significantly; constraining “who” improved
thresholds by an average of only 2 dB. While the results do
not follow the pattern of benefits predicted by previous stud-
ies, they are compatible with the experience of some partici-
pants. They reported that two mechanisms—one seemingly
automatic, the other volitional—were available to them to
hear out the target phrase, irrespective of who spoke, or
where or when they spoke. First, the onset of each phrase, if
audible, oriented their attention. Second, they deduced that
color and number key words, which were quieter than the
words in other phrases, had to belong to target phrases. This
cue could be used even if the onset of the target phrase and
its call-sign had not been heard. Experiment 2 was designed
to reduce the opportunity for benefiting from these two
mechanisms.

IV. EXPERIMENT 2

A. Introduction

If the onset of a new talker orientates attention automati-
cally, a masker phrase that starts at the same time as the
target phrase should be particularly distracting. The require-
ment to monitor talkers who start to speak at the same time
increases task demands compared to monitoring a single
talker �Shafiro and Gygi, 2007�. Kidd et al. �2005� suggested
that “perhaps the role of spatial focus of attention is revealed
more readily when the listening task is very demanding”
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FIG. 2. Schematic illustration of the sequence of phrases from one trial of
experiment 1. One phrase was placed in each slot. The target phrase ap-
peared either in the center slot �white� or in one of the surrounding slots
�light gray�. Masker phrases were placed in the remaining 12 slots.

FIG. 3. Group mean �bars� and individual �symbols� SRTs for each condi-
tion in experiment 1. Error bars show 95% confidence intervals. Labels on
the horizontal axes indicate between-subject standard deviations of SRTs
�top� and the parameters of the target phrase, which were constrained in
each condition �bottom�.
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�Kidd et al., 2005, p. 3805�. Accordingly, constraining
“where,” “who,” and “when” may be beneficial when the
target phrase is paired with a simultaneous masker.

B. Procedure

The sequences of phrases presented in experiment 2
were similar to those of experiment 1, except that each time
slot was occupied by a pair of phrases with simultaneous
onsets �Fig. 4�, one spoken by a man and the other spoken by
a woman. One phrase in each pair was presented at 62.5 dB
�A�. The level of the other phrase in slots that did not contain
the target phrase was 10 dB lower. These manipulations
meant that the slot containing the target phrase could not be
distinguished from the other slots either because it contained
less energy or because it was the only slot containing two
phrases.

As the number of phrases in the sequence was greater
than the number of loudspeakers, it was not possible to
present each phrase from a unique loudspeaker. Instead, the
phrases within each pair were allocated to different loud-
speakers, chosen randomly with the constraint that they dif-
fered from those of the preceding phrase pair. The manipu-
lation of prior information about parameters of the target
phrase and the training regime were the same as in experi-
ment 1.

C. Results

Figure 5 shows group-mean and individual SRTs in each
condition. To determine whether constraining parameters of
the target phrase had a significant effect on performance, and
whether learning occurred, a repeated-measures ANOVA was
performed with four within-subjects factors: who, where,
when, and session. The effects of who �mean benefit of 3.2
dB; F�1,7�=407.352, p�0.001, r=0.99�, where �mean ben-
efit of 5.1 dB; F�1,7�=363.432, p�0.001, r=0.99�, and
when �mean benefit of 0.3 dB; F�1,7�=31.121, p�0.01, r
=0.90� were significant. The effect of session was not sig-
nificant �F�3,21�=0.561, p�0.05, r=0.16�. There was a sig-

nificant interaction between who and where �F�1,7�
=11.360, p�0.05, r=0.79�. Figure 6 shows the estimated
mean benefits from constraining each of the three parameters
of the target phrase in experiments 1 and 2.

D. Discussion

When “who,” “where,” and “when” were not con-
strained, target phrases had to be more intense than masker
phrases for participants to identify the color-number coordi-
nate with an accuracy of 71%. This result is compatible with
the idea that attention is oriented by the more intense of two
voices that start at the same time �Webster and Thompson,
1954�. Indeed, the orienting of attention was sufficiently
complete to mean that participants contended that no target
phrase had been presented on many trials when the target
phrase was less intense than the paired masker.
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FIG. 4. Schematic illustration of the sequence of phrases from one trial of
experiment 2. Two phrases with simultaneous onsets were placed in each
slot. Twelve of the 13 slots contained two masker phrases, one at at a level
of 62.5 dB �A� and one at a level of 52.5 dB �A�. The target phrase was
allocated either to the center slot �white� or one of the surrounding slots
�light gray�, together with a masker phrase at 62.5 dB �A�.

FIG. 5. Group mean �bars� and individual �symbols� SRTs for each condi-
tion in experiment 2. Error bars show 95% confidence intervals. Labels on
the horizontal axes indicate between-subject standard deviations of SRTs
�top� and the parameters of the target phrase which were constrained in each
condition �bottom�.

FIG. 6. Estimated mean benefits from constraining the who, where, and
when parameters of the target phrase in experiments 1 �dark gray� and 2
�light gray�. Error bars show 95% confidence intervals ���p�0.01, ���p
�0.001�.
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Performance improved when any or all of the target pa-
rameters were constrained. The relative benefits followed
predictions from previous studies, with significantly larger
benefits from constraining “where,” than “who,” than
“when,” as indicated by the non-overlapping confidence in-
tervals in Fig. 6. The interaction between “who” and “where”
arose because the benefit from constraining both cues to-
gether was less than the sum of the benefits from constrain-
ing the two cues individually.

In experiments 1 and 2, performance did not vary sig-
nificantly across sessions. Participants showed little difficulty
in learning the task. Performance had stabilized by the end of
the training blocks.

V. EXPERIMENT 3

A. Introduction

The results of experiment 2 raise the question of whether
a masker phrase elevates the SRT of a concurrent target
phrase only when its onset is precisely synchronized with the
onset of the target phrase. Experiments 3 and 4 examined the
temporal extent of the influence of a masker phrase by ma-
nipulating the onset asynchrony between the masker phrase
and a paired target. In experiment 3, the paired masker was
isochronous with the other maskers, while the onset time of
the target was manipulated. In experiment 4, the target was
isochronous with the sequence of maskers, while the onset
time of the paired masker was manipulated.

B. Procedure

The conditions of experiment 3 were derived from the
condition of experiment 1 in which the three target param-
eters �“who,” “when,” and “where”� were varied randomly
from trial to trial. A masker phrase, presented at the same
level as the other masker phrases, was added to the time slot
containing the target phrase. The onset of this masker phrase
was always aligned to the start of the time slot, i.e., 800 ms
after the onset of the previous masker phrase.

The onset of the target phrase was manipulated to create
nine asynchronies relative to the onset of the paired masker
phrase: �320, �160, �80, �40, 0, +40, +80, +160, and
+320 ms, with negative values indicating that the target
started before the masker �Fig. 7�. Zero and nonzero asyn-
chronies define “simultaneous” and “non-simultaneous” con-
ditions, respectively. An additional condition in which the
paired masker phrase was omitted �identical to the “None”
condition in Fig. 3� was also included.

The ten conditions were presented in an order that was
partially counterbalanced across the eight participants by en-
suring that each participant completed the conditions in a
unique order. Each participant completed two repetitions of
each condition across two sessions. Participants were re-
minded of the experimental task before each block of trials,
but they were not informed whether the target phrase would
occur before, simultaneously with, after the paired masker
phrase, or alone. Participants completed a single training
block of the 0-ms asynchrony condition at the start of each
session.

Bonferroni corrections were applied because multiple
comparisons were made with the data from the condition in
which the paired masker phrase was omitted. The adjusted
probabilities are denoted by pbf.

C. Results and Discussion

Figure 8 shows group-mean and individual SRTs in each
condition. For the conditions in which the paired masker
phrase was present, a repeated-measures ANOVA with a
single within-subjects factor of asynchrony showed that main
effect was not significant �F�8,56�=0.605, p�0.05, �2=0�.

Thresholds in the 0-ms asynchrony condition �mean
SRT of 0.7 dB� did not differ significantly from the corre-
sponding condition in experiment 2 �“None” in Fig. 5; mean
SRT of 1.0 dB; t�14�=0.584, p�0.05, r=0.15�. Thresholds
in the condition in which the paired masker was omitted
were significantly lower than 0 dB �mean SRT of �6.6 dB;
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FIG. 7. An expanded section �top� of the sequence of time slots �bottom� in
experiment 3. The target phrase �gray� was paired with a masker phrase
within a sequence of other masker phrases �white�. The onset of the paired
masker occurred 800 ms after the onset of the previous masker. The onset of
the target phrase was varied so that it preceded or followed the onset of the
time slot containing the paired masker by up to 320 ms.

FIG. 8. Group mean �solid line� and individual �symbols� SRTs for the
range of target-masker onset asynchronies used in experiment 3. In the
“alone” condition �bar� the masker was omitted, making it identical to the
“None” condition of experiment 1 �Fig. 3�. Error bars show 95% confidence
intervals, and numbers above the upper horizontal axis are between-subject
standard deviations of SRTs.
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t�7�=−5.294, pbf�0.01, r=0.89�, and did not differ signifi-
cantly from the identical condition in experiment 1 �“None”
in Fig. 3; mean SRT of �10.2 dB; t�14�=−2.041, pbf

�0.05, r=0.48�.
In summary, SRTs for target phrases did not vary signifi-

cantly across target-masker onset asynchronies ranging from
�320 ms to +320 ms, but fell significantly when the paired
masker was removed.

VI. EXPERIMENT 4

A. Introduction

In experiment 3, the masker was isochronous with the
sequence of masker phrases while the target was anisochro-
nous. In experiment 4, the isochrony relationship was re-
versed. The experiment examined the effect of target-masker
asynchrony while keeping the target isochronous with the
sequence of phrase onsets.

B. Procedure

On each trial, the target phrase was synchronized with
the sequence of phrases, i.e., it started 800 ms after the onset
of the previous phrase in the sequence. Nine asynchronies of
�640, �320, �160, 0, +160, +320, +480, and +640 ms
were created by displacing the onset of the paired masker
phrase �Fig. 9�. A condition in which the paired masker
phrase was omitted was included. Other aspects of the pro-
cedure were the same as in experiment 3.

C. Results

Figure 10 shows group-mean and individual SRTs. Data
from the conditions containing the paired masker were sub-
jected to a repeated-measures ANOVA with a single within-
subjects factor of asynchrony. Mauchly’s test indicated that
the assumption of sphericity had been violated ��2�35�
=58.068, p�0.05�; therefore, Greenhouse–Geisser estimates
of sphericity were used to correct the degrees of freedom
��̂=0.32�. Asynchrony had a significant effect on perfor-
mance �F�2.53,20.26�=10.061, p�0.001, �2=0.30�.

Planned contrasts between the simultaneous condition
and each of the non-simultaneous conditions revealed that
performance improved significantly when the masker pre-
ceded the target phrase by 480 ms �F�1,8�=6.646, p�0.05,
r=0.67� or 640 ms �F�1,8�=19.890, p�0.01, r=0.84�. Per-
formance also improved significantly when the masker onset
followed the target onset with asynchronies of 160 ms
�F�1,8�=9.140, p�0.05, r=0.73�, 320 ms �F�1,8�=25.360,
p�0.01, r=0.87�, 480 ms �F�1,8�=31.705, p�0.001, r
=0.89�, and 640 ms �F�1,8�=50.000, p�0.001, r=0.93�.

SRTs in the simultaneous condition did not differ signifi-
cantly from the identical condition in experiment 3 �t�15�=
−0.470, pbf�0.05, r=0.12� or from the corresponding con-
dition in experiment 2 �“None” in Fig. 5; t�11.1�=−0.883,
pbf�0.05, r=0.26�. When the paired masker was omitted,
SRTs did not differ significantly from the identical condition
in experiment 3 �t�15�=−0.860, pbf�0.05, r=0.22� or from
the corresponding condition in experiment 1 �“None” in Fig.
3; t�15�=0.649, pbf�0.05, r=0.17; Fig. 11�. The mean ben-
efit from the target phrase preceding the paired masker
phrase by 320 ms was significantly larger in experiment 4
�3.7 dB� compared to the corresponding condition in experi-
ment 3 �0.9 dB� �t�12.1�=−3.468, p�0.01, r=0.71�.

D. Discussion

In contrast to experiment 3, performance improved with
the introduction of an asynchrony between the onsets of the
target and paired masker phrases. For example, a signifi-
cantly larger benefit occurred in experiment 4 when the tar-
get preceded the masker phrase by 320 ms �mean benefit of
3.1 dB�, compared to the corresponding condition of experi-
ment 3 �mean benefit of 0.9 dB�. A possible explanation for
the difference might be based on the fact that the target
phrase was isochronous with the rhythm of phrase onsets in
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FIG. 9. An expanded section �top� of the sequence of time slots �bottom� in
experiment 4. The target phrase �gray� was paired with a masker phrase
within a sequence of other masker phrases �white�. The onset of the target
phrase occurred 800 ms after the onset of the previous masker. The onset of
the paired masker phrase was varied so that it preceded or followed the
onset of the time slot containing the target phrase by up to 640 ms.

FIG. 10. Group mean �solid line� and individual �symbols� SRTs for the
range of target-masker onset asynchronies used in experiment 4. The dashed
line shows mean performance across the asynchrony conditions from experi-
ment 3. In the “alone” condition �bar� the masker was omitted, making the
condition identical to the corresponding condition in experiment 3 and the
“None” condition of experiment 1 �Fig. 3�. Error bars show 95% confidence
intervals, and numbers above the upper horizontal axis are between-subject
standard deviations of SRTs.
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experiment 4 but anisochronous in experiment 3. If a tempo-
rally regular pattern of stimuli creates attentional expectan-
cies, which modulate vigilance levels over time �Jones et al.,
2002�, then better performance might be expected when tar-
gets occur at expected times �in experiment 4� than at unex-
pected times �in experiment 3�. Alternatively, the variation in
SRTs with asynchrony in experiment 4, and the lack of varia-
tion in experiment 3, might be explained entirely by differ-
ences in masker energy. This explanation is examined in Sec.
VII.

VII. PHYSICAL MEASUREMENTS

We made physical measurements of the stimuli to estab-
lish the extent to which SRTs were related to the level of
energy available to mask each key word in the target phrases.

A head and torso simulator �Brüel & Kjær HATS, Type
4128C� with microphones �Brüel & Kjær Type 4158/9C� in
its ear canals was placed at the listening position facing 0°.
One hundred trials were presented with the target phrase
omitted in each of a sub-set of the conditions of the four
experiments. For experiments 1 and 2, the sub-sets were the
“None” conditions. For experiment 3, the sub-set was the
conditions with asynchronies of �320, �160, 0, +160, and
+320 ms. For experiment 4, the sub-set was the conditions
with asynchronies of �640, �320, 0, +320, and +640 ms.
The output of the microphones was recorded at a sampling
rate of 44.1 kHz with 16-bit amplitude quantization. Average
RMS levels were calculated for each ear within four 300-ms
rectangular windows. The first window began at the time
when the word “ready” in the target phrase would have
started. The second to fourth windows began at the average
times at which the call-sign, color, and number would have
started. In addition, average RMS levels in 300-ms windows
aligned with the onsets of the word “ready” and the call-sign,
color, and number key words were measured in 100 target
phrases presented in isolation with no attenuation. The mea-
sured levels of these key words were then adjusted by the
amount of attenuation required to bring target phrases to the
SRT in each condition. Finally, the levels of both masking
and target energy were converted to dB sound pressure level
�SPL�. Differences in average level between the ears were
less than 1 dB in all conditions. Accordingly, levels were
averaged over the ears.

The resulting averages are plotted in Fig. 12. In panel A,
open symbols plot the level in the “ready” window when
isolated target phrases were presented at the SRT in each
condition. Filled symbols plot the level of masking energy in
the 300-ms window aligned with the moment when the word
“ready” would have started in the target phrase. Thus, the
difference in decibels between corresponding filled and un-
filled symbols is the signal-to-noise ratio �SNR� in the
“ready” window at the SRT in each condition. With the ex-
ception of the “None” condition in experiment 1 �plotted as
circles�, the correspondence is tight. Excluding the “None”
condition of experiment 1, the SNR, calculated as the RMS

FIG. 11. Group mean �bars� and individual �symbols� SRTs for simulta-
neous and non-simultaneous conditions. The three bars on the left corre-
spond to the “None” condition in experiment 2 and the simultaneous con-
ditions in experiments 3 and 4. The three bars on the right refer to the
“None” condition in experiment 1 and the conditions in experiments 3 and
4, in which the paired masker was omitted. Error bars show 95% confidence
intervals, and numbers above the upper horizontal axis are between-subject
standard deviations of SRTs.

FIG. 12. A comparison of the levels of the target phrase at threshold �open symbols� and the masking energy �closed symbols� in each of four windows aligned
at the start of key words in the target phrase. Data are shown for the “None” condition of experiments 1 �circles� and 2 �squares�, and the asynchrony
conditions of experiments 3 �triangles� and 4 �diamonds�.
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difference between corresponding filled and open symbols, is
�2.1 dB and the product-moment correlation coefficient be-
tween the points is 0.96 �p�0.01�.

Panels B–D in Fig. 12 plot results for the windows
aligned with the start of the call-sign, color, and number key
words. Correspondence between the level of masking energy
�filled symbols� and the level of the key word at the SRT
�open symbols� is weaker than for the “ready” window, and
is shown by smaller correlation coefficients, although the
coefficient for the number window is significant. The SNRs
and correlation coefficients for the three windows are as fol-
lows: �5.5 dB and 0.51 �p�0.05� for the call-sign, �3.3 dB
and 0.80 �p�0.01� for the color, and �7.2 dB and �0.16
�p�0.05� for the number.

These results suggest that SRTs in the sampled condi-
tions of experiments 2–4 were determined primarily by the
audibility of the word “ready” at the start of the target
phrase, as evidenced by the highest SNR and highest corre-
lation coefficient.

VIII. CONTROL EXPERIMENTS

A. Selection of talkers when constraining “who”

In those conditions of experiments 1 and 2 in which
“who” was not constrained, target phrases were spoken by
any of eight talkers. In conditions where “who” was con-
strained, target phrases were spoken by a sub-set of four of
the talkers. Those talkers had been selected because they had
the same average intelligibility as the group of eight talkers.
Three experienced listeners had provided a separate SRT in
the “who” condition of experiment 1 with each of the eight
talkers acting as the target in turn. SRTs did not differ sig-
nificantly across the eight talkers �F�7,14�=1.315, p�0.05,
r=0.40�. The four talkers who where chosen �two males and
two females� gave an average SRT of �13.5 dB �range of
�12.8 to �14.1 dB� that was within 0.5 dB of the mean of
the eight talkers ��13.1 dB, range of �11.9 to �14.5 dB�.

B. Selection of locations when constraining
“where”

In those conditions of experiments 1 and 2 in which
“where” was not constrained, target phrases were presented
from locations ranging from �90° to +90°. In conditions in
which “where” was constrained, the target phrase was al-
ways presented from 0°. Phrases presented from this location
could have been easier to hear out than phrases presented
from other locations �because they came from straight ahead�
or harder to hear out �because the average angular distance to
masker phrases was smaller�. In order to assess the direction
and size of any bias, the participants from experiment 1 com-
pleted a supplementary experiment in which “where” was
constrained with targets presented from either �90°, �45°,
+45°, or +90°. Average SRTs were �14.8, �13.3, �13.8,
and �15.9 dB, respectively. Compared to the condition in
which “where” was constrained to 0°, SRTs were signifi-
cantly lower at +90° �mean benefit of 3.1 dB� �t�7�=3.6,
pbf�0.05, r=0.81� and fell marginally short of significance
at �90° �mean benefit of 2.0 dB� �t�7�=3.3, p=0.013 �pbf

�0.05�, r=0.78�. We estimated SRTs for the remaining eight

locations by interpolation. The average of the resulting 13
SRTs was �13.9 dB, compared with a measured SRT of
�12.8 dB when “where” was constrained to 0°. It is pos-
sible, therefore, that the benefit of constraining “where” in
experiment 1 was underestimated by about 1 dB.

As a further check, we decoupled constraining “where”
from constraining the location of the target phrase in a
supplementary version of experiment 2. Eight new listeners
provided SRTs in three conditions. The “None” and “where”
conditions of experiment 2 were repeated. In a third condi-
tion �“cued”�, the stimuli from the “None” condition were
presented, but the location of the target talker was cued by
illuminating a light at the target location throughout each
trial. Thus, the “cued” condition recreated the demands of
the “where” condition, but used the configuration of phrases
from the “None” condition. Mean SRTs were 0.4 �“None”�,
�4.8 �“where”�, and �5.3 dB �“cued”�. The mean advantage
of restricting the target location to 0° �5.2 dB� did not differ
from the mean advantage of cueing the target location �5.7
dB� �t�7�=0.754, p�0.05, r=0.27�. Thus, any bias in esti-
mating the benefit of constraining “where” in experiment 2,
introduced by presenting the target phrase only from 0°, was
small in relation to the size and variability of the benefit.

IX. GENERAL DISCUSSION

The ability of listeners to hear out the color and number
key words in target phrases differed between experiments 1
and 2. In experiment 1, the target phrase overlapped masker
phrases but started at a separate time from them. Even when
no parameters of the target phrase were constrained, listeners
could hear out the color and number key words when the
target phrase was 10 dB less intense than individual masker
phrases. However, the benefits of constraining parameters of
the target phrase were small. SRTs improved by less than 2
dB when “who,” “where,” or “when” were constrained. In
experiment 2, the target phrase overlapped masker phrases
but started at the same time as one of them. When no param-
eters of the target phrase were constrained, listeners required
the target phrase to be 1 dB more intense than the accompa-
nying masker phrase in order to hear out the color and num-
ber key words. Constraining each parameter improved SRTs
significantly, though the benefit from constraining “when”
was small �“where” of 5.1 dB, “who” of 3.2 dB, and “when”
of 0.3 dB�. This ordering of effectiveness was predicted by a
comparison of previous studies �Brungart et al., 2001; Kidd
et al., 2005; Best et al., 2007; Gatehouse and Akeroyd,
2008�. The present study adds to those results by quantifying
the effectiveness of the three cues in a single experiment
using a consistent methodology and stimuli.

One strategy for hearing out the color and number key
words in target phrases was to attend to each new phrase as
it started, interrogate its call-sign, and then either to focus
attention on the phrase while resisting distraction from the
next masker phrase or to allow attention to switch to the next
phrase. We refer to this strategy as the “orienting” strategy.
Subjectively, it was easy to attend to the onset of a new
phrase, provided that the word “ready” at the start of the
phrase was audible. If that requirement was met, the word
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“ready” appeared to attract attention largely automatically.
The experience was akin to the experience in vision where
the abrupt onset of a new stimulus has a high likelihood of
reorienting attention �Yantis and Jonides, 1984, 1990�. In
some conditions, an additional strategy could be used. If a
cue was provided, or could be deduced, that distinguished
the target phase from the masker phases, then color and num-
ber key words that possessed the characteristic that was cued
could be attributed to the target phase even if the target call-
sign had not been heard. We refer to this as the “cueing”
strategy. The following paragraphs assess the extent to which
the results of the experiments can be explained by the com-
bined use of the orienting and cueing strategies.

A. Evidence for the importance of phrase onsets

Two pieces of evidence point to the importance of the
audibility of the target phrase in determining SRTs in experi-
ments 3 and 4 and in the “None” condition in experiment 2.
First, SRTs were more closely associated with the SNR of
the word “ready” than the SNRs of the other key words.
Second, in conditions in which the target phrase started at the
same time as a paired masker phrase, the SNR of the word
“ready” corresponded to a level of the target that was more
intense than the level of the paired masker. This result is
compatible with the subjective experience that the word
“ready” in the target phrase had to be more intense than the
word “ready” in the paired masker phrase if the target
phrase, rather than the masker, was to orient attention. Pre-
sumably, provided that the word “ready” was audible, the
orienting strategy would have allowed listeners to tune into
the target phrase so that they could then perform the task,
despite the call-sign, color, and number key words being at
more adverse SNRs than the word “ready” itself. This result
may be related to the demonstration of Allen et al. �2008�
that the advantage for intelligibility from the spatial separa-
tion of concurrent CRM phrases is achieved even when only
the initial words of the phrases are presented from separate
locations.

B. Difference in SRTs between experiments 1 and 2

SRTs were 11 dB lower in the “None” condition of ex-
periment 1 than the “None” condition of experiment 2. Three
effects may have contributed to this difference. First, there
was 5 dB less energy masking the word “ready” at the start
of the target phrase in experiment 1 than in experiment 2
�Fig. 12�. Second, the fact that phrases started individually in
experiment 1 but not in experiment 2 meant that the orient-
ing strategy was available for listeners to use in experiment
1. Third, once use of the orienting strategy had reduced the
level of target phrases below the level of masker phrases,
differences in loudness between the target phrase and the
surrounding masker phrases may have allowed listeners to
use the cueing strategy. Brungart �2001� showed that the ac-
curacy of reporting the color and number key words in the
less intense of two concurrent CRM phrases was nearly con-
stant as the relative level of the phrases was changed from 0
to �12 dB. Brungart argued that the difference in level itself
provided a cue that could be used to hear out the less intense

phrase despite the increase in masking energy. In experiment
1, color and number key words that were quieter than words
in masker phrases could have been attributed to the target
phrase, even if the listener had not heard the word “ready” or
the call-sign at the start of the target phrase. The fact that the
between-subject standard deviation of SRTs was larger in the
“None” condition of experiment 1 than the “None” condition
of experiment 2 is compatible with the idea that an extra cue
was available �the difference in loudness between target and
masker phrases�, but that subjects differed in their ability to
recognize its value or to exploit it.

C. Benefits of constraining cues in experiment 1

Although average SRTs were low in the “None” condi-
tion of experiment 1, prior knowledge of the identity, but not
the location or timing, of the target talker lowered SRTs fur-
ther. Possibly, use of the orienting strategy set the spatial
attentional filter, and no improvement in its selectivity rose
from explicit information about the location of the talker.
The small, but significant, benefit from constraining “who”
may have risen because the filter cannot perfectly isolate the
target phrase. For example, Kidd et al. �2005� found that
color-number identification accuracy was not perfect �92%�
even when the location of the target phrase was known, and
phrases were separated by 60°. In these circumstances, it
may be advantageous for listeners to set up an attentional
filter either for the target voice or for voices of the target
gender �Brungart et al., 2001�. Use of that filter might help
listeners to sustain attention on the target talker or, alterna-
tively or additionally, to use the cueing strategy.

Two explanations can be offered for the lack of an effect
of constraining “when.” First, the experiment was not a sus-
tained vigilance task and participants may have had little
difficulty in sustaining arousal throughout the 12-s duration
of each trial. Second, the study that has shown significant
benefits of cueing when to listen �Gatehouse and Akeroyd,
2008� presented visual cues shortly before the start of the
target words. Such pull-style cues may modulate arousal
more effectively than the push-style cue for when to listen in
experiment 1, which was provided at the start of each block
of trials.

While listeners who performed poorly in the “None”
condition of experiment 1 may have failed to exploit loud-
ness differences as a cue to the identity of the target phrase,
nonetheless, those listeners may have benefited from cues
that were provided to them explicitly. To test this idea, we
examined the relationship between a listener’s level of per-
formance in the “None” condition and the benefits that they
derived from constraining parameters of the target phrase. In
order to avoid the problem of mathematical coupling �Old-
ham, 1962� �i.e., overestimating the strength of relationships
because participants who perform poorly by chance in one
condition are likely to show larger differences with respect to
another condition�, we estimated correlations between the
average SRT of a pair of conditions �“None” condition and
another condition� and the difference in SRT between
the conditions �“None” condition � another condition�.
Strong correlations were found for four of the six pairs of
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conditions: “None” and “where” �r=0.73, p�0.05�, “None,”
and “where and when” �r=0.72, p�0.05�, “None,” and
“where and who” �r=0.78, p�0.05�, “None,” and “who,
when, and where” �r=0.80, p�0.05�. Thus, subjects who
performed poorly in the “None” condition improved their
performance disproportionately when they were given ex-
plicit cues, particularly the “where” cue. In further experi-
ments, it would be valuable to establish whether poor per-
formers also improve their performance if they are alerted
explicitly to the value of the loudness cue.

D. Benefits of constraining cues in experiment 2

In experiment 2, constraining both “who” and “where”
was beneficial. Focusing a spatial attentional filter on the
location of the target phrase �Kidd et al., 2005�, or focusing
a vocal attentional filter on characteristics of the target talker
�Brungart et al., 2001�, may help overcome masking by com-
peting talkers. Each filter may help listeners to hear out the
word “ready” at the start of the target phrase. Each filter,
additionally, may allow color and number key words that
match the filter to be attributed to the target phrase, even if
the word “ready” and the call-sign were not detected. It
would be interesting to confirm that listeners can, indeed,
perform in this way by constraining “who” and “where” in a
version of experiment 2 in which the role of the call-sign was
neutralized by including the same call-sign in every phrase.
Knowing when to listen had a significant but very small
effect on performance. Constraining “when” may have al-
lowed participants to increase their level of arousal during
the slot containing the target phrase.

X. CONCLUSIONS

These experiments suggest that mechanisms related both
to masking and attention play roles during speech perception
in multi-talker environments. The importance of masking
was shown by the close relationship between speech-
reception thresholds and the SNR at the onset of target
phrases in conditions in which target and masker phrases
started simultaneously, or near simultaneously, and listeners
did not know who would speak the target phrase, when they
would speak, or where they would be located. The impor-
tance of attention was shown by the significant advantages
from providing listeners with knowledge of the identity and
location of the target talker in conditions where target and
masker talkers started speaking at the same time.
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This project focused on the individual differences underlying observed variability in temporal
processing among older listeners. Four measures of vowel temporal-order identification were
completed by young �N=35; 18–31 years� and older �N=151; 60–88 years� listeners. Experiments
used forced-choice, constant-stimuli methods to determine the smallest stimulus onset asynchrony
�SOA� between brief �40 or 70 ms� vowels that enabled identification of a stimulus sequence. Four
words �pit, pet, pot, and put� spoken by a male talker were processed to serve as vowel stimuli. All
listeners identified the vowels in isolation with better than 90% accuracy. Vowel temporal-order
tasks included the following: �1� monaural two-item identification, �2� monaural four-item
identification, �3� dichotic two-item vowel identification, and �4� dichotic two-item ear
identification. Results indicated that older listeners had more variability and performed poorer than
young listeners on vowel-identification tasks, although a large overlap in distributions was observed.
Both age groups performed similarly on the dichotic ear-identification task. For both groups, the
monaural four-item and dichotic two-item tasks were significantly harder than the monaural
two-item task. Older listeners’ SOA thresholds improved with additional stimulus exposure and
shorter dichotic stimulus durations. Individual differences of temporal-order performance among the
older listeners demonstrated the influence of cognitive measures, but not audibility or age.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3316291�
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I. INTRODUCTION

It is clear that as adults age, the likelihood that they
encounter difficulties with speech understanding increases.
While the concurrence of peripheral damage due to hearing
loss plays the most significant role in decreased speech-
understanding abilities in older adults �e.g., Dubno and
Schaefer, 1992, 1995; Humes and Christopherson, 1991;
Humes, 1996, 2002, 2005; van Rooij and Plomp, 1992�,
older adults have deficits that remain even after audibility of
the speech message is restored �Humes, 2007�. One form of
processing that has been attributed to part of this continued
impairment is temporal processing �e.g., Gordon-Salant and
Fitzgibbons, 1993, 1999; Schneider and Pichora-Fuller,
2000; Pichora-Fuller, 2003�. This is consistent with repeated
findings that older adults perform more poorly on a variety
of auditory temporal processing tasks, particularly involving
complex sequences �Fitzgibbons and Gordon-Salant, 1996,
1998�. However, it remains unclear the extent to which the
speech-communication deficits of older adults are related to
peripheral or central auditory deficits, or to more general
cognitive declines, an area that has been identified as a pri-
ority in auditory aging research for 20 years �Working Group
on Speech Understanding and Aging, 1988�. The nature of
the underlying impairment could have profound implications

for the treatment of speech-understanding deficits in the eld-
erly. In order to investigate this issue, Humes �2005� outlined
two primary techniques to use for the delineation of the un-
derlying impairment: �1� concurrent study in multiple mo-
dalities and �2� correlational analysis with cognitive func-
tioning. This paper reports the results of an ongoing
investigation that is examining the cognitive, sensory, and
temporal processing abilities for a large group of older adults
across multiple modalities �see Humes et al., 2009�. In this
report, we explored the auditory temporal-order processing
abilities of older and younger adults for brief vowel se-
quences and analyzed individual differences to further iden-
tify related abilities in older adults.

There have been a number of age-related neurophysi-
ological changes associated with aging, including declines in
dopamine receptors, demyelination, cell loss, decreased ce-
rebral blood flow, and increased inefficient dendritic branch-
ing which have been attributed to processing-speed deficits
�e.g., Park et al., 2001�. Changes in the auditory system due
to insult or degeneration, combined with global neural
changes associated with aging, may result in a generalized
decreased ability to process rapid acoustic events. Indeed,
deficits in some form of processing speed may underlie many
age-related cognitive declines �Salthouse, 1996�. Findings
such as these suggest a “common cause hypothesis” of cog-
nitive aging �Baltes and Lindenberger, 1997; Lindenberger
and Baltes, 1994� which proposes that an underlying amodal
neural change results in widespread cognitive declines �for a
review, see Hofer et al., 2003� and concomitant sensory defi-
cits. Processing time has been demonstrated as a crucial in-
dicator of cognitive decline with aging and may be related to
many of the persistent speech-understanding difficulties that

a�
Portions of the data were presented at the 153rd, 155th, and 157th Meet-
ings of the Acoustical Society of America �J. Acoust. Soc. Am., 121, 3188;
123, 3716; 125, 2722� and at the 2007 Aging and Speech Communication:
An International and Interdisciplinary Research Conference, Bloomington,
IN.

b�Author to whom correspondence should be addressed. Electronic mail:
dfogerty@indiana.edu

J. Acoust. Soc. Am. 127 �4�, April 2010 © 2010 Acoustical Society of America 25090001-4966/2010/127�4�/2509/12/$25.00



older adults face, even with appropriate compensation for
inaudibility associated with hearing loss. Therefore, in order
to understand and potentially treat these lingering difficulties
to improve communication and quality of life, it is essential
to understand if and how auditory temporal processing defi-
cits are manifest in older adult listeners.

Fluent speech is characterized by rapid acoustic changes
that represent the information necessary to extract meaning.
These dynamic acoustic changes likely play a facilitatory
role �Dorman et al., 1975�. However, most temporal-order
research has used non-speech stimuli, such as tone se-
quences. Trainor and Trehub �1989� inferred that age-related
temporal-order deficits might underlie some of the speech-
understanding difficulties that older listeners face. While
Humes and Christopherson �1991� concluded that audibility
is the primary predictor of age-related differences across a
variety of auditory processing tasks, the four tasks that dis-
criminated between young and old listeners had a temporal
component, two of which were the temporal-order discrimi-
nation of tones and of syllables. Indeed, older listeners are
less able to distinguish tone sequences with contrasting order
regardless of whether the task requires discrimination or
identification �Trainor and Trehub, 1989�. While “normal”
performance is sometimes maintained for simple patterns,
processing generally breaks down at faster processing rates
and for more complex patterns �Fitzgibbons and Gordon-
Salant, 1998�. However, the effects of age remain regardless
of various stimulus characteristics, such as stimulus duration,
interval spacing, or sequence timing characteristics �Fitzgib-
bons et al., 2006; Shrivastav et al., 2008�. Age-related dif-
ferences have also been described as being resistant to prac-
tice effects �Trainor and Trehub, 1989�. While age
differences in performance have sometimes not been ob-
served for temporal-order judgments between two stimuli
presented to opposite ears �Szymaszek et al., 2006; Kołodz-
iejczyk and Szelag, 2008�, even here age differences become
prominent for the very old �95–103 years� when compared to
either young �19–25 years� or older �65–67 years� adults.

The auditory temporal-order processing deficits in older
listeners appear to result from processing-speed declines.
Fitzgibbons and Gordon-Salant �1998� suggested an auditory
processing rate limitation underlies the deficits in temporal-
order processing observed in older adults. These processing
limitations appear to be associated with more general diffi-
culties in higher-level perceptual and cognitive processing
�Fitzgibbons et al., 2006�. Humes et al. �2007� also observed
modality-specific deficits in auditory processing speed in
older adults, as measured with both time-compressed speech
and an auditory speeded-spelling task. Modality specificity
of this processing deficit was confirmed through the use of a
parallel visual speeded-spelling task in these same listeners.
In support of auditory speed-of-processing deficits, corre-
sponding measures of auditory evoked potentials have sug-
gested the involvement of the P2 component which also cor-
related with behavioral performance �Lewandowska et al.,
2008�. The results clearly demonstrate impaired temporal-
order processing in older adults at higher central auditory
levels that likely involve contributions from attentional �i.e.,
cognitive� resources �Szelag et al., 2009�.

The current study explored temporal-order identification
for vowel sequences using three stimulus conditions: �1�
monaural two-item sequences, �2� monaural four-item se-
quences, and �3� dichotic two-item sequences. The dichotic
two-item stimulus condition was used for two different tasks:
vowel-sequence identification and ear-sequence identifica-
tion. All told, there were four primary dependent measures of
temporal-order identification in this study. These stimulus
conditions and tasks were motivated by several consider-
ations. Comparison of performance for the monaural two-
item and monaural four-item sequences, for example, may
shed light on the contributions of memory to the identifica-
tion of brief word-length sequences. Comparison of perfor-
mance on the monaural and dichotic two-item tasks, on the
other hand, may provide insight into the limitations posed by
peripheral sensory processes, such as forward masking, or
central auditory factors involved with this task. Finally, it is
important to note that these tasks required judgment of both
temporal-order and vowel identifications; thus, these tasks
require a higher cognitive load than temporal-order tasks that
can be made on the bases of, for example, pitch ordering
�e.g., Fitzgibbons and Gordon-Salant, 1998� or ear ordering
�e.g., Kołodziejczyk and Szelag, 2008�. The inclusion of the
ear-sequence identification task provided the ability to exam-
ine temporal-order identification without requiring concur-
rent vowel identification. Thus, comparison of performance
for the two dichotic tasks, vowel-sequence identification vs
ear-sequence identification, enables examination of the role
played by phonological processing �i.e., stimulus categoriza-
tion�.

Additional experiments reported here also explored the
effect of stimulus duration, ear randomization, and stimulus
exposure effects regarding the performance of older adults.
Few studies have addressed individual differences among
older adult listeners related to temporal processing, although
several have discussed the large variability among older
adults �Moore et al., 1992; Schneider et al., 1994; Snell,
1997; Snell and Frisina, 2000�. A primary objective of this
series of experiments was to obtain temporal-order data from
a large group of older adults to examine individual differ-
ences in detail. In the analyses presented here, individual
differences in performance were explored to determine cor-
relations between different auditory temporal-order tasks,
age, audibility, and general measures of cognitive function-
ing �WAIS-III; Weschsler, 1997�. That is, aside from com-
parisons of the group data from young and older adults, this
study also explored individual differences in temporal pro-
cessing among older listeners and correlations with cognitive
tasks.

II. EXPERIMENT 1: MONAURAL AND DICHOTIC
TEMPORAL ORDER

This first experiment was designed to meet two specific
aims. First, group differences in temporal-order identification
for vowel sequences were examined between young and
older adults. Second, with the substantial number of older
listeners tested, individual differences in performance among
the older individuals were explored.
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A. Listeners

Two groups of listeners participated in this study. The
first group consisted of 35 young adult listeners �11 males,
24 females� with a mean age of 23 years �range: 18–31
years�. The second group was comprised of 151 older adults
�68 males, 83 females� with a mean age of 71 years �range:
60–88 years�. Participants were recruited through advertise-
ments in the local newspaper, in flyers for local community
centers, and posted at various locations on the Bloomington
campus of Indiana University.

Selection criteria for this study included age �18–35 or
60–89 years�, a Mini-Mental Status Exam �Folstein et al.,
1975� score �25, and specific hearing sensitivity require-
ments. Maximum hearing thresholds for air conducted pure
tones were not to exceed the following limits in at least one
ear: 40 dB hearing loss �HL� �American National Standards
Institute, 2004� at 250, 500, and 1000 Hz; 50 dB HL at 2
kHz; 65 dB HL at 4 kHz; and 80 dB HL at 6 and 8 kHz. It
was also required that there be no evidence of middle ear
pathology �air-bone gaps �10 dB and normal tympano-
grams�. A pure-tone average �PTA� for the frequency range
of the test stimuli used in this study was calcuated over 500,
1000, 1500, and 2000 Hz. Young listeners had mean PTA
thresholds at 8 dB HL �SD=4 dB� and 8 dB HL �SD=5 dB�
for right and left ears, respectively. Older listeners had mean
PTA thresholds at 21 dB HL �SD=13 dB� and 20 dB HL
�SD=11 dB� for right and left ears, respectively. Participants
were paid for their participation. Due to the long testing du-
ration of the entire multimodality project, there was some
attrition across tasks resulting in a loss of approximately one
participant in each age group for each task.

B. Stimuli

Stimuli were recorded by a male Midwestern talker in a
sound-attenuating booth using an Audio-Technica AT2035
microphone. Four confusable vowel stimuli �i.e., from a re-
stricted vowel space� /(, ε, a, */ were spoken rapidly in a
/pVt/ context in a carrier phrase “The first word is__now.”
The words pit, pet, pot, and put were digitally edited to re-
move voiceless sounds, leaving only the voiced pitch pulses.
Productions of four vowels that had the shortest duration,
F2�1800 Hz, and good identification by two young
normal-hearing listeners, one older normal-hearing listener,
and one older hearing-impaired listener during final pilot
testing were selected for stimuli. Stimuli were modified in
MATLAB using STRAIGHT �Kawahara et al., 1999� to be 70 ms
long with a fundamental frequency of 100 Hz. Stimuli were
low-pass filtered at 1800 Hz and normalized to the same rms
level. Low-pass filtering was used to minimize the influence
of the high-frequency hearing loss of the older adults on their
vowel-identification performance.

C. Calibration

Stimuli were presented via Tucker-Davis Technologies
�TDT� System III hardware using 16 bit resolution at a sam-
pling frequency of 48 828 Hz. The output of the TDT D/A
converter was passed through a programmable attenuator
�PA-5�, headphone buffer �HB-7�, and then to an ER-3A in-

sert earphone. The earphone was calibrated in a 2 cm3 cou-
pler using a Larson Davis model 2800 sound level meter
with linear weighting. The system was calibrated using a
calibration vowel of the same rms amplitude as the test
stimuli, but with a duration of 3 s. A single stimulus presen-
tation measured 83 ��2� dB sound pressure level �SPL� and
a presentation of two overlapping stimuli measured 86 ��2�
dB SPL. Output levels were checked electrically at the be-
ginning of each day of data collection and were verified
acoustically with the sound level meter and 2 cm3 coupler at
monthly intervals throughout the study.

D. Procedure

All participants passed an identification screening of the
four vowel stimuli in isolation with at least 90% accuracy on
one of no more than 20-trial blocks in their test ear. This was
to ensure that listeners would be able to complete the subse-
quent auditory temporal-order measures which were target-
ing identification performance of either 50% or 75% correct
�see below�. If participants did not reach this 90% identifi-
cation accuracy criterion during screening, they were re-
screened on a separate day. Participants ultimately unable to
reach this criterion were dismissed from further auditory test-
ing. Only five older adults were excluded from the study
because of their failure to identify the brief vowel stimuli in
isolation with at least 90% accuracy. In addition, all partici-
pants completed a full cognitive assessment using the WAIS-
III �Weschsler, 1997� prior to data collection.

At the first auditory temporal-order experimental session
listeners completed, a stimulus familiarization task which
consisted of listening to each vowel stimulus in isolation
while receiving orthographic feedback as to which stimulus
was presented. In addition, prior to each new experimental
task, listeners completed a demonstration of that task for 12
different temporal-order sequences. Correct responses were
displayed with no response required on behalf of the listen-
ers. Demonstrations were repeated for a total of 24 stimulus
presentations prior to each task. Listeners were offered addi-
tional repetitions of the demonstration, although only 8% of
listeners requested additional presentations.

All participants completed four tasks in the following
order: Monaural two-item Identification �Mono2�, Monaural
four-item Identification �Mono4�, Dichotic two-item Vowel
Identification �Dich2�, and Dichotic two-item Location �or
Ear� Identification �DLoc�. The first task, Mono2, required
participants to identify the order of two vowels presented
monaurally to the test ear. The right ear was the test ear for
all monaural measurements in this study, except for six older
listeners who were tested using their left ear due to right ear
thresholds exceeding the inclusion criteria. The second task,
Mono4, presented a sequence of four vowels to the test ear.
Two dichotic tasks were also completed. Dich2 was analo-
gous to Mono2 with the exception that each of the two vow-
els was presented to a different ear, with the ear that was
presented first randomized from trial to trial. DLoc used the
same stimulus presentation as Dich2, except listeners were
only required to identify the location �i.e., ear� that received
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the first stimulus. In this way, a direct comparison of perfor-
mance between identification and location measurements
could be made.

All auditory testing was completed in an IAC sound-
attenuating booth with listeners seated in the sound booth
either individually or in pairs. Each participant was seated
comfortably in front of a touch-screen display �Elo Model
1915L�. For all four tasks, the same vowel was never re-
peated twice in a row. The Mono4 task had the additional
stipulation that each sequence must contain at least three of
the four vowel stimuli. Thus, a single vowel could occur
twice within a sequence, which was implemented to avoid
the possibility of correctly guessing the identity of the fourth
vowel based on the three preceding vowels. For the three
vowel-identification tasks, responses were collected using
columns consisting of four buttons labeled “pVt” on the
screen, each column corresponding to the interval during
which the stimulus was presented. Thus, for Mono2 and
Dich2, there were two columns of four buttons displayed on
the touch screen, and, for Mono4, there were four columns of
four buttons displayed from left to right. Listeners were re-
quired to identify the correct vowel sequence exactly for the
response to be judged correct. The location task, DLoc, only
had two buttons �labeled “Right” and “Left”� for the listener
to identify which ear was stimulated first. Orthographic feed-
back showing the correct sequence was provided on all trials.

The dependent variable measured was the stimulus onset
asynchrony �SOA� between the presented vowels. The mini-
mum SOA value was �2 ms to ensure a sequential presen-
tation for the stimuli. Given stimulus durations of 70 ms,
SOA values less than 70 ms resulted in the stimuli overlap-
ping in time. All tasks used the method of constant stimuli to
measure the psychometric function relating percent-correct
identification performance to SOA. For the three vowel-
sequence identification tasks, threshold was defined as 50%
correct, whereas 75% correct was defined as threshold for
DLoc because chance performance was 50% for this ear-
sequence task. Extensive piloting was completed to deter-
mine the appropriate starting SOA test intervals for young
and older listeners in general. Due to the large variability of
performance between older listeners, a single set of SOA
values could not be used for all participants. Therefore, ex-
perimental testing was conducted in two phases. The first
phase consisted of a preliminary wide-range estimate of SOA
threshold �i.e., using a large step size, 25 ms�, while the
second phase consisted of narrow-range testing �i.e., using a
smaller step size, 10 or 15 ms� to provide the actual SOA
threshold estimates reported in the results. Table I lists the
SOA test values used during initial wide-range testing across
the four tasks for the young and older listeners. From this
initial block of trials, the participant’s identification accuracy
at each SOA value was fitted by a psychometric function
�Weibull� and a preliminary threshold at 50% was estimated
�75% for DLoc�. Next, narrow-range testing for that same
task was completed using an initial SOA that was 30 ms �40
ms for Dich2� less than the wide-range threshold estimate
and a 10 ms �15 ms for Dich2� step size over six steps. This

was designed to result in about three performance estimates
below the targeted performance level and three estimates
above this performance level.

In the event that a threshold was not obtained by the
wide-range task, a threshold was estimated based on visual
inspection of the listener’s performance graph and the wide-
range was rerun with a starting SOA 30 ms below the thresh-
old estimated by visual inspection. Narrow-range estimates
were only considered valid if the threshold could be esti-
mated without extrapolation beyond the range of perfor-
mance measured. If this was not the case, the results were
considered invalid. In this case, the narrow-range was ad-
justed to include the new estimated threshold and the
narrow-range measurements were repeated. In the end, each
threshold estimate for each task was based on three valid
narrow-range estimates for a total of 216 �Mono2�, 288
�Mono4�, or 432 �Dich2, DLoc� trials. Typically, all three
narrow-range thresholds for a given task were obtained over
the same SOA test range.

Breaks were always available to listeners between test
blocks, were verbally offered after about 1 h of testing, and
were prompted on screen for the two longer dichotic tasks
midway through a test block to avoid possible fatigue. Test
sessions were no longer than 2 h. Listeners returned for three
to four testing sessions. A few listeners scheduled more ses-
sions due to difficulty obtaining reliable threshold estimates
to begin the task or a slower rate of completing the tasks.

E. Results

1. Data reliability

Across each of the four tasks, three threshold estimates
were obtained. To test the reliability and stability of these
measures, Pearson-r correlations across the three blocks for
each of the four experimental tasks were completed sepa-
rately for both age groups. All correlations were significant
at p�0.01, thereby demonstrating similar performance
across blocks, with one exception for the young group �block
1 vs block 3 of Dich2, r=0.33�. As a test of the stability of
the threshold estimates, eight repeated-measures general lin-
ear model analyses were completed, one for each dependent
measure and each group. Results showed no significant main
effect of block number for any dependent measure or group
�p�0.01�, thus demonstrating no learning effect across
blocks. Based on these results, threshold estimates from all
three blocks appear to be reliable and stable estimates of
performance for both age groups. Therefore, the default cal-
culation of final threshold estimates for each task and partici-
pant was the average of three �narrow-range� threshold esti-
mates.

TABLE I. Wide-range starting test values across the four experimental
tasks. Values for older adult listeners are listed �values for young listeners
are in parentheses if different�.

Mono2 Mono4 Dich2 DLoc

Starting
SOA �ms� 10 85 �35� 45 100 �20�
No. of trials 72 96 144 144
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As a further check for within-subject outliers across
blocks, the standard deviation was calculated across the three
blocks for each listener. Any listener that had a standard
deviation greater than three times the average three-block
standard deviation for the respective age group was judged to
have an unreliable threshold estimate. In these cases, the two
closest threshold estimates were used to calculate the final
threshold estimate. A few listeners did not have at least two
threshold estimates that fell within three standard deviations,
and were therefore treated as missing data �about 1 partici-
pant per group per task�. Reliable data points having been
identified, threshold estimates averaged across all three
blocks �or two blocks, 6% of cases� were used in subsequent
analyses.

Of particular interest in this study are not only the lis-
teners who perform well enough on the experimental tasks to
yield valid threshold estimates but also those who perform
poorly or otherwise could not complete the experimental
testing. Table II lists the number of participants unable to
complete experimental testing for each task. Only six of
these participants were unable to complete two tasks �typi-
cally the two dichotic tasks�. Inspection of the data in Table
II reveals that older adults were unable to complete the
temporal-order identification tasks than younger adults, espe-
cially for Mono4. In order to include these individuals in
subsequent analyses and not bias the data by excluding them,
their performance was coded as extreme values �maximum
recorded threshold plus one standard deviation� and medians
were used for group analyses. Such nonparametric analyses
are more resistant to violations of normality and allowed
inclusion of all participants.

2. Data analysis

Table III displays the descriptive statistics for each
group. In order to test the difference between groups for each
experimental task, a Bonferroni-adjusted Mann–Whitney test
was used for pairwise comparisons and demonstrated signifi-
cant �p�0.001� between-group differences for all three
vowel-sequence identification tasks, as shown in Fig. 1.
However, no significant difference between age groups was
achieved for the dichotic ear-sequence identification task
�Bonferroni-adjusted p=0.032�. A Wilcoxon Signed-Ranks
Test was used to compare performance within a group across
experimental tasks �see Table IV�. For both age groups, SOA
thresholds for Mono2 were significantly shorter than SOA
thresholds for the other three tasks. For older adults, SOA
thresholds for Mono4 differed significantly from SOA
thresholds for both dichotic conditions. This was not the
case, however, for younger adults. The performance of older

adults did not differ significantly between the two dichotic
tasks, whereas the performance of the young adults did differ
significantly between these two tasks.

F. Discussion and extension of results

The significant intertask differences demonstrate that
these four temporal-order identification tasks tap into differ-
ent processing demands. Clearly, the shortest SOAs were ob-
served for both age groups in the Mono2 stimulus condition,
with threshold SOA values being about 80–100 ms shorter
for this condition than the others. Apparently, it is easier for
both age groups to perform this task when the vowel se-
quence is presented to the same ear and is comprised of only
two stimuli. Keeping the stimuli in one ear but doubling the
number of items in the sequence �Mono4� resulted in sizable
increases in SOA thresholds �i.e., greater than a factor of 3�
relative to the SOA thresholds for the Mono2 condition. The
differences in chance performance between Mono2 �8%� and
Mono4 �1%� do result in a difference in task difficulty. In
order to equate d� between the two tasks, new thresholds
were calculated for the Mono4 task at a conservative 25%
correct using conversion tables from Hacker and Ratcliff
�1979�. Significant differences remained for the Mono4 con-
dition, both between young and older listeners �p�0.001�
and between Mono2 and Mono4 tasks �p�0.001�. However,
Mono4 d� adjusted thresholds were significantly better than
Dich2 thresholds, further highlighting the additional de-
mands of dichotic processing.

If limitations in vowel identification influenced perfor-
mance on the monaural tasks �rather than some other factors
related to temporal-order judgment�, then, the longer se-
quence in Mono4 would compound this factor, thereby re-
ducing the probability of correctly selecting the vowel se-
quence. However, while younger listeners did perform better
overall when identifying vowels in isolation than older lis-
teners �p�0.05�, vowel-identification performance in isola-
tion did not significantly correlate with performance on ei-
ther the Mono2 �r=−0.05� or Mono4 �r=−0.07� tasks. This
indicates that the sizable increases in threshold for Mono4
were not due to vowel-identification limitations, but more
likely due to task �e.g., sequential processing� and/or cogni-
tive �e.g., memory� factors.

Considering dichotic presentations, separating the
stimuli by presenting one to each ear resulted in considerably
longer SOA thresholds relative to Mono2. No difference be-
tween dichotic tasks was found for older listeners. This pro-
vides further evidence that vowel identification was not a

TABLE III. Descriptive statistics for experiment 1; IQ range=interquartile
range.

Older adult listeners Young adult listeners

N Median IQ range N Median IQ range

Mono2 150 49.1 35.4 35 15.8 15.7
Mono4 129 154.1 142.5 33 90.3 90.54
Dich2 143 116.0 37.4 34 96.5 28.8
DLoc 142 121.2 41.6 32 109.1 36.3

TABLE II. Number of participants unable to achieve a threshold for each
experimental task.

Mono2 Mono4 Dich2 DLoc

Young 0 1 0 1
Old 1 21 6 6
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limiting factor for vowel-sequence tasks as no difference in
performance was obtained for older listeners on the ear-
identification task which did not involve vowel identifica-
tion. Instead, it is likely that general temporal-order abilities
limited performance on both vowel- and ear-identification
tasks. However, one way of noting the processing demands
of these tasks is by comparison to young performance. In
agreement with previous studies of temporal-order for tones
�Szymaszek et al., 2006; Kołodziejczyk and Szelag, 2008�,
no age differences were obtained for the dichotic ear-
sequence identification task �DLoc�, indicating that the pro-
cessing requirements that underlie this task may be preserved
with age. It may be that the simpler task requirements for the
ear-sequence identification �DLoc� measures, as compared to
the parallel vowel-sequence identification measures �Dich2�,
resulted in similar performance between groups, as it has
been consistently found that age group differences in tempo-
ral processing often become apparent as the complexity of
the task increases �Fitzgibbons and Gordon-Salant, 1995,
1998�. The DLoc task is simpler than the Dich2 task, in part,
because there is no need to identify the phonological com-
position of the stimuli, simply to determine their location or
laterality. In addition, the DLoc task is simpler than the
Dich2 task because there were only two response alternatives
for DLoc �right vs left�, whereas Dich2 measures were com-
prised of 12 possible response sequences. However, while
the DLoc task complexity is less, the threshold SOA values
measured indicate that the demands of the task were signifi-
cantly greater for young adults. At least for younger listeners,

phonetic labeling was easier than remembering to which ear
the stimulus had been presented first. Vowel identification
appears to have actually aided performance for these young
listeners.

Regarding group differences, older listeners perform sig-
nificantly poorer across all three vowel-sequence identifica-
tion tasks. Given that all listeners had normal or near-normal
hearing within the frequency range of the stimuli �below
1800 Hz� and that a high presentation level �83 dB SPL� was
used, group differences cannot be accounted for in terms of
differences in audibility. Indeed, the PTA did not correlate
significantly with vowel identification �r=0.11�, suggesting
that simple audibility did not influence identification perfor-
mance. Across all tasks, older listeners demonstrated large
variability, yet many older listeners performed within the
performance range of the young adults. This is consistent
with other age group differences found for other measures of
auditory temporal processing �Moore et al., 1992; Schneider
et al., 1994; Snell, 1997; Snell and Frisina, 2000; Humes et
al., 2009�.

As noted, the large differences in SOA thresholds for
both young and older listeners between the two-item monau-
ral and two-item dichotic tasks were striking. This difference
occurs even though the task requirements were identical: the
only difference was presenting the sequence to one ear vs
two ears, one stimulus per ear. Several possible factors could
underlie this difference, including the obvious differences in
physiological processing �i.e., central auditory processing� as
well as cognitive explanations. First, Shrivastav et al. �2008�
found that both presentation rate �i.e., SOA� and stimulus
duration influence the performance of older listeners, with
shorter tone durations leading to poorer discrimination per-
formance. Given that experiment 1 only used one stimulus
duration, it is not clear whether these performance patterns
would persist with a different stimulus duration. Therefore,
experiment 2 compared performance on these two-item iden-
tification tasks with 70 and 40 ms stimuli �40 ms stimuli
were also used by Humes et al. �2010��. Second, task perfor-
mance differences may have been related to the relative de-
mands due to divided-attention. Experiment 2 also examined
how this factor might mediate monaural performance with

TABLE IV. Wilcoxon Signed-Ranks Test for comparison between tasks, Z
scores listed.

Group Mono2 Mono4 Dich2

Mono4 Old �10.3*
Young �5.1*

Dich2 Old �10.3* �7.1*
Young �5.1* �1.6

DLoc Old �10.3* �5.4* �1.4
Young �5.1* �0.9 �4.0*

*p�0.001.

FIG. 1. Young and older adult performance distributions for the temporal-order tasks of experiment 1, *p�0.001.
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40 ms vowels. Finally, experiment 2 also examined test-
retest learning, as it is not clear whether the performance
observed in experiment 1 represents a maximal ability or an
ability that can be enhanced with additional exposure to the
stimuli and temporal-order tasks.

III. EXPERIMENT 2: ADDITIONAL FACTORS FOR
OLDER LISTENERS

Experiment 2 used subsets of older listeners to investi-
gate three additional phenomena: stimulus duration,
stimulus-ear uncertainty �randomization�, and test-retest
learning. It has been reported that stimulus duration can have
an impact on monaural temporal-order discrimination, most
substantially for older adults �Shrivastav et al., 2008�. As
stimulus duration is an important dimension that can influ-
ence temporal-order performance, it is not clear whether the
performance patterns observed in experiment 1 will persist
for other stimulus durations. Therefore, experiment 2 com-
pared the difference in performance for vowel-sequence
identification tasks comprised of 40 ms or 70 ms stimuli. It is
possible that dichotic thresholds would be more influenced
by duration than monaural threshold due to the longer pro-
cessing time required.

Second, experiment 1 demonstrated a large difference in
SOAs between monaural and dichotic two-item sequences
for both young and older listeners. The second purpose of
experiment 2 was to explore one possible processing differ-
ence between the Mono2 and Dich2 tasks: divided attention.
In the dichotic testing, listeners were required to switch at-
tention between the two presentation ears, while listeners
only needed to attend to one ear in the monaural task. That
is, for the Dich2 task, the ear receiving the first stimulus of
the two-item sequence varied randomly from trial-to-trial
such that the listener did not know where to listen or where
the sequence would be initiated. This was not the case for the
Mono2 task. To examine the impact of this possible demand
on attention, this experiment randomized the ear to which the
two monaural stimuli were presented, such that on any given
trial the two vowels could both be presented to either the
right or left ear. This helped to match the level of location
uncertainty across trials between the monaural and dichotic
tasks.

Third, listeners in this study completed a large number
of tasks throughout the course of the study in multiple mo-
dalities �55 h of testing�. The conditions presented in this
final experiment occurred after significant exposure to the
stimulus materials in experiment 1, as well as completion of
eight different temporal-masking conditions using the same
40 ms vowel stimuli �reported in Humes et al., 2010�. All
participants completed the same tasks and on average, par-
ticipants completed about 12 h of testing with these vowel
stimuli prior to participating in experiment 2. Thus, partici-
pants had considerable opportunity to learn stimulus and
task-specific information prior to the measures completed in
experiment 2. Perhaps some of the difference observed be-
tween age groups in experiment 1 reflects age-related differ-
ences in learning the task or the stimuli. The question explic-
itly tested here examined whether learning did occur for

older adults. It may be that temporal-order processing abili-
ties in older listeners are constrained by factors �e.g., physi-
ological� not susceptible to learning.

A. Listeners

Two groups of older adult listeners from experiment 1
volunteered to complete a portion of the conditions from
experiment 2. A subset �Group A� of 43 older listeners, 24
female and 19 male, ranging in age from 60–87 years
�mean=70 years� from experiment 1 completed the mea-
sures investigating stimulus duration and test-retest learning.
A second subset �Group B� of 24 older listeners, 16 females
and 8 males, ranging in age from 62–83 years �mean
=70 years� from experiment 1 completed the measures in-
vestigating the effect of ear randomization.

B. Methods

Five tasks were completed. Two tasks used the 70 ms
vowels and were the same as those used in experiment 1:
monaural two-item identification �Mono2_70� and dichotic
two-item identification �Dich2_70�. An additional three tasks
used 40 ms versions of the stimuli used in experiment 1
excised from the middle portion of the 70 ms vowels. These
three tasks were monaural two-item identification
�Mono2_40�, dichotic two-item identification �Dich2_40�,
and monaural two-item identification with randomization of
the stimulus presentation ear across trials �M2Rand_40�.
Procedures were identical to those outlined in experiment 1
for the monaural and dichotic tasks. M2Rand_40 consisted
of 144 trials, allowing for 72 trials to be presented to each
ear. Group A completed shortened stimulus duration tasks
Mono2_40 and Dich2_40 and the retest Mono2_70 and
Dich2_70 tasks. Monaural versions were always tested prior
to dichotic versions. Testing order of the two stimulus dura-
tions was counterbalanced across listeners. Group B com-
pleted the three 40 ms tasks �Mono2_40, Dich2_40, and
M2Rand_40� to examine ear randomization as a possible
factor in the larger dichotic thresholds.

Prior to completing the tasks in experiment 2, all older
participants in both groups completed an additional screen-
ing task for the identification of these shortened vowels in
isolation. Given the targeted threshold performance level of
50% for these two tasks, all participants were required to
complete this screening with at least 60% accuracy in each
ear to continue with experiment 2. Identification accuracy
during screening actually ranged from 77.5%–100% with a
mean of 95.2% �SD=6.2%� for the right ear and ranged from
62.5%–100% with a mean of 94.6% �SD=7.8%� for the left
ear. Thus, most listeners �77%� identified the short 40 ms
vowels in isolation with at least 90% accuracy, just as they
had the longer 70 ms vowels used in experiment 1. Task
demonstrations were provided prior to presenting any new
experimental task and were analogous to those in experi-
ment 1.

C. Results and discussion

The same data-reduction procedures as experiment 1
were used to obtain three-block averages to be used for an

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Fogerty et al.: Auditory temporal processing with age 2515



individual listener’s SOA threshold estimate. Four older par-
ticipants were unable to complete one or two tasks.
Mono2_70 and Dich2_40 each had two missing values, and
Mono2_40 and Dich2_70 each had one missing value. The
only participant in this data set who had an ear with hearing
thresholds beyond the audiometric criteria for this study did
not complete either dichotic test. Missing data for these four
participants were entered as extreme value outliers. As a re-
sult, medians were computed for group values and nonpara-
metric tests were again used for analysis. Pursing correla-
tions between performance on each task with mid-frequency
hearing thresholds �p�0.05� and vowel identification in iso-
lation �p�0.05� were not significant, suggesting that indi-
vidual differences in performance are not attributable to
simple audibility or vowel-identification abilities.

1. Stimulus duration

Group A completed the tasks for the investigation of
stimulus duration. A paired-sample Kruskal Wallis test was
used to examine the effect of test order between stimulus
durations �e.g., M2_70 first vs M2_40 first�. Results did not
differ significantly across the task orders �p�0.05�. There-
fore, data for counterbalanced conditions were pooled in sub-
sequent analyses for stimulus duration.

Figure 2 shows the median SOA values for the four
stimulus conditions in this experiment. Comparisons be-
tween analogous tasks using different stimulus durations
were tested using Wilcoxon Signed-Ranks tests. Results
demonstrated no significant difference between the SOAs for
the Mono2_70 �median=25.9 ms, IQ range=25.1 ms� and
Mono2_40 �median=27.6 ms, IQ range=28.3 ms� tasks
completed in experiment 2 �p�0.05�. However, a significant
effect of stimulus duration �p�0.001� was obtained for the
dichotic task comparison of Dich2_70 �median=104.8 ms,
IQ range=32.5 ms� and Dich2_40 �median=80.7 ms, IQ
range=45.9 ms�. This indicates that while no difference in
SOA occurred between stimulus durations for monaural con-
ditions, shorter stimulus durations actually lead to better
SOA values for the older listeners in dichotic testing. How-
ever, while SOA thresholds decreased substantially for the
shorter stimulus duration �40 ms� in the dichotic task, an-
other measure, the interstimulus interval �ISI�, was more
similar �median ISI for Dich2_70 was 34.5 ms and for
Dich2_40 was 40.4 ms�. Nonetheless, all listeners had longer

ISIs for the 40 ms stimuli �median difference=7.0 ms, IQ
range=14.1 ms�, which was significantly larger by means of
a Wilcoxon Signed-Ranks test �Z=−3.7, p�0.001�. Thus,
using ISI as an index, it may be that 40 ms vowels are more
difficult, requiring a larger temporal separation between the
stimuli. Two older listeners had thresholds that led to a tem-
poral overlap of the two 70 ms vowels �and therefore, no ISI
or temporal separation�, indicating that a silent interval is not
required for successful performance on the dichotic task us-
ing 70 ms vowels. However, in general, it appears that addi-
tional processing for dichotic sequences occurs after the
stimulus offset and that the processing requirements are
somewhat greater for the shorter 40 ms stimuli.

2. Ear uncertainty

Group B completed these measures to determine if ear
uncertainty resulted in the large differences between Mono2
and Dich2 tasks observed. Median SOA values for these 24
older adults appear in Fig. 3. Wilcoxon Signed-Ranks tests
demonstrated significant �Bonferroni-adjusted p�0.001� dif-
ferences between Dich2_40 �median=81.1 ms, IQ range
=68.5 ms� and each monaural task �p�0.001�, again dem-
onstrating large differences between monaural and dichotic
presentations, now for 40 ms stimuli. However, no differ-
ences were found between Mono2_40 �median=37.0 ms, IQ
range=44.5 ms� and M2Rand_40 �median=41.9 ms, IQ
range=44.8 ms�, indicating that differences between the
monaural and dichotic tasks for 40 ms vowels was not a
result of attentional demands related to stimulus-ear uncer-
tainty from trial-to-trial. Rather, differences appear to be re-
lated to inherent physiological �i.e., central auditory� differ-
ences between monaural and dichotic processing involved in
the comparison of stimuli across ears.

3. Test-retest learning

Group A also completed the retest 70 ms versions of
experiment 1 to investigate if performance improved for
older listeners with additional exposure. Figure 4 illustrates
the effect of the repeated exposures to stimuli and tasks be-
tween experiments 1 and 2. Comparisons were again tested
using Wilcoxon Signed-Ranks tests. The comparison of
SOAs between the first and second completion of Mono2_70
indicated a significant 39% improvement �p�0.001�. The
SOA values for Dich2_70 also improved significantly fol-

FIG. 2. Effect of stimulus duration; SOA thresholds from older adults in
experiment 2, error bars=interquartile range, *p�0.001.

FIG. 3. Effect of ear randomization; SOA thresholds from older adults in
experiment 2, error bars=interquartile range, *p�0.001.
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lowing longer periods of exposure to the stimuli and tasks
�p�0.001�, but only with a 7% improvement. Thus, the
older listeners were able to improve their performance on
these vowel temporal-order identification tasks with in-
creased exposure to the stimuli. Of particular interest is
whether older listeners were able to approach the perfor-
mance of young listeners after such exposures or whether
older listener performance is limited by certain factors �i.e.,
physiological� and represents a maximal ability not suscep-
tible to training. Therefore, comparisons between the SOAs
from Mono2_70 and Dich2_70 conditions for older listeners
obtained after repeated exposures in experiment 2 were com-
pared to the results of the young listeners for the same tasks
but from experiment 1 �Fig. 4�. Results of the between
groups Mann–Whitney tests still indicated a significant age
group difference comparing the second testing of older lis-
teners to the first testing of the young listeners for the two-
item monaural task �Z=−4.02, p�0.001� and the two-item
dichotic task �Z=−2.30, p=0.022�. Thus, although the addi-
tional exposures to the brief vowel stimuli and the proce-
dures in this study narrowed the gap �literally� in SOAs be-
tween the older adults and the young adults on these two
measures of temporal-order identification, it was not enough
to eliminate significant group differences. We are investigat-
ing whether young adults also improve over time, and cur-
rently partial results are available. Data from 42 young lis-
teners indicate significant improvements with additional
exposure �Bonferroni-adjusted p�0.025�. Median SOAs
went from 13.9 and 97.4 ms for the Mono2 and Dich2 tasks,
respectively, to 7.3 and 85.7 ms following repeated expo-
sures to the stimuli and tasks. Thus, it appears that the per-
formance of young adults may also improve with exposure to
a similar degree as older listeners �about 10–20 ms improve-
ment across tasks and age groups�.

IV. GENERAL DISCUSSION

A. Group differences

Overall, the results from this set of experiments demon-
strate that older listeners have a significant difficulty identi-
fying the order of rapid temporal events relative to young
listeners. This difficulty becomes apparent and more pro-

nounced as the cognitive complexity of the task increases,
such as from identifying two-item sequences vs four-item
sequences. One significant finding from experiment 1 was
the substantially elevated SOA thresholds in the two-item
dichotic tasks compared to the two-item monaural task. Dif-
ferences between dichotic and diotic processing have also
been noted previously �Szymaszek et al., 2006�. Results
from randomizing the presentation ear for monaural se-
quences in experiment 2 demonstrated that this difference
could not be accounted for by increased demands on divided-
attention resources, at least for 40 ms stimuli. Indeed, Tun et
al. �1992� noted a speech rate by age interaction for recall of
spoken passages that was independent of the attention pro-
cessing demands of the task. Instead, performance differ-
ences appear related to the physiological processing of di-
chotic vs monaural sequences, where dichotic presentations
require integration of temporal events across hemispheres.

Experiment 2 also highlighted two other substantial
findings related to temporal-order identification for older lis-
teners. These results refer to the effects of stimulus duration
and stimulus exposure on the performance of older listeners.
With regard to exposure, the initial measurements in experi-
ment 1 do not represent best performance—older listeners
were able to improve temporal-order identification perfor-
mance with extended exposure to stimulus information. This
is contradictory to previous results for the discrimination of
tonal sequences that have suggested no learning effect for
older listeners �Trainor and Trehub, 1989�. However, Szy-
maszek et al. �2006� reported an effect of practice on
temporal-order identification thresholds after one session. Al-
though older listeners did improve performance on our tasks,
they still did not reach the monaural performance of the
young listeners from experiment 1. Comparison to a second
set of young listeners with equivalent additional exposure
demonstrates approximately equal improvements in SOA for
both age groups. This either suggests that older listeners
would require additional and more focused training to
achieve performance thresholds near that of younger listen-
ers or that older performance is somehow limited by a factor
that maintains age group differences. It should also be noted
that considerable care was taken in establishing the SOA
thresholds in experiment 1, including the use of several dem-
onstration trials to familiarize the listeners to the stimuli and
tasks, use of initial wide-range constant-stimuli trial blocks
that essentially served as additional practice, and then basing
each threshold estimate �for most listeners� on three blocks
of trials that did not significantly vary from each other. De-
spite these efforts to obtain stable performance estimates,
older listeners clearly continued to improve their perfor-
mance with repeated exposures to these brief vowel stimuli
�i.e., 12 h of testing�. It also is important to note that this
additional exposure to the stimuli did not involve substantial
additional exposure to temporal-order identification. Rather,
as noted previously, extended exposure to these stimuli was
in the form of identification of one of the four target vowels
serving as the signal in various temporal-masking tasks.
Thus, any learning that has taken place from repeated expo-
sures to the stimuli is more of an implicit nature rather than
explicit and certainly would not be considered to be any

FIG. 4. Effect of stimulus exposure: Older adult performance for experi-
ment 1 �before exposure, cross-hatched light gray� and experiment 2 �after
exposure, solid light gray� in comparison to young performance for experi-
ment 1 �before exposure, solid dark gray�. Error bars=interquartile range,
*p�0.001, **p�0.025.
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form of “training” temporal-order performance. For now, we
can conclude that older adults do improve their thresholds
with repeated exposures to the stimuli but not enough to
eliminate differences in median SOA thresholds between the
two age groups. Therefore, older adult abilities remain plas-
tic and susceptible to learning, but significant age-related
factors remain that inhibit performance.

The effect of stimulus duration also revealed an interest-
ing result. Shorter stimulus durations did not adversely affect
the performance of older adults. While resulting in no differ-
ence for monaural presentations �Fig. 2�, shorter durations
actually resulted in smaller SOA thresholds for dichotic se-
quences. On the surface this appears counterintuitive, as el-
evated thresholds for duration discrimination with shorter
reference durations are well documented among older listen-
ers �Fitzgibbons and Gordon-Salant, 1995� at least for tonal
signals. Cullinan et al. �1977� presented diotic sequences of
four vowels continuously to young listeners and found that
performance on temporal-order identification improved as
the stimulus length increased, although this was also con-
founded with slowing the rate of presentation. In contrast, for
monaural presentations of three tone sequences, Fitzgibbons
et al. �2006� reported an effect of rate with no contribution of
stimulus duration. Shrivastav et al. �2008� found similar re-
sults for young normal-hearing participants listening to two-
tone sequences with flanker tones using uniform duration
and rate. Older listeners only demonstrated an effect of du-
ration for stimuli less than 40 ms in that study. This is, in
fact, what we found for our two-item monaural task: an ef-
fect of rate with no effect of duration �at least for the 70 and
40 ms vowels tested here�.

However, it appears that stimulus duration does influ-
ence temporal-order identification performance for dichotic
presentations. One possible reason for this advantage could
be related to the larger silent interval between the offset of
one stimulus and the onset of the next that shorter stimuli
provide. This silent interval may be beneficial by providing
more time for recovery �less masking� or processing;
thereby, actually leading to shorter �better� SOA thresholds
when shorter duration stimuli were used. Indeed, while SOA
values improved, this silent duration, the ISI, significantly
increased for shorter stimulus durations. It is important to
note that the results for shorter stimulus durations were ob-
tained only after significant exposure to the stimuli.

B. Individual differences among older listeners

This study was designed with a large sample size to
explore individual differences among the older listeners,
along with exploring a variety of task- and stimulus-specific
variables that influence the temporal-order performance of
older listeners in these experiments. First, correlations
among the temporal-order tasks of experiment 1 were exam-
ined to determine if performance on one task was related to a
listener’s performance on another task. Only older listeners
with threshold estimates �N and correlations shown in Table
V� were included in these correlations. Results indicate sig-

nificant Pearson correlations among all measures �p�0.01�,
with the highest agreement between the two-item identifica-
tion measures �Mono2, Dich2; r=0.59�.

In order to determine if age, pure-tone audiometry, or
cognitive measures were able to predict an older listener’s
temporal-order identification performance, a second set of
analyses were completed. Redundancy among the sets of au-
diometric and cognitive measures obtained for all partici-
pants was first reduced using principal component �PC�
analysis with varimax rotation. Results of this analysis ex-
tracted three orthogonal PCs out of the 18 audiometric mea-
sures �Table VI�, corresponding to low-frequency hearing
thresholds in the right ear, the left ear, and bilateral high-
frequency hearing thresholds. Four orthogonal PCs were ex-
tracted for the 15 cognitive measures �Table VII� based on
the raw scores from the WAIS-III and corresponded roughly
to verbal, performance, free recall/pairing, and symbol-
search measures. These seven audiometric and cognitive
components were entered, along with age, as possible pre-
dictors in four multiple linear-regression analyses, one for
each of the four temporal-order tasks �Table VIII�a��. Results
indicate that cognitive measures of the WAIS, component 1
�verbal� and component 2 �performance�, serve as the pri-
mary predictors of variance across the four experimental

TABLE VI. Audiogram principal component analysis: % variance ac-
counted for in parentheses. Weights �0.4 removed for simplicity. R�right
ear, L�left ear.

Frequency �kHz�

Bilateral
high-frequency

�33.9%�

Right
low-frequency

�23.2%�

Left
low-frequency

�20.7%�

0.25 R 0.82
0.5 R 0.89
1 R 0.84
1.5 R 0.77
2 R 0.51 0.66
3 R 0.80 0.43
4 R 0.86
6 R 0.84
8 R
0.25 L 0.81
0.5 L 0.88
1 L 0.79
1.5 L 0.71
2 L 0.58 0.53
3 L 0.81
4 L 0.88
6 L 0.87
8 L 0.75

TABLE V. Experiment 1 task correlations for data from older adults only,
excluding participants who were unable to achieve a threshold value �N in
parentheses�.

Mono2 Mono4 Dich2

Mono4 0.46* �128�
Dich2 0.59* �142� 0.28* �121�
DLoc 0.30* �141� 0.25* �120� 0.34* �140�

*p� .01.
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tasks. Therefore, cognitive status �i.e., the level of an indi-
vidual’s cognitive skills� appears to account for between 8%
and 29% of the variance in performance among the older
participants. Additional variance was not accounted for by
either audiometric status or age.

Of interest is how much variance can be accounted for
by a basic measure of temporal-order identification ability
�Mono2�. Running the regression analyses a second time to
include Mono2 as a possible predictor �Table VIII�b�� re-
sulted in Mono2 becoming the primary predictor variable
across all tasks, accounting for over 20% and 34% of vari-
ance for Mono4 and Dich2 tasks, with cognitive measures
only entering into consideration for DLoc. This suggests that
Mono4 and Dich2 tasks are not predicted by other WAIS-III
cognitive measures not already accounted for by Mono2.

Overall, tests of individual differences among these
older listeners suggest that cognitive measures are related to
an older listener’s temporal-order identification ability for
vowels, while audiometric status does not serve as a predic-
tor. This latter finding is not surprising given that we low-
pass filtered the vowel stimuli at 1800 Hz and used a rela-
tively high presentation level to minimize the role of

audibility. Thus, it appears plausible that general age-related
cognitive declines may influence temporal processing abili-
ties for vowels.

V. CONCLUSIONS

Four measures of temporal-order processing using
speech stimuli were obtained among a large group of older
adult listeners and compared to the performance of young
listeners. As expected, results indicated age group differ-
ences for three measures of temporal-order identification
with older listeners performing more poorly and with notice-
ably greater variability. However, the older group maintained
a large overlap in performance with the young listeners. In-
creasing the length of the stimulus sequence from two to four
vowels significantly degraded performance, possibly result-
ing from additional cognitive demands �i.e., memory�. A
large difference in performance between monaural and di-
chotic presentations occurred for both age groups and stimu-
lus durations. This difference was not related to attentional
demands created by stimulus presentation uncertainty across
ears �at least for 40 ms vowels� and therefore appears to be
specific to processing requirements. The manipulation of
stimulus duration demonstrated that older listeners with sub-
stantial exposure to the stimuli had better SOA values with
shorter stimuli for dichotic presentations; however, all listen-
ers required a longer silent interval between stimuli to com-
plete this task with shorter vowels, possibly indicating a need
for more processing time. No difference in thresholds be-
tween vowel durations was obtained for monaural presenta-
tions. Older listeners also demonstrated improvement in
temporal-order identification with significant additional ex-
posure to the test stimuli, yet performance still did not match
the performance of young listeners.

A major goal of this research project is to determine
causes for individual differences in performance among the
elderly, as large variability in performance among older lis-
teners has been consistently noted in the literature. One no-
table result showed that verbal and performance measures of
cognition predicted some of the variance associated with
each of the four temporal-order vowel-identification mea-
sures. It should be noted that the stimuli here were speech,
and perhaps verbal cognitive measures are more strongly as-

TABLE VII. WAIS-III principal component analysis: % variance accounted
for in parentheses. Weights �0.4 removed for simplicity.

Variable
WAIS1
�25.5%�

WAIS2
�19.9%�

WAIS3
�13.8%�

WAIS4
�7.0%�

Information 0.83
Vocabulary 0.80
Similarities 0.75
Comprehension 0.73
Arithmetic 0.61
Letter-number sequencing 0.51
Picture arrangement 0.52 0.54
Matrix reasoning 0.41 0.69
Digit span 0.46
Picture completion 0.66
Block design 0.66
Digit-symbol coding 0.75
Pairing 0.99
Free recall 0.99
Symbol search 0.95

TABLE VIII. Linear regression: �a� age, 4 WAIS-PCs, 3 audiogram-PCs as predictors; �b� with Mono2 also
included as a predictor.

Task variable
% total
variance

Predictor
variable � coefficient F �df� p

�a� Mono2 14.5 WAIS2 �0.38 29.877 �2, 147� �0.001
14.4 WAIS1 �0.38

Mono4 3.4 WAIS1 �0.184 4.44 �1, 127� 0.037
Dich2 6.1 WAIS1 �0.247 9.674 �2, 140� �0.001

6.0 WAIS2 �0.246
DLoc 8.3 WAIS2 �0.288 12.682 �1, 140� 0.001

�b� Mono4 20.9 Mono2 0.457 33.224 �1, 126� �0.001
Dich2 34.3 Mono2 0.586 73.207 �1, 140� �0.001
DLoc 9.0 Mono2 0.224 9.928 �2, 138� �0.001

3.6 WAIS2 �0.203

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Fogerty et al.: Auditory temporal processing with age 2519



sociated with the temporal-order judgment of these vowels
than might be found for analogous nonspeech stimuli. Nev-
ertheless, the present results demonstrated that cognitive
measures were able to account for some of the differences in
temporal processing among older listeners, while no contri-
butions of audibility or age were found among this group of
older listeners.
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Measurement of hearing aid internal noisea)
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Hearing aid equivalent input noise �EIN� measures assume the primary source of internal noise to
be located prior to amplification and to be constant regardless of input level. EIN will underestimate
internal noise in the case that noise is generated following amplification. The present study
investigated the internal noise levels of six hearing aids �HAs�. Concurrent with HA processing of
a speech-like stimulus with both adaptive features �acoustic feedback cancellation, digital noise
reduction, microphone directionality� enabled and disabled, internal noise was quantified for various
stimulus levels as the variance across repeated trials. Changes in noise level as a function of
stimulus level demonstrated that �1� generation of internal noise is not isolated to the microphone,
�2� noise may be dependent on input level, and �3� certain adaptive features may contribute to
internal noise. Quantifying internal noise as the variance of the output measures allows for noise to
be measured under real-world processing conditions, accounts for all sources of noise, and is
predictive of internal noise audibility.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3327808�

PACS number�s�: 43.66.Ts, 43.50.Yw, 43.58.Ry �BLM� Pages: 2521–2528

I. INTRODUCTION

The continual improvement of digital technology has
made possible the implementation of many innovative signal
processing algorithms in hearing aids �HAs�. Many of these
algorithms are adaptive, altering their processing based on an
ongoing analysis of the temporal and spectral properties of
incoming sound. With these new processing schemes, addi-
tional methods of quantifying hearing aid performance may
be necessary, including the measurement of internal noise,
which is currently defined as equivalent input noise �Ameri-
can National Standards Institute, 2004�.

Internal noise is not present in the acoustic input signal,
but is added by the HA itself as an unintentional by-product
of its design and/or processing. Internal noise is added to any
external signal processed by the HA, potentially degrading
the fidelity of the sound. Internal noise can arise anywhere
along the HA processing path, including at the microphone,
the analog-to-digital converter �ADC�, the processing algo-
rithms, the digital-to-analog converter �DAC�, and the re-
ceiver. As used here, the term “processing algorithms” refers
to the application of frequency- and level-dependent gain, as
well as adaptive features, such as digital noise reduction
�DNR�, microphone directionality, and acoustic feedback
control. It has been suggested that the primary source of
internal noise is the microphone, specifically, random motion
of electrons in the conductors, air molecules, and the par-
ticles in the diaphragm �Thompson et al., 2002�. It is not
unreasonable, however, to consider other components of the
HA as significant contributors to internal noise as well �Stu-
art, 1994�.

Figure 1 shows a simple model of HA internal noise. In
this model, it is assumed that environmental noise is negli-
gible, so that the only input to the HA is an acoustic signal
�s�. Additive internal noise can occur both before �n1� and
after �n2� the application of gain �G�. The output �Lout� of the
HA is

Lout = G�s + n1� + n2. �1�

In the United States, the current standard for quantifying
HA internal noise is equivalent input noise �EIN�, defined as

EIN = L0 − HFAG50, �2�

where L0 is the level of the HA output �in dB� with no acous-
tic input signal present, and HFAG50 is the average gain �in
dB� at 1.0, 1.6, and 2.5 kHz when the input is a 50 dB sound
pressure level �SPL� pure-tone �American National Stan-
dards Institute, 2004�. EIN is measured with the hearing aid
at the reference test gain setting �to ensure saturation of the
amplifier/compressor does not occur� and with all features
�e.g., noise reduction, microphone directionality, feedback
control� disabled. EIN is typically measured in a 2 cm3 cou-
pler seated in a test box using a swept pure-tone stimulus.

An important assumption of the EIN measurement is
that the primary source of internal noise is located prior to
amplification �e.g., at the microphone�, and any internal
noise added after amplification is negligible. If this is the
case, the n2 term in Eq. �1� equals to zero. Since EIN is
measured with no acoustic input signal �L0�, Eq. �1� reduces
to

Lout = Gn1. �3�

Removal of the gain is then appropriate because it allows the
internal noise to be evaluated independently of the gain of
the HA. As noted earlier, however, other components of the
HA may contribute significant amounts of noise, in which

a�
Portions of this work were presented at the annual convention of the
American Acoustical Society, Scottsdale, Arizona, March 2008.

b�Author to whom correspondence should be addressed. Electronic mail:
james-lewis@uiowa.edu
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case EIN will underestimate the internal noise of the HA. In
terms of the noise model in Fig. 1, the equivalent input noise
measure is arrived at by dividing both sides of Eq. �1� by the
gain of the HA, resulting in

EIN = n1 +
n2

G
. �4�

Thus, when calculating EIN, noise added after amplification
�n2� is reduced by the gain term, resulting in an underesti-
mation of the internal noise level. From a quality control
standpoint, this implies that EIN primarily evaluates micro-
phone noise, and not noise from later-occurring sources.

The sole utility of EIN in quantifying internal noise is
not only questionable from a quality control standpoint, but
also in clinical utility, as EIN was not intended to measure
the audibility of HA internal noise. The audibility of a HA’s
internal noise is dependent on the circuit noise amplitude
spectrum, low-level gain, and the listener’s auditory thresh-
olds �Killion, 1976; Agnew, 1997; Thompson, 2003�. The
loudness or annoyance of such noise may be dependent upon
the spectral shape of the noise and, thus, cannot be described
by a single value �Hellman and Zwicker, 1987�. Relatively
limited attention in the literature is directed toward the audi-
bility and annoyance of HA internal noise; however, investi-
gations have typically employed 1/3 octave-band analysis of
generated noise to simulate the internal noise produced by a
hearing aid.

Agnew �1997� demonstrated that hearing aid internal
noise becomes audible to the listener when the 1/3 octave-
band level of the noise exceeds the hearing threshold at the
corresponding 1/3 octave-band frequency. Furthermore,
noise detection was generally the result of 500 Hz energy,
presumably due to preserved hearing sensitivity, and became
objectionable to some listeners at only 4 dB above threshold.
Significantly, the EIN does not include 500 Hz noise in its
calculation, but is limited to 1.0, 1.6, and 2.5 kHz.

Lee and Geddes �1998� investigated both audible and
objectionable levels of noise among normal and hearing-
impaired listeners, and concluded that designing micro-
phones with noise levels at or below the “just-objectionable
level” of the normal hearing group may be excessive, since
this level is probably not audible, and certainly not objec-
tionable, to hearing-impaired individuals. However, depend-
ing on the frequencies with the highest noise energy, indi-
viduals with certain hearing losses may be more susceptible
to the audibility of internal noise than others, specifically,
those with better low- and mid-frequency hearing sensitivity.

Other research suggests that the amount of background
noise an individual can tolerate or judges as acceptable, de-

fined as the acceptable noise level �ANL�, may be an impor-
tant predictor of successful hearing aid use �Nabelek et al.,
1991, 2006�. Additionally, relatively small changes in the
ANL can have significant effects on the probability for suc-
cess with hearing aids. Nabelek et al. �2006� found that if a
subject’s ANL decreases by 4 dB, the probability for success
with hearing aids can increase from 45% to 92% �for an
individual with an initial ANL of 10 dB�. The presence of
HA internal noise may also be a contributing factor to lack of
success with HAs, especially if judged to be at unacceptable
levels.

If a clinician encounters a patient with complaints about
either background noise or the noise produced by their hear-
ing aid, the complaint may be difficult to evaluate because a
method for quantifying internal noise in a way that has per-
ceptual relevance does not exist. Using EIN to confirm these
complaints presents three main difficulties: �1� Even if noise
is present at the microphone only, EIN quantifies the noise as
an average at only three frequencies and does not take into
account the whole audiogram; �2� if noise is not isolated to
the microphone, any noise that might be present after gain is
applied is not accurately evaluated by EIN; and �3� the inter-
nal noise in real-world processing conditions is not evaluated
by EIN. Without other resources for measuring noise, some
clinicians might be tempted to compare HAs from different
manufacturers, based on EIN measures; however, such a de-
cision may not be justified or be expected to result in a HA
with the least audible internal noise.

Finally, clinicians typically use the EIN measure as a
diagnostic indicator of HA performance: EIN values exceed-
ing tolerance suggest that the aid is “out of specs” and may
need repair. In-house measures according to American Na-
tional Standards Institute �2004� suggest considerable vari-
ability in the EIN measure �Fig. 2�. This variability was ap-
parent across three different measurement systems, including
a custom laboratory set-up in a sound-treated booth, a Frye
Electronics Fonix system, and an AudioScan Verifit system.
The EIN measure will erroneously label a HA as malfunc-
tioning nearly one-third of the time.

The current study proposes and evaluates a novel
method of measuring the internal noise of HAs that may be
predictive of audibility to the user. The new measure may
also have application as a quality control standard. The mea-
surement quantifies the internal noise as the variance in the
HA output across multiple measurement trials for a cali-
brated speech-like test signal. The measurement is made dur-
ing hearing aid processing of the test signal, and is expected
to be sensitive to all potential sources of internal noise. In-
ternal noise is assessed across a broad range of frequencies
and stimulus intensity levels, which may be beneficial when
predicting noise audibility.

II. METHODS

A. Stimuli

The International Speech Test Signal �ISTS; IEC, 2008�
was used as the stimulus. This 60-s recording is composed of
speech segments from six different languages concatenated
to yield a signal with temporal and frequency characteristics

FIG. 1. Model of HA internal noise. To an acoustic signal s at the input of
the hearing aid, noise �n1� is added prior to the application of gain �G�, and
noise �n2� is also added after gain.
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representative of speech in numerous languages. ISTS was
selected as a stimulus instead of the more traditional ICRA
speech noise because the temporal structure of normal
speech is preserved in the ISTS stimulus, decreasing the like-
lihood that certain noise canceling features of HAs would be
activated during testing, thereby treating the signal as if it
were unwanted noise.

B. Measurement paradigm

Stimulus delivery and response acquisition were con-
trolled using a personal computer, custom software, and a
sound card �Lynx L22, 24-bits, 44.1 kHz sample rate�. The
output of the sound card was routed through a power ampli-
fier �ADCOM GFA 5002� to a loudspeaker �Tonoy System
800� positioned 1 m from a Knowles Electronics Manikin for
Acoustic Research �KEMAR� at 0° azimuth relative to the
geometric center of the head. KEMAR, as opposed to a
2 cm3 coupler, was used to allow for more accurate predic-
tions of internal noise audibility, as measured levels would
be more representative of those encountered in the human
ear canal. Hearing aid output was measured with a G.R.A.S.
IEC-711 ear simulator attached to the right ear of the mani-
kin. Multiple measurements were taken, with recording of
the hearing aid output time-locked with acoustic stimulus
presentation.

Responses were collected from HAs from each of the six
major manufacturers. For each manufacturer, the HA model
with the most advanced signal processing algorithms was
selected for evaluation. The hearing aids were all set to de-
fault manufacturer �“first-fit”� settings for a user with a slop-
ing high-frequency hearing loss �thresholds were 10, 10, 30,
45, 60, and 75 dB HL at 0.25, 0.5, 1, 2, 4, and 8 kHz,
respectively�. Measurements were made in a sound booth,

with additional acoustic treatment to reduce echoes and
standing waves. All features �e.g., acoustic feedback control,
noise reduction, directionality� were enabled or disabled as a
parameter of testing.

Prior to recording the HA output for analysis, the 60-s
ISTS noise was presented continuously for 8 min. This al-
lowed the HA time to “settle,” i.e., to reach a point where it
would produce the same output for a given speech input. In
practice, this length of time was never needed for a HA to
reach steady state �longest required was 3 min�; the 8-min
length was simply chosen as a very conservative value. Im-
mediately following the settling period, a 1.4-s segment of
the 60-s ISTS noise sample was selected and consecutively
presented 32 times. The same segment was used for all mea-
surements and allowed for numerous recordings to be made
within a relatively short period of time. The procedures just
described were repeated for two HA conditions �adaptive
features enabled and disabled�, at seven stimulus input levels
�20–80 dB SPL in 10-dB steps�, and once with no stimulus.
The order of presentation was always silence first, then
stimulus level from lowest to highest. All measurements
were completed on two hearing aids of each model to deter-
mine measurement reliability.

C. Calculation of internal noise

Data were analyzed using custom MATLAB software. For
each condition, K=32 independent buffers of data were col-
lected �where one buffer represents the waveform recorded
in response to a single presentation of the speech-1.4 s stimu-
lus�. Each buffer was of length N=61 740 samples �1.4 s at
44.1 kHz sampling rate�. The data were filtered using a high-
pass finite impulse response �FIR� filter �354 Hz cutoff, 5.7
ms group delay�.

Discrete Fourier transforms were computed on each
buffer,

Xk�m� = �
n=0

N−1

xk�n�e−j2�nm/N, �5�

where xk is the waveform in the k-th buffer, and Xk�m� is the
DFT of the k-th buffer and the m-th frequency bin. In the
frequency domain, the signal was taken as the �coherent�
average complex spectrum,

X̄�m� =
1

K
�
k=1

K

Xk�m� . �6�

The energy in the �mean� signal is therefore

�X̄�m��2 =
1

K2��
k=1

K

Xk�m��2

. �7�

Noise was defined as any part of the measured waveform
which was not repeatable �i.e., it did not phase lock to the
stimulus�. By this definition, the energy in the hearing aid
noise floor is equivalent to the variance of the measurements,
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FIG. 2. Variability in clinical EIN measurements. Each panel �A–E� indi-
cates HA model from one of six different manufacturers. EIN values are
shown for two HAs of each model �filled circles, open squares�. EIN values
were computed using three different measurement systems �L—custom
laboratory set-up, VF—AudioScan Verifit, F—Fonix 6500�. Measurements
were repeated three times with complete setup and takedown for each mea-
surement. Dashed gray lines show manufacturer-reported EIN values plus 3
dB �ANSI tolerance�. All HAs exceeded the ANSI tolerance of 3 dB above
the manufacturer specified EIN level on at least one measurement.
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S2�m� =
1

K − 1�
k=1

K

�Xk�m� − X̄�m���Xk�m� − X̄�m���, �8�

where � denotes the complex conjugate. Defining the refer-
ence pressure as Pref=20 �Pa, the spectral sound pressure
levels of the signal and noise defined from frequency bins
m=1 up to N /2−1 are

SPLsignal = 10 log10� 2

N2

�X̄�m��2

Pref
2 	 �9�

and

SPLnoise = 10 log10� 2

N2

S2�m�
Pref

2 	 . �10�

An advantage of defining noise in this way is that the
noise floor of a hearing aid can be measured while the aid is
processing a signal and providing varying amounts of gain,
for example, under compression or expansion schemes. Fur-
ther, harmonic distortion or distortion products produced by
the hearing aid are not calculated as noise, so long as they
are exactly reproducible across repeated presentations of the
same stimulus.

One potential disadvantage of defining noise in this way
is the inability to distinguish between variability arising from
intrinsic circuit noise versus variability in a hearing aid’s
amplification strategy. That is, if a hearing aid applies an
algorithm that changes its response over time, the varying
output will show up as increased variance, and therefore,
“noise,” even though this variability is too slow to be per-

ceived by human users as noise. This potential problem can
be overcome if some metric of output level is plotted over
time. Should the hearing aid alter its processing, this will
show up as a slow drift in the output level over time, and the
measurement paradigm can be altered to avoid this con-
found.

III. RESULTS

A. Adaptive features enabled

Internal noise as a function of frequency, with adaptive
features enabled, is plotted in Fig. 3 for hearing aids A–F.
The lines indicate measurements made at different stimulus
levels. In all measurements, the internal noise levels of the
aids were greater than the noise floor of the system and test-
ing environment �broken, light gray line�. Three basic pat-
terns of noise can be seen in the data: �1� The internal noise
increases as the stimulus level increases �Fig. 3, A, B, C, and
F�; �2� the internal noise is constant across stimulus levels
�Fig. 3, D�; and �3� the internal noise decreases as stimulus
level increases �Fig. 3, E�.

Based on the noise model in Fig. 1, two general patterns
of noise growth were expected. When the dominant source of
internal noise is located prior to gain �n1�n2 in Eq. �1��, the
measured noise will vary with input level. Assuming the gain
decreases as input level increases, and that the internal noise
is constant, the noise measured at the HA output will also
decrease as level increases. When the HA has significant
levels of constant internal noise both before and after the
gain �n1=n2 in Eq. �1��, the same pattern is seen. The mea-

0.125 0.25 0.5 1 2 4 8

10

20

30

40

50

60

70

80

90

Frequency (kHz)

S
P

L
(d

B
)

A
0.125 0.25 0.5 1 2 4 8

10

20

30

40

50

60

70

80

90

Frequency (kHz)

S
P

L
(d

B
)

B
0.125 0.25 0.5 1 2 4 8

10

20

30

40

50

60

70

80

90

Frequency (kHz)

S
P

L
(d

B
)

C

0.125 0.25 0.5 1 2 4 8

10

20

30

40

50

60

70

80

90

Frequency (kHz)

S
P

L
(d

B
)

D

noise floor
80 dB SPL
70 dB SPL
60 dB SPL
50 dB SPL
40 dB SPL
30 dB SPL
20 dB SPL
no input

0.125 0.25 0.5 1 2 4 8

10

20

30

40

50

60

70

80

90

Frequency (kHz)

S
P

L
(d

B
)

E
0.125 0.25 0.5 1 2 4 8

10

20

30

40

50

60

70

80

90

Frequency (kHz)

S
P

L
(d

B
)

F

FIG. 3. �Color online� Measured internal noise �variance� as a function of frequency at various input levels for hearing aids A–F. Measurements show the
internal noise generated by each hearing aid for inputs ranging from no-input �thinnest lines� to 80 dB SPL �thickest lines�. The noise floor of the measurement
system is plotted as the thin broken gray line.
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sured noise will decrease with level, but the noise will be
shifted upward by a constant amount, n2. Of the six HAs
tested, only HA-E �Fig. 3, E� showed this pattern. It may be
possible to distinguish between n1�n2 and n1=n2 by remov-
ing the gain from the noise measurements. When this is
done, a system characterized by n1�n2 will show noise that
is constant with level, while a system characterized by n1

=n2 will show noise that varies with level. Figure 4 shows
the internal noise of HA-E with the gain removed. The noise
with the gain removed is fairly constant through the mid-
range of input levels, but not at the lower and higher levels.
These results are most consistent with noise being present
both before and after amplification.

The second pattern of expected noise growth occurs
when the dominant source of internal noise is located after
the gain �n1�n2 in Eq. �1��. In this case, the measured noise
will be constant with input level, again assuming that the
internal noise is constant. Hearing aid D �Fig. 3, D� showed
this pattern of noise. At all but the highest two levels, HA-A
�Fig. 3, A� also showed this pattern.

The remaining three HAs �B, C, and F� showed an in-
crease in internal noise as input level increased �and as gain
decreased�. The cause of this pattern is unclear. One possi-
bility is that the internal noise is not constant as a function of
level. In particular, it appears that the internal noise increases
as input level increases. As noted earlier, this increase noise
was measured as an increase in the variance of the HA out-
put, so that this increase is not expected to reflect an increase
in harmonic or other distortion at high levels. It is possible
that the patterns of noise growth are caused by a complex
interaction between noise occurring before gain �n1� and
noise occurring after gain �n2�.

Figure 5 shows the change in internal noise level across
two HAs of the same model �HA-E�. Measured noise levels
varied by approximately 2 dB across this HA model with the
exception of the most intense input level where a difference

of nearly 5 dB was observed. These results were typical of
the reliability across hearing aids of the same model for the
remainder of the groups.

B. Adaptive features disabled

Figure 6 shows the change in internal noise levels when
adaptive features were disabled, relative to adaptive features
enabled. Each panel shows a different frequency. Results
suggested that enabling features such as feedback cancella-
tion, directionality, and digital noise reduction made only a
small contribution to the internal noise of the majority of the
HAs �as tested in a quiet room with a single sound source�.
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Except for HA-B, noise levels with features disabled re-
mained within 5 dB of levels measured with features en-
abled. When adaptive features were enabled, the internal
noise in HA-B grew nearly linearly with higher intensity
levels at frequencies above 1 kHz �Fig. 3, B�. When adaptive
features were disabled in HA-B, noise levels were reduced
by as much as 30 dB. Figure 7 shows the internal noise of
HA-B with adaptive features enabled �left panel� and adap-
tive features disabled �right panel�. With features disabled,
noise levels were similar to the other HAs tested �Fig. 3�.
Further testing revealed that it was specifically the acoustic
feedback cancellation feature that was the cause of this noise.
This particular HA used a phase modulation algorithm to
control feedback. Because the variance method of measuring

noise is phase sensitive, it is probable that activation of the
algorithm during the measurement process led to an increase
in the measured noise.

C. Audibility of internal noise

The noise levels of HA-B generated for the 80 dB SPL
input approach nearly 90 dB SPL when quantified by the
variance in the measurements; however, listening tests car-
ried out by the authors suggested that such levels are not
perceived by human listeners. The discrepancy between per-
ceived and measured noise appears to be due to the phase
sensitivity of the variance method for calculating noise and
the general phase insensitivity of the human auditory system.
Further research is needed regarding users perception of such
phase-altering algorithms and their relationship to noise mea-
surements.

The most likely condition in which hearing aid users
will hear the internal noise of the HA is a quiet environment.
The HA internal noise levels, measured in a sound-treated
booth, ranged from 15–60 dB SPL across the frequency
range of 0.125–8 kHz �Fig. 3�. Figure 8 compares the noise
levels in quiet and the audiometric thresholds of the hearing
loss for which the HAs were programmed. Wherever the
thresholds �solid lines� fall below the noise level �broken
lines�, the noise was predicted to be audible to a listener
having the same audiometric thresholds. The internal noise
levels of all aids were predicted to be audible, with the ex-
ception of HA-F. In all cases where the noise was audible,
noise levels exceeded hearing thresholds in the frequency
range of 0.5–1.5 kHz.
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The “total audibility” for each aid was determined by
subtracting the hearing threshold �dB SPL� from the noise
level �dB SPL� at each 1/3 octave frequency where the noise
was predicted to be audible. The differences at each fre-
quency were converted into linear units, summed and con-
verted back into decibels. Figure 9 compares the total audi-
bility levels �filled squares� of the six HAs �arranged in order
of increasing total audibility� and the manufacturers’ re-
ported EIN levels �open circles�. Since the noise of HA-F
was not predicted to be audible, a level of 0 dB SPL was
assigned to it for display purposes only. This figure demon-
strates that, although a particular HA may have a very low
EIN value as quantified by American National Standards In-
stitute �2004�, the actual audibility of the internal noise to the
hearing-impaired user may be higher than similar HAs with
higher EIN values. For example, HA-D had the lowest re-
ported EIN value �12 dB SPL�, but two other HAs �F and C�
were predicted to have internal noise levels that are less au-
dible. As expected, the results reinforce the fact that EIN was
never meant to indicate audibility. Further testing should be
done to see if the relative audibility predictions based stem-
ming from the variance measurements of internal noise are
psychophysically valid.

IV. DISCUSSION

The current EIN calculation assumes a model of internal
noise where the dominant noise source is located prior to the
application of gain. When this is the case, internal noise mea-
sured at the output of the receiver and quantified as the vari-
ance across repeated trials is expected to change in propor-
tion to the gain. As the input level of the stimulus increases,
less gain will be applied and the noise will decrease accord-
ingly. This pattern of noise was only apparent for one of the
six hearing aids tested �HA-E�. A model in which internal
noise is primarily located after amplification is consistent
with the measurements for HA-D, while a model with inter-
nal noise sources located both before and after gain is pos-
sible for the remaining four HAs.

Noise generated prior to amplification logically stems
from the microphone �Thompson et al., 2002�; however,

noise generated following amplification may result from sev-
eral different mechanisms. One possible source of internal
noise is the processing algorithms employed by the hearing
aid, including acoustic feedback management, microphone
directionality, and DNR. All six HAs used in this study in-
cluded these specific features and are representative of nearly
all modern hearing aids today. With one exception �HA-B�,
the results of this study suggested that these features do not
significantly contribute to the internal noise of a HA. How-
ever, the testing environment used in the current study
should be considered. All measurements were made in a
quiet, sound-attenuating booth using a single sound source.
Features such as directionality and digital noise reduction are
designed to only be active in noisy environments, and may
therefore not have been engaged by the processing of the
hearing aid. Depending on the coupling between the hearing
aid and KEMAR, feedback management may or may not
have been engaged throughout testing.

The observation of internal noise changing due to acti-
vation of adaptive features for HA-B demonstrates both a
strength and weakness of the proposed method to measure
internal noise. It is apparent from these results that certain
processing algorithms do contribute to the HA internal noise,
and may or may not reduce the fidelity of the signal pre-
sented to the user. This is not something that can be deter-
mined by the current EIN calculation since it is calculated
following measurements of hearing aid output in the absence
of a complex input. The advantage then of quantifying the
internal noise of the aid as the variance across multiple
stimulus presentations is that the noise present in the pro-
cessed complex signal is known.

Accordingly, the noise levels measured in terms of out-
put variance provide insight into the auditory perception of
the noise experienced by a HA user under normal-use con-
ditions. Each hearing aid, except HA-F, was predicted to
have noise levels audible to an individual with a high-
frequency sensorineural hearing loss. The frequency distribu-
tion of the internal noise was similar for all the aids, and
whenever noise was predicted to be audible, it was generally
associated with energy around 750 Hz, due to the preserva-
tion of hearing sensitivity. The broad range of “total audibil-
ity” levels across the six HAs implies that the internal noise
levels of some HAs may be significantly less than that of
other HAs when programmed for an identical loss. For ex-
ample, the total audibility for HA-E was predicted to be
nearly 20 dB greater than the value calculated for HA-C
�Fig. 9�. In light of the research suggesting HA user intoler-
ance to noise levels only slightly above threshold �Agnew,
1997�, and the impact of background noise on successful
hearing aid use �Nabelek et al., 2006�, quantifying noise as
the output variance could be beneficial to clinicians in select-
ing a “quiet” hearing aid for a patient who is either a poor
HA user or who is expected to be a poor user. As demon-
strated in Sec. III, the EIN calculation is not an accurate
predictor of noise audibility and should not be used as such.
Further research is needed to verify the audibility predictions
of the internal noise measurement method proposed in this
paper.
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In the case of the six aids assessed, HA-F would seem to
be the obvious choice for a patient who is particularly sen-
sitive to noise with an associated high ANL. However, it
should be kept in mind that the measurements reported in the
present study were obtained after each aid was programmed
to its manufacturer’s first-fit algorithm. Each manufacturer
employs different amplification strategies, and therefore each
aid amplified the test stimuli using different amounts of gain.
From a quality control standpoint, to accurately compare
aids, it would first be necessary to ensure all aids are provid-
ing equal gain. From a clinical standpoint, however, first-fit
algorithms are commonly used, and gain differences often
exist across aids despite similar audiograms, unless care is
taken to match output levels using real ear verification.

As noted earlier, a potential short-coming to using out-
put variance to quantify internal noise is that phase manipu-
lations performed by a HA will add to, and may even domi-
nate the noise measurement. This is undesirable if one of the
goals of the measure is to predict noise audibility. It seems
likely that such phase inconsistencies in processing are in-
consequential, although it also seems that consistent process-
ing of identical stimuli is desirable. This is a topic for further
studies.

V. CONCLUSIONS

The current study described a method of quantifying the
internal noise of hearing aids as the output variance across
repeated trials. Internal noise levels were measured at stimu-
lus input levels ranging from 20–80 dB SPL, and also in the
absence of an input. Patterns of internal noise level as a
function of stimulus level �and therefore gain� challenge the
basic assumption of the current EIN calculation that the
noise floor of a hearing aid is dominated by the microphone’s
contribution. Of the six aids tested, only one aid �HA-E� was
consistent with the EIN model of internal noise. One aid
�HA-D� had noise levels consistent with a primary noise gen-
erator following amplification. The remaining aids demon-
strated more complicated models of non-constant internal
noise that may have been generated, both prior to and fol-
lowing amplification.

In contrast to the EIN, calculating internal noise as the
output variance across repeated trials allows for measure-
ments of noise concurrent with HA processing of real-world

stimuli. This may provide insight into the contribution of
processing algorithms to the overall noise floor. One caveat
is that phase manipulations, which contribute to the variance,
may not be perceived by listeners.

Quantifying the noise as the variance permits predictions
of noise audibility to be made, and may be beneficial from
the standpoint of both quality control and clinical utility.
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The purpose of this study was to examine the characteristics of wind noise at the output of
in-the-ear, in-the-canal, and completely-in-the-canal hearing aids. The hearing aids were programed
to have linear amplification with matching flat frequency responses for directional �DIR� and
omnidirectional �OMNI� microphones. The microphone output was then recorded in a quiet wind
tunnel when the Knowles electronic manikin for acoustic research �KEMAR� head was turned from
0° to 360°. The overall, 125, 500, and 2000 Hz one-third octave band flow noise levels were
calculated and plotted in polar patterns. Correlation coefficients, average differences, and level
differences between DIR and OMNI were also calculated. Flow noise levels were the highest when
KEMAR was facing the direction of the flow and angles between 190° and 250°. The noise levels
were the lowest when the hearing aids were facing the direction of the flow. The polar patterns of
DIR and OMNI had similar shapes and DIR generally had higher levels than OMNI. DIR, however,
could have lower levels than OMNI in some angles because of its capability to reduce noise in the
far field. Comparisons of polar characteristics with behind-the-ear hearing aids, and clinical and
engineering design applications of current results are discussed.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3277222�

PACS number�s�: 43.66.Ts, 43.60.Fg, 43.38.Kb, 43.38.Hz �BLM� Pages: 2529–2542

I. INTRODUCTION

Wind induced noise can be a nuisance and/or a debili-
tating masker to hearing instrument users, especially for
those who spend time outdoors and/or enjoy outdoor activi-
ties. Although hearing aid manufacturers implement wind
noise reduction algorithms in their hearing aids, there is very
little published on the reasons behind these strategies. A sur-
vey indicates that only 49% of hearing aid users are satisfied
with the performance of their hearing aids in wind �Kochkin,
2005�. In this study, the characteristics of wind noise at the
output of several custom hearing aids were examined, and
strategies to reduce wind noise interferences were also de-
rived.

Local, flow-induced turbulent flow fluctuations over mi-
crophones are often referred to as “wind noise,” “flow
noise,” “aerodynamic near field noise,” or “pseudo-sound”
�National Committee for Fluid Mechanics Films, 1972�. It is
generated when a turbulent air flow impinges on the micro-
phone diaphragm. The wind noise problem for hearing in-
strument users can be exacerbated by the use of directional
microphones, which are implemented in many high-

performance digital hearing aids and some cochlear im-
plants. Directional microphones have gained popularity in
hearing instruments in recent years because they can reduce
background noise and increase speech recognition in envi-
ronments with low reverberation �Studebaker et al., 1980;
Hawkins and Yacullo, 1984; Valente et al., 1995; Killion
et al., 1998; Ricketts and Dhar, 1999; Ricketts, 2000; Valente
et al., 2000; Amlani, 2001; Ricketts and Henry, 2002;
Bentler et al., 2004; Chung et al., 2004; Chung et al., 2006;
Spriet et al., 2007�.

First-order directional microphones employ either one
microphone with two ports �single-cartridge design� or two
omnidirectional microphones �dual-microphone design� to
sense the pressure difference or gradient between two points
in space. They are often referred to as pressure gradient mi-
crophones in the engineering literature �Carlson and Killon,
1974; Eargle, 2004; Baumhaur and Marcus, 1997�. Most di-
rectional microphones implemented in digital hearing aids
utilize the dual-microphone design for its flexibility.

In the dual-microphone design, one microphone �front
microphone� is placed closer to the front of the user’s face
relative to the other �rear microphone�. The distance between
the microphones �d� determines the external delay of the
directional microphone, which is the time for sound waves to
travel the distance d. The signal generated at the rear micro-
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phone is delayed by an internal delay network and then sub-
tracted from the signal generated by the front microphone.
The resulting signal is the directional microphone output. In
general, small microphone distances are associated with
higher directivity in the high frequency region than the low
frequency region. Directional microphones with large micro-
phone distances also yield greater directional effects than
those with small microphone distances �Ricketts, 2001�.

Frontal incident sound waves reach the front micro-
phone earlier than the rear microphone. As the signal in the
rear microphone is delayed by the external and internal de-
lays, the level of the signal from the front microphone is
minimally affected when the signal from the rear microphone
is subtracted. Directional microphones, therefore, have high
sensitivity to sounds from the front �assumed to be speech or
the desired signal�.

Sound waves from the back, however, reach the rear
microphone before the front microphone. If the internal and
external delays are equal, a sound from 180° would lead to
perfect cancellation �i.e., the null�. The sensitivity of the di-
rectional microphone to other sounds from the back �as-
sumed to be background noise� is also greatly reduced. The
sensitivity of the directional microphone to sounds from dif-
ferent directions can be varied by changing the ratio of the
internal and external delays to yield cardioid, dipole, hyper-
cardioid, supercardioid, or other directivity patterns. As the
most effective subtraction occurs when the amplitude of the
signals received from the front and rear microphones are
similar, the two omnidirectional microphones used to form
the directional microphone need to have matching phases
and sensitivity across frequency regions �Valente, 1999;
Ricketts, 2001; Chung, 2004�.

One of the disadvantages of directional microphones is
that they generate higher noise levels than omnidirectional
microphones in wind due to the incoherent sound source
effect and the proximity effect �Beard and Nepomuceno,
2001; Thompson and Dillon, 2002; Chung et al., 2009�.
When wind flows pass an obstacle �e.g., the head or the
pinna�, eddies are generated downstream of the obstacle.
Small eddies are also formed locally over each microphone,
creating large random pressure changes on the diaphragm of
each microphone, thus yielding incoherent microphone sig-
nals. As the signal from the rear microphone is subtracted
from that of the front microphone, the directional micro-
phone output varies between the sum �i.e., when one signal is
positive and the other one negative� and the difference �when
both signals are positive or negative� of the two omnidirec-
tional microphone outputs. Large amplitude fluctuations are,
therefore, generated at the directional microphone output and
the associated peak-to-peak fluctuations are greater than
those of the individual omnidirectional microphone outputs.

In the presence of an eddy that is large enough to affect
both omnidirectional microphones, the eddy acts as a near
field sound source for the directional microphone. Sounds in
the near field of hearing aids are sources located within
10–20 cm of the microphones �Thompson, 2002�. The prox-
imity effect or near field effect generally refers to a rise in
the low frequency output of directional microphones. While
it is common for singers and broadcasters to take advantage

of the proximity effect to create warmth and to increase the
fullness of their voices �Barlett and Barlette, 2001; Eargle,
2004; Gibson, 2007�, the effect can also significantly in-
crease wind noise levels in hearing aids.

Several factors contribute to the proximity effect. For
any sound in the environment, the level of the directional
microphone output depends on two components: �1� the
pressure gradient generated by the phases of the sound wave
in the two omnidirectional microphones �i.e., phase differ-
ence�; and �2� the intensity difference which is inversely pro-
portional to the square of the distance between the sound
source and the microphone �i.e., the inverse-square law
1 /r2�.

The phase component is frequency dependent. For low
frequency sounds in the far field �e.g., 100 Hz�, the wave-
length of the signal �wavelength�velocity of sound/
frequency�3.43 m� is much longer than the microphone
spacing of the directional microphone �e.g., microphone
spacing=1 cm=0.01 m�. As the two omnidirectional micro-
phones sense the sound wave at similar phase and amplitude,
the pressure gradient is small. Thus, the amplitude of the
directional microphone output is low after the subtraction
�Dillon, 2001; Ricketts, 2001�.

As the frequency of the sound increases, the wavelength
decreases and the phase difference increases, resulting in
higher pressure gradient between the two omnidirectional
microphones and higher directional microphone output. The
directional microphone output frequency response, therefore,
exhibits a characteristic 6 dB/octave slope in the low fre-
quency region �Fig. 1�B��. The frequency response, then, in-
creases slowly to a peak value and then falls off at higher
frequencies �Bauer, 1941; Carlson and Killon, 1974�.

The intensity of a spherical sound wave and the intensity
received by each omnidirectional microphone are governed
by the inverse square law. They are frequency independent
�Eargle, 2004; Shure, 2009�. At a distance far away from the
sound source �e.g., 1 m�, the root mean square �rms� sound
pressure level �SPL� differences between the two omnidirec-
tional microphones are similar because the effective micro-
phone distance �d=0.01 m� is much smaller than the dis-
tance from the sound source. The rms SPL difference
between the two microphones is negligible �i.e.,
10 log�r1

2 /r2
2�=20 log�1.01 /1�=0.09 dB�. When the phase

and intensity components are added together, the overall
pressure at the directional microphone output is dominated

FIG. 1. �Color online� �A� The pressure gradient generated by low fre-
quency sounds with different frequencies �f1� f2� f3�. Time �t� is the com-
bination of the time for sound waves to travel the microphone distance �d�
and the internal delay. �B� The pressure gradient obtained in �A� plotted as
a function of frequency.
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by the phase component and exhibits the characteristic 6
dB/octave low frequency roll-off �Fig. 2�A��.

At a distance close to the sound source �i.e., in the near
field�, however, the rms SPL difference between the two mi-
crophones can be significantly larger �Fig. 2�B��. If one of
the microphones is 1 cm from the sound source and the other
is 2 cm from the sound source, the SPL at the front micro-
phone would be 6 dB higher than that of the rear microphone
�i.e., 10 log�r1

2 /r2
2�=20 log�0.02 /0.01�=6 dB�. As the

sound source gets closer to the microphones �e.g., 0.5 and
0.15 cm�, the intensity component gets even larger �i.e.,
10 log�r1

2 /r2
2�=20 log�0.015 /0.005�=9.5 dB�. The effect

of the intensity component on the directional microphone,
therefore, becomes more dominant and offset the phase com-
ponent as the distance between the sound source and the
microphone decreases. In some cases, the characteristic
+6 dB/octave slope in the low frequency region can even
disappear and become flat �Fig. 2�E�, Eargle, 2004�.

Notice that, in the above example, frontal incidence of
sound waves and zero internal delay were assumed. In real
life, eddies can form in any direction relative to the direc-
tional microphones. Depending on the length of the internal
delay applied to the rear microphone and the distance be-
tween the eddies and each of the microphones, the relative
contribution of the phase and the intensity components to the
proximity effect can vary. Nevertheless, the end-result is
similar: the phase component increases as frequency de-

creases in the low frequency region and the intensity com-
ponent becomes more prominent as the distance between the
microphones and the sound source decreases.

Furthermore, a common practice in hearing aids and au-
dio microphones is to compensate for the 6 dB/octave low
frequency roll-off in directional microphones so that both
directional and omnidirectional modes have the same sensi-
tivity to sounds in the far field �Fig. 2�C��. While this com-
pensation is needed because speech may sound “tinny” oth-
erwise and some hearing aid users need low frequency
amplification, this practice greatly increases the low fre-
quency dominated wind noise in directional microphones.
After the compensation, the intensity component becomes
the dominant contributor to the overall signal in the low
frequency region for near field signals �Fig. 2�D��, which
results in an increase in low frequency responses �Fig. 2�E�,
Reedyk, 1973; Eargle, 2004; Shure, 2009�. For a hearing aid
directional microphone that has a cut-off frequency of 1000
Hz, this low frequency boost can be as much as 18 dB at 125
Hz �which is three octaves down from 1000 Hz�.

Omnidirectional microphones generally yield much
lower noise levels in wind than directional microphones be-
cause they only have one microphone. There is no incoherent
sound source effect or proximity effect. Flow noise generated
at the omnidirectional microphone output is solely due to the
turbulence impinging on the microphone diaphragm.

In a previous study, the authors recorded flow noise at
the output of two behind-the-ear �BTE� hearing aids in a
quiet wind tunnel �Chung et al., 2009�. Notice that the term
“flow” is used here to refer to the air flow generated in wind
tunnels instead of “wind,” which usually refers to naturally
occurring atmospheric air motion. Chung et al. �2009�
showed that the highest flow noise levels were measured
when the flow was coming from the front or back for both
directional and omnidirectional microphones. Relatively low
noise levels were measured when the hearing aid was facing
the direction of the flow or facing downstream. These pat-
terns were consistently observed over time and in the two
behind-the-ear hearing aids tested, although the two hearing
aids had different physical shapes and were made by differ-
ent manufacturers.

In addition, Chung et al. �2009� reported that directional
microphones generated higher noise levels than omnidirec-
tional microphones at the hearing aid output for most angles
at higher flow velocities �i.e., 9.0 and 13.5 m/s�. At 4.5 m/s,
however, directional microphones exhibited lower noise lev-
els than omnidirectional microphones when the hearing aids
were facing the direction of the flow. This was because the
directional microphones were close to the point of stagnation
for the flow and they reduced background noise in the far
field.

Thompson and Dillon �2002� reported that the relative
flow noise levels were different for different styles of hearing
aids when the Knowles electronic manikin for acoustic re-
search �KEMAR� head was turned to 0°, 30°, 50°, and �50°.
Their results indicated that behind-the-ear hearing aids often
yielded higher flow noise levels than in-the-canal �ITC�, or
completely in the-canal �CIC� hearing aids, which in turn
yielded higher flow noise levels than in-the-ear �ITE� hearing

FIG. 2. The relationship between the phase component and the intensity
component �A� in far field, and �B� in near field before low frequency
compensation. The relationship of the components �C� in far field and �D� in
near field after low frequency compensation. �E� The low frequency re-
sponse of a microphone increases as the distance between the sound source
and the microphone decreases �where d1�d2�d3�62 cm � far field re-
sponse, figure modified from Eargle, 2004�. Note: only low frequency re-
sponses are shown in �A�–�D�.
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aids. These findings suggest that flow noise levels at the
microphone output varied with hearing aid style and micro-
phone location. The authors reported flow noise levels at four
head angles and at a flow velocity of 5 m/s. Data on flow
noise patterns at other angles and other flow velocities are
needed.

In another study, Beard and Nepomuceno �2001� mea-
sured the flow noise level from 0° to 360° at the output of
directional and omnidirectional microphones mounted in an
in-the-ear hearing aid shell. The authors also reported that
directional microphones, with either single-cartridge design
or dual-microphone design, generally yielded higher flow
noise levels than omnidirectional microphones at flow ve-
locities of 2.1 and 5.0 m/s. In polar plots, the highest flow
noise levels for the ITE hearing aids were reported to occur
for frontal incidence and when KEMAR faced angles be-
tween 190° and 230°. This confirmed that the microphone
sensitivity polar patterns in flow were different for in-the-ear
and behind-the-ear hearing aids.

The purpose of this study is to measure and compare the
flow noise characteristics at the output of an in-the-ear �i.e.,
ITE�, an in-the-canal �i.e., ITC�, and a completely-in-the-
canal �i.e., CIC� hearing aid at various flow velocities. The
goal was to develop strategies to reduce wind noise in am-
plification and hearing protection devices.

II. METHODS

Three hearing aids were custom-made for the large
pinna of a KEMAR �Burkhard and Sachs, 1975� in the right
ear. As there is a general lack of literature on wind noise in
hearing aids, this study aimed at gaining a basic understand-
ing of flow noise characteristics at hearing aid outputs with-
out the influence of vents or other signal processing algo-
rithms. The effects of signal processing algorithms �e.g.,
wide dynamic range compression and modulation-based
noise reduction algorithms� on flow noise at the hearing aid
output will be the subject of future investigations.

Each hearing aid was programmed in an anechoic cham-
ber while worn on KEMAR. The frequency responses were
matched between the directional and omnidirectional micro-
phone modes and among the hearing aids. All other signal
processing features �e.g., noise reduction and feedback re-
duction algorithms� were disabled. None of the hearing aids
had a wind noise detection or management algorithm.

The KEMAR head and the hearing aid were then trans-
ported to a nearby quiet wind tunnel for flow noise measure-
ments �Brown and Mongeau, 1995�. After flow tests, the KE-
MAR head and the hearing aid were transported back to the
anechoic chamber for calibration. The hearing aid remained
in KEMAR’s ear during the entire process. Flow noise levels
were later analyzed using MATLAB. The methods used in this
study were similar to those used by Chung et al. �2009�.

A. Hearing aid characteristics

The hearing aids were 16-channel digital hearing aids
made by the same manufacturer. When programed to OMNI,
the front microphones were enabled and the rear micro-
phones were disabled. The input-output functions of the

hearing aids had a low-level expansion region and a mid-
level compression region in each frequency channel, and a
high-level broad-band output limiting region. According to
the manufacturer’s specifications, the expansion algorithm
had a threshold of 42 dB in each frequency channel. For
levels below the expansion threshold, the hearing aid pro-
vided less gain to lower level sounds �e.g., 10 dB SPL� than
higher level sounds �e.g., 20 dB SPL�. The mid-level region
was programed to have linear amplification �i.e., compres-
sion ratio=1:1� so that the hearing aid output was not af-
fected by the wide dynamic range compression algorithm.
The 1:1 compression ratio also allowed level comparisons
among hearing aids.

The output limiting region was controlled by a broad-
band automatic gain control output limiting algorithm that
limited the hearing aid maximum output to a value below the
receivers’ saturation level to prevent harmonic and inter-
modulation distortions of high-level outputs. Note that as
output=input+gain for any hearing aid, the threshold of the
automatic gain control algorithm was different depending on
the gain settings of the hearing aid. In general, higher gain
settings reduced the input level required to reach the thresh-
old of the automatic gain control algorithm �i.e., maximum
output level�. In addition to the automatic output limiting
algorithm, the maximum output levels of the hearing aids
were limited by the input dynamic range of the microphone
and the digital signal processing chip �see more details in
Sec. II D�.

The hearing aids were programed to achieve relatively
flat frequency responses and linear amplification in an
anechoic chamber when worn on KEMAR. A 75 dB SPL
pink noise with a bandwidth of 1 to 8000 Hz was presented
at 0° to KEMAR. Pink noise was used as the stimulus be-
cause it had a flat frequency response when analyzed in one-
third octave band scales. The hearing aid output was received
by a 1.27 cm microphone �ER-11 1

2 in. microphone, Ety-
motic Research� placed at the medial opening of a Zwislocki
coupler. The microphone output was sent to its pre-amplifier
�ER-11 pre-amplifier�, an external sound card �Sound Blaster
Extigy�, and a computer. The ER-11 pre-amplifier was set to
flat frequency response and �10 dB sensitivity so that it
could measure undistorted input up to 140 dB SPL. The
computer input was analyzed in real time using SPECTRA-

PLUS, which displayed the one-third octave band of the hear-
ing aid output levels.

The frequency response �spectrum� of the hearing aid
output was compared to the spectrum of the original pink
noise. The gain settings of the hearing aid were adjusted
using the NOAH programming interface to match the spec-
trum of the hearing aid output to that of the pink noise as
closely as possible. Additionally, the gain of each hearing aid
at different channels was set to be as low as possible to
obtain matching flat frequency responses �less than 10 dB,
when possible�. This practice was utilized to increase the
dynamic range of the flow noise measurement, defined as the
input level at which the maximum output level was reached
minus the noise floor of the wind tunnel. The frequency re-
sponses of ITE and ITC were also matched between the DIR
and OMNI modes. The CIC was programed in the OMNI
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mode because it did not have a directional microphone.
The frequency responses between the DIR and OMNI

modes of ITE and ITC were matched within 1 dB from 100
to 4000 Hz and within 5.5 dB from 5000 and 8000 Hz. In
addition, the frequency responses for all the hearing aids,
including CIC OMNI, were matched within 2.0 dB between
100 and 4000 Hz and within 9 dB between 5000 and 8000
Hz �Fig. 3�.

B. Wind tunnel characteristics

The wind tunnel was an Eiffel type tunnel measuring
10.36 m long. It had a honeycomb flow straightener and
several layers of wire mesh at the wind tunnel inlet to break
down large flow structures into fine-grained turbulence. A
smooth contracting section followed to gradually accelerate
the flow into the Plexiglas walled test section. Two progres-
sive diffusers were also implemented upstream and down-
stream of the fan to reduce noise and to ensure stable flow.

The fan speeds to generate flow velocities of 0, 4.5, 9.0,
and 13.5 m/s were calibrated using Pitot tube measurements
and a linear regression equation. The 0 m/s flow velocity was
included to measure the ambient noise in the wind tunnel in
the absence of flow. The ambient noise in the wind tunnel
was measured using an ER-11 microphone shielded with an
ellipsoidal windscreen �B&K UA 0781�. The one-third oc-
tave band levels of the ambient noise in the wind tunnel are
reported in Chung et al., 2009.

C. Flow noise measurements

1. Custom hearing aids

Flow noise was measured at the hearing aid output at
flow velocities of 0, 4.5, 9.0, and 13.5 m/s, which correspond
to 0, 3 �gentle breeze�, 5 �fresh breeze�, and 6 �strong breeze�
on the Beaufort scale, respectively. The velocity of 4.5 m/s
was the average wind speed recorded in cities in United
States on a typical non-windy day �National Climate Data
Center, 2006� and 13.5 m/s is the threshold for the National
Weather Services to issue a wind advisory. Higher flow ve-
locities are not included in this study because Chung et al.
�2009� showed that the limiters in hearing aids limited the
maximum flow noise levels recorded at the hearing aid out-
put. At 13.5 m/s, the flow noise levels, especially for the DIR

mode, reached the maximum output levels of the hearing
aids at almost all head angles, and the polar patterns were
nearly circular in shape.

The equipment used in the flow noise measurements was
identical to that used in the hearing aid programming pro-
cess. The hearing aid output was picked up by an ER-11
microphone placed in a Zwislocki coupler, and the micro-
phone signal was fed to the external sound card and recorded
in a computer using audio recording and editing software
�AUDITION 1.0�.

Prior to making recordings, the recording level of the
sound card was set with caution so that the upper dynamic
range was used but the maximum input level of the sound
card was not exceeded. The hearing aid was programed to
the DIR mode first and the KEMAR head was turned slowly
from 0° to 360° in the presence of a flow at 13.5 m/s �i.e., the
highest flow velocity�. The angle with the highest flow noise
output was identified and the KEMAR head was turned to
that angle. The recording level of the sound card was ad-
justed so that the highest flow noise level was 10 dB below
the maximum input level of the sound card. This process was
carried out at the highest flow velocity, which ensured that
the maximum flow noise level would never exceed the maxi-
mum input level of the sound card for the particular hearing
aid. In other words, no peak-clipping or limiting was gener-
ated by the ER-11 microphone unit or the computer sound
card.

After setting the recording level of the sound card, 30-s
recordings were made at flow velocities of 0, 4.5, 9.0, and
13.5 m/s by turning the KEMAR head relative to the direc-
tion of the flow. The recording for each angle at each flow
velocity was saved as a separate digital. wav file using AU-

DITION. KEMAR’s head and the hearing aid were then trans-
ported back to the anechoic chamber for calibration measure-
ments. Physical contact with KEMAR’s pinnae was avoided
during transportation to and from the wind tunnel to ensure
the hearing aid settings used in the flow noise measurements
were identical to those in the anechoic chamber.

The above procedures were repeated for each hearing
aid.

2. KEMAR’s open canal

To shed light on flow noise experienced by non-hearing
aid users, flow noise was recorded in KEMAR’s ear canal
without the hearing aid. Prior to flow noise measurements,
the recording level of the sound card was set to avoid peak-
clipping or limiting by the ER-11 microphone unit or the
sound card. 30-s flow noise measurements were made from
0° to 360° at the four flow velocities. The open canal record-
ings were different from the hearing aid recordings because
there was no limiter in the recording path for flow noise
levels lower than 140 dB SPL �i.e., the limits of the ER-11
microphone and its pre-amplifier�.

D. Calibration measurements

1. Custom hearing aids

The levels of the flow noise recorded in the computer
depended on the flow noise level at the microphone input as

FIG. 3. Frequency responses of the custom hearing aids and KEMAR’s ear
canal.
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well as on the gain/attenuation settings of the whole record-
ing path �i.e., the gain of the hearing aid, the sensitivity of
the ER-11 microphone and its pre-amplifier, and the record-
ing level of the sound card�. The hearing aid output in re-
sponse to a 75 dB SPL pink noise presented at 0° was re-
corded in the anechoic chamber using identical equipment
and volume control settings as in the flow noise recordings
for the DIR and the OMNI modes of each hearing aid. The
voltage of the calibration file for each microphone mode was
then used as the reference for 75 dB SPL to calculate the
overall and one-third octave band levels of the flow noise
recordings.

Because output=input+gain for any audio system, by
setting the level of the hearing aid output in response to a 75
dB SPL input to be 75 dB SPL would essentially set the gain
of the whole recording path to 0 dB, i.e.,

output�in response to a 75 dB SPL input�

= input�equals 75 dB SPL� + gain�equals 0 dB� .

This calibration method has the advantage of estimating
the flow noise level at the microphone input without the
influence of the hearing aid gain. If, however, only the gain/
attenuation of the ER-11 microphone, its pre-amplifier, and
the sound card was set to 0 dB �see the calibration proce-
dures for the KEMAR open canal�, the calculated flow noise
level would have depended on the gain of the hearing aid.
Another advantage was that, as gain equaled 0 dB, the high-
est flow noise level calculated in the recordings equaled the
maximum output level of the hearing aid, which, in turn,
equaled the input level at which the maximum output level
was reached. In other words, the maximum output level
=0 dB gain+input level at which the maximum output level
was reached. Beyond this input level, further increase in flow
noise level at the microphone would not cause further in-
crease in the hearing aid output.

The following are the maximum output levels of the
hearing aids when their gains were set to 0 dB:

�a� ITE DIR=110.5 dB, OMNI=108.5 dB;
�b� ITC DIR=100.7 dB, OMNI=100.9 dB; and
�c� CIC OMNI=107.3 dB.

Figure 3 shows the spectra of the calibration noises for
the DIR and OMNI modes of each hearing aid when the
overall levels of the calibration noises were equalized to 75
dB SPL. These spectra also represented the hearing aids’
frequency responses, which were programed using the pink
noise presented at 0°. Although there were slight differences
between the spectra of the calibration noises in some fre-
quency regions, the voltage differences for the calibration
noises of the DIR and OMNI modes were within 0.2 dB for
all hearing aids, indicating that the overall levels of the DIR
and OMNI modes were well-matched. Additionally, the level
differences of all the spectra/frequency responses were
matched within 1.3 dB at 125, 500, and 2000 Hz one-third
octave band. This matching of the frequency responses al-
lowed direct comparison of the flow noise levels among the
hearing aids.

2. KEMAR’s open canal

For calibration purposes, the ER-11 microphone was re-
moved from KEMAR’s ear and mounted on a long wooden
pole 1 cm in diameter. It was set at the same height as the
center of the loudspeaker diaphragm and 1 m from the loud-
speaker. The microphone output in response to a 75 dB SPL
pink noise presented in sound field was recorded and then
served as the 75 dB SPL reference for the estimation of flow
noise levels in KEMAR’s ear canal.

The above calibration procedures were adopted for two
reasons.

�a� The hearing aid was absent so it was not necessary to
account for the gain of the hearing aid �i.e., only needed
to account for the gain/attenuation of the ER-11 micro-
phone, its pre-amplifier, and the sound card�.

�b� The ear canal had a resonance with flat frequency re-
sponses below 1500 Hz and a resonance of �10 dB
between 2000 and 6300 Hz.

Setting the recorded calibration noise level �output of
the recording equipment� in response to a 75 dB SPL input to
equal 75 dB SPL eliminated the gain of the recording equip-
ment and preserved the ear canal resonance. This allowed the
calculation of the flow noise level inside KEMAR’s ear canal
and shed light on the flow noise levels experienced by non-
hearing aid users.

III. RESULTS

Figures 4–6 show the polar patterns of the overall level
and the 125, 500, and 2000 Hz one-third octave band levels
of the custom hearing aids and the KEMAR open canal re-
cordings. In flow noise discussions, angles are referred to in
the clockwise direction. Flow from the front generally refers
to angles between 320° and 40°. Flow from the back gener-
ally refers to angles between 140° and 220°. In addition,
hearing aid facing the direction of the flow refers to the flow
blowing from the side of the hearing aid �i.e., KEMAR
turned between 50° and 130° for hearing aids worn on the
right ear�. Hearing aid facing downstream refers to the flow
coming from the opposite side of the hearing aid �i.e., be-
tween 230° and 310°�.

A. Custom hearing aid comparison

1. Similarities

The following characteristics were generally true for all
custom hearing aids tested.

�a� At 4.5 m/s, the overall and the one-third octave band
levels were generally the highest when the flow blew
from the front and when the KEMAR was turned to
angles between 200° and 250° relative to the direction of
the flow.

�b� At flow velocities of 9.0 or 13.5 m/s, higher flow noise
levels spread to a wider range of angles. The overall flow
noise levels were the same at 9.0 and 13.5 m/s �e.g., ITE
DIR at angles between 330° and 30° in Fig. 4�. This
phenomenon occurred because the flow noise levels
reached the maximum output level of the hearing aids.
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Notice that the recordings made in KEMAR’s open ear
canal showed that the flow noise levels were all below
140 dB SPL, and they continued to increase from flow
velocities of 9.0 to 13.5 m/s �i.e., the KEMAR’s open
canal data were recorded without limiting, Fig. 6�. This
result indicates that the cessation of the level increase in
some hearing aid recordings �especially in DIR condi-
tions at angles around 0°� was due to the actions of the
limiters in the hearing aids.

�c� At angles where the overall level of the hearing aids
reached their maximum output levels, two signs of lim-
iting were observed: �1� the overall or one-third octave
band polar patterns show larger arcs with similar values
�e.g., the overall levels of ITE DIR between 330° and
30° were the same in Fig. 4�, and �2� flow noise levels at
lower velocities have higher levels than at higher veloci-
ties in the one-third octave band polar patterns at a wider
range of angles �e.g., the flow noise levels obtained at
4.5 m/s were higher than those at 9.0 and 13.5 m/s at 125

Hz one-third octave band between 330° and 30° in Fig.
4�. See detailed explanations in Chung et al., 2009.

�d� The lowest flow noise levels were generally found when
the hearing aid was facing the direction of the flow �e.g.,
at 260° and/or 270°�.

�e� The flow noise levels when hearing aids faced down-
stream generally fell between the highest and the lowest
flow noise levels.

2. Differences

Different styles of custom hearing aids also have indi-
vidual characteristics.

�a� At 4.5 m/s, the angles with the highest wind noise levels
for ITE tend to be narrower than other custom hearing
aids. The highest levels occur between 340° and 50° �70°
span� for ITE, whereas those for ITC and CIC occur
between 310° and 50° �100° span�. The overall, 125, and
500 Hz one-third octave band levels for ITE were only
slightly higher than the ambient noise levels at angles

FIG. 4. The overall, 125, 500, and 2000 Hz one-third octave band levels of
flow noise measured at the output of ITE, which was set to the directional
�DIR� and omnidirectional �OMNI� modes. The four aerial views of the
head with a darkened ear indicated the hearing aid locations at various
angles. The high-level flow noise was reduced in some head angles by the
limiters in the hearing aid �see text for details�.

FIG. 5. The overall, 125, 500, and 2000 Hz one-third octave band levels of
flow noise measured at the output of ITC, which was set to the directional
�DIR� and omnidirectional �OMNI� modes.
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between 310° and 330°, whereas those of ITC and CIC
were much higher than the ambient noise level at the
same angles.

�b� At 2000 Hz one-third octave band at 4.5 m/s, both CIC
and KEMAR’s open canal recordings showed that the
noise levels were either the same or slightly above the
ambient tunnel noise �Fig. 6�. Those of ITE and ITC,
however, had relatively higher levels between 350° and
40°, and at 220° �Figs. 4 and 5�.

�c� Hearing aids with lower maximum output levels were
more likely to show signs of limiting at lower flow ve-
locity. For example, ITE had higher maximum output
levels than ITC �Figs. 4 and 5�. The polar patterns of the
overall levels of ITE DIR at flow velocities of 9.0 and
13.5 m/s had the same values between 330° and 30° �a
70° span� but those of ITC DIR had the same values
between 330° and 50° �a 90° span�.

B. Behind-the-ear and custom hearing aid
comparisons

In previous studies, Fortune and Preves �1994� and Th-
ompson and Dillon �2002� compared the flow levels for dif-

ferent hearing aid styles at several discrete angles. No reports
compared the flow noise levels of hearing aids from 0° to
360°. The data collected in this study provide an opportunity
to compare wind noise in hearing aids with different styles
because �1� the data from Chung et al., 2009 and this study
were collected using identical experimental procedures, �2�
all measurements were carried out when the hearing aids
were worn on KEMAR’s right ear, and �3� the frequency
responses of BTE1 in Chung et al.’s �2009� study and the
custom hearing aids were matched within 1.3 dB at 125, 500,
and 2000 Hz and matched within 1.9 dB from 100 to 4000
Hz �Fig. 3�. This allowed direct comparisons of the flow
noise levels among different hearing aid styles.

Figure 7 shows the flow noise levels at 4.5 m/s at the
input of BTE1 and the custom hearing aids. Flow noise lev-
els recorded at higher flow velocities were not plotted be-
cause flow noise levels reached the hearing aids’ maximum
output levels at some head angles. Several characteristics are
observed in Fig. 7.

�a� The lowest levels in a plot reflected the ambient noise
levels in the wind tunnel. The lowest levels in the OMNI
plots generally had similar values among different hear-
ing aids. The lowest levels in the DIR plots, however, are
somewhat lower than those of the OMNI plots because

FIG. 6. The overall, 125, 500, and 2000 Hz one-third octave band levels of
flow noise measured at the output of CIC OMNI and in KEMAR’s ear canal.

FIG. 7. A comparison of the overall, 125, 500, and 2000 Hz one-third
octave band levels of flow noise measured at the output of ITE, ITC, CIC,
and BTE1 at a velocity of 4.5 m/s.
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the directional microphones differed in their ability to
reduce background noise in the far field. Further, if the
ambient noise levels at the directional microphone output
were lower than the expansion threshold �42 dB SPL�,
the noise levels would be further reduced by the expan-
sion algorithm.

�b� BTE1 DIR and OMNI yielded lower levels in a wide
range of angles than the custom hearing aids. They con-
sistently had low noise levels between 60° and 130° and
between 200° and 340° �a 140° span�. The custom hear-
ing aids generally had much higher noise levels than
BTE1 at angles between 60° and 130°, and they only had
low noise levels from 240° to 300° �a 60° span�.

�c� At angles around 180°, BTE1 had higher noise levels
than custom hearing aids, especially at higher frequen-
cies �i.e., 500 and 2000 Hz one-third octave bands�.

�d� At angles around 270° �i.e., when the hearing aid was
facing the direction of the flow�, all hearing aids gener-
ated the lowest flow noise levels in both DIR and OMNI
modes.

�e� At angles between 0° and 50°, CIC OMNI consistently
yielded lower flow noise levels than OMNI of other
hearing aids, which generally had similar overall, 125,
and 500 Hz one-third octave band levels. The DIR plots,
however, showed that ITE generally displayed higher
levels than those of BTE1 and ITC.

C. KEMAR’s open canal

Figure 6 shows the polar patterns for the overall, 125,
and 500 Hz one-third octave band levels of the KEMAR ear
canal recordings. Their shapes were generally similar to the
OMNI polar patterns of the custom hearing aids. The KE-
MAR’s open canal polar patterns in the 2000 Hz one-third
octave band, however, were distinctively different from those
of custom hearing aids.

�a� The ambient noise levels of the KEMAR ear canal re-
cordings were much higher than those of the hearing aids
because of the pinna and ear canal resonances �Fig. 6�.

�b� The polar patterns of the KEMAR ear canal looked
somewhat circular with slightly higher levels at angles
between 320° and 30° at 9.0 m/s, angles between 290°
and 50°, and angles between 210° and 240° at 13.5 m/s.
The patterns of the custom hearing aids, however,
showed considerably higher noise levels and distinc-
tively more level variations at 9.0 and 13.5 m/s.

D. DIR vs OMNI

The similarities and differences between DIR and OMNI
of the ITE and ITC were analyzed. The CIC data were not
analyzed because CIC did not have a DIR mode. Correlation
coefficients were calculated by correlating the noise levels
obtained at the same head angles in the DIR and OMNI
modes of the same hearing aid. Average differences between
the microphone modes were calculated using the absolute
values of the DIR minus OMNI level differences so that
either positive or negative differences were treated as varia-
tions in the measurements.

The correlation coefficients were used as a quantitative
indication of the similarity in the shapes of the polar patterns
for two data sets, and the average differences were used to
infer the magnitude of the level difference between the two
data sets. A high coefficient with a small average difference
indicates that the two data sets have similar shapes and am-
plitudes. A high coefficient with a large average difference
indicates that the two data sets had similar polar pattern
shapes but had a relatively constant difference in amplitude.
A low coefficient indicates that the shapes of the polar pat-
terns were different for the two data sets. The lower the
coefficients are, the fewer angles at which the levels rose and
fell in unison.

In addition, the level differences of DIR minus OMNI
�DIR-OMNI� at 4.5 m/s were calculated at each angle and
plotted in Fig. 8. The DIR-OMNI differences at higher flow
velocities, however, were not calculated because the flow
noise levels reached the hearing aids’ maximum output levels
at some angles.

1. Correlation coefficients

The correlation coefficients and the average differences
between DIR and OMNI of the same hearing aid are shown
in Table I. Although the flow noise levels reached the maxi-
mum output levels of the hearing aids in some angles at
higher flow velocities, the correlations are moderately high
to very high �i.e., between 0.78 and 0.96�, indicating that the
polar patterns between DIR and OMNI generally had similar
shapes.

2. DIR-OMNI differences and average differences

The DIR-OMNI level differences from 0° to 360° for
ITE and ITC are shown in Fig. 8. In the absence of a flow
�i.e., 0 m/s�, DIR typically yielded lower noise levels than
OMNI at the hearing aid output due to its directional effects.
In the presence of a flow, the majority of the DIR-OMNI
level differences were positive �Fig. 8� and the average dif-
ferences were large �Table I�, indicating that DIR generated
much higher flow noise levels than OMNI. The DIR-OMNI
differences and average differences, however, decreased as
the flow velocity increased. The DIR-OMNI differences
sometimes became zero or negative. Several factors could
have contributed to this phenomenon: First, DIR usually
reached its maximum output level at a lower flow velocity
than OMNI. If the level of DIR was being limited but the
level of OMNI continued to grow as flow velocity increased,
then the DIR-OMNI difference decreased �e.g., the overall
levels of ITE around 0° at 9.0 and 13.5 m/s in Figs. 4 and 8�.
Second, recall that when the overall levels are severely lim-
ited, the one-third octave band levels might show lower lev-
els at higher flow velocities. The one-third octave band levels
of OMNI, however, continued to increase with flow velocity,
resulting in a negative DIR-OMNI difference �e.g., the 125
one-third octave band levels of ITC around 0° at 9.0 m/s in
Figs. 5 and 8�. Third, if the levels in both modes reached the
maximum output levels, which are the same for OMNI and
DIR, the DIR-OMNI level difference became zero �e.g., the
overall levels of ITC around 0° at 13.5 m/s in Figs. 5 and 8�.
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Fourth, if flow noise levels were lower than the ambient
noise levels in the wind tunnel, DIR would yield lower levels
than OMNI because of its ability to reduce ambient noise in
the far field. The DIR-OMNI differences, thus, become nega-
tive �e.g., the 500 Hz one-third octave band levels of ITE
from 0° to 360° at 0 m/s�.

IV. DISCUSSION

A. Custom hearing aid comparison

Custom hearing aids generally had the highest noise lev-
els when the flow came from the front or when the head
turned to angles between 190° and 250° at low velocities
�Figs. 4–7�. The lowest flow noise levels were recorded
when the hearing aid was facing the direction of the flow at

angles between 260° and 270°. The flow noise levels re-
corded when the hearing aid was facing downstream of the
flow usually yielded intermediate levels.

Regarding the differences, ITE generated relatively
lower levels between 300° and 330° at 4.5 m/s compared to
ITC and CIC in both DIR and OMNI modes �Fig. 7�. The
flow noise levels generated by ITE were similar to the am-
bient noise levels between 300° and 340° whereas both ITC
and CIC yielded flow noise levels much higher than the am-
bient noise levels �e.g., the overall levels in Figs. 4–6�.

The polar patterns of ITE obtained in the present study
bear remarkable resemblance to the ones reported by Beard
and Nepomuceno �2001�. In Beard and Nepomuceno, 2001,
the authors measured flow noise levels every 10° from 0° to
360° at the output of microphones mounted on an ITE shell
worn on KEMAR’s left ear. They reported the ambient noise

FIG. 8. Overall and one-third octave band level differences calculated by subtracting the noise levels of the omnidirectional microphone �OMNI� from its
corresponding directional microphone �DIR� for ITE and ITC hearing aids.
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levels and polar patterns of flow noise levels at 100, 200,
500, and 1000 Hz at flow velocities of 2.1 and 5.0 m/s. When
the 500 Hz one-third octave band results obtained in the
present study at 4.5 m/s were compared to that of Beard and
Nepomuceno �2001�, which is obtained at 5.0 m/s, the polar
plots in the present study had similar shapes but slightly
lower levels than those obtained in Beard and Nepomuceno,
2001 due to the lower flow velocity. In addition, the shapes
of polar plots obtained at 100 and 1000 Hz one-third octave
bands in Beard and Nepomuceno, 2001 also had similar
shapes as those measured in the present study at 125 and
2000 Hz. These results indicated that the flow noise patterns
are highly repeatable across studies.

B. BTE1 and custom hearing aid comparison

When the flow was coming from the front �i.e., at angles
around 0°�, the flow noise levels were the highest regardless
of the hearing aid style. These results are consistent with
other studies �Beard and Nepomuceno, 2001; Thompson and
Dillon, 2002�. The difference was that at 4.5 m/s, the angles
with the highest flow noise levels tended to be between 340°
and 50° for BTE1 and ITE �Fig. 8�, whereas those for ITC
and CIC were between 300° and 50° �a wider span�. At
higher flow velocities, angles with the highest flow noise
levels expanded to adjacent angles for all hearing aids.

Additionally, ITE DIR and OMNI consistently had
higher levels than BTE1 and other custom hearing aids, ex-
cept at 2000 Hz �Fig. 7�. This was likely because the protru-
sion of the pinna from the head further increased the flow
velocity. The ITE microphones’ proximity to this area of
faster flow caused the highest levels among the hearing aids
tested.

When the overall and one-third octave band levels of all
the hearing aids were compared, CIC OMNI tended to have
the lowest levels between 0° and 50° �Fig. 8�. These results

agree with those of Fortune and Preves �1994� measured at
0°. In addition, CIC tended to yield the lowest noise levels in
the 2000 Hz one-third octave band. The output levels at 4.5
m/s were either equal to or slightly higher than the ambient
noise levels, likely because the microphone was shielded
from direct air flow impingement. The advantage of CIC at
2000 Hz, however, seemed to disappear as the flow velocity
increased. This result could be because of a high amount of
turbulence generated in the vicinity of the microphone �i.e.,
in the concha bowl, Thompson and Dillon, 2002� and/or a
shift in the location of the flow separation point.

At angles between 60° and 130°, BTE1 yielded much
lower flow noise levels than the custom hearing aids �Fig. 7�.
This pattern was likely due to turbulent fluctuations in the
wake of the KEMAR head acting on the hearing aid micro-
phones. As the pinna protruded from the surface of the head
and disrupted the streamlined air flow, additional turbulence
could be generated in the vicinity of the custom hearing aid
microphones. Custom hearing aids, thus, yielded higher flow
noise levels than BTE1, which was close to the surface of the
KEMAR head. When the hearing aid was facing downstream
�i.e., at angles around 90°�, the pinna should not have created
any additional disruption to the streamlined air flow. Yet,
custom hearing aids still had higher flow noise levels than
BTE1. This phenomenon was likely because the pinna �with
custom hearing aids� protruded into the turbulent flow in the
wake of the KEMAR head, whereas BTE1 was much closer
to the surface of the head and away from the turbulence.

When the flow came from the back �i.e., at angles
around 180°�, BTE1 tended to have higher flow noise levels
than custom hearing aids �Fig. 7�. This could be because
BTE1 was immersed in the flow, whereas the custom hearing
aids were shielded from the flow at 180°. Custom hearing
aids, however, tended to have higher levels between 200°
and 250° than BTE1 when the hearing aid was slightly

TABLE I. The correlation coefficients and average differences between DIR and OMNI at three flow velocities
for an ITE and ITC hearing aids. All the correlation coefficients were statistically significant �p�0.01�.

Correlation coefficient Average difference �dB�

4.5 m/s 9.0 m/s 13.5 m/s 4.5 m/s 9.0 m/s 13.5 m/s

Overall level
ITE 0.89ˆ 0.87� 0.88� 12.9 9.9 5.8
ITC 0.94ˆ 0.94� 0.95� 9.0 3.8 2.0

125 Hz one-third octave band level
ITE 0.94ˆ 0.82� 0.78� 15.9 12.8 7.3
ITC 0.93ˆ 0.79� 0.79� 9.6 3.9 2.9

500 Hz one-third octave band level
ITE 0.89ˆ 0.91� 0.93� 9.9 9.7 6.8
ITC 0.96ˆ 0.89� 0.89� 8.9 4.3 2.4

2000 Hz one-third octave band level
ITE 0.84ˆ 0.91 0.86� 5.4 3.7 3.0
ITC 0.89ˆ 0.94� 0.94� 5.3 5.6 3.7

The asterisks �*� mark the entries calculated from data set with overall levels reached the maximum output
levels at least at three angles and the ^ mark the entries calculated from data sets with flow noise levels that fell
below the ambient noise levels at least three angles.
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turned to the downstream side. This phenomenon was likely
because the pinna protrusion increased the local flow veloc-
ity and turbulence was formed close to the hearing aid mi-
crophones.

When the hearing aids were facing the direction of the
flow �i.e., at angles around 270°�, the flow noise level was
usually the lowest for all hearing aids because the hearing aid
microphones were closest to the theoretical point of stagna-
tion �Chung et al., 2009�. The difference was that, at 4.5 m/s,
BTE1 had a relatively wider range of angles having low
overall, 125, and 500 Hz one-third octave band flow noise
levels than custom hearing aids. The angles with low levels
ranged from 220° to 340° for BTE1 �a 130° span, Fig. 8�,
from 250° to 330° for ITE �a 90° span�, from 240° to 310°
for ITC �an 80° span�, and from 250° to 300° for CIC �a 60°
span�.

Caution must be taken in interpreting the above results.
Although hearing aids with the same styles generally have
similar shapes in their polar patterns �Chung et al., 2009�,
individual level differences do exist among the same styles
of hearing aids �Grenner et al., 2000�. In addition, although
the results of the present study showed that the behind-the-
ear hearing aid either generated comparable or lower levels
than custom hearing aids, Thompson and Dillon �2002� re-
ported that a behind-the-ear hearing aid yielded higher flow
noise levels than custom hearing aids at 0° and 30°. It is
unclear if the differences were due to individual hearing aid
differences, the signal level averaging scale differences
�present study: one-third octave bands vs Thompson and Dil-
lon �2002�: log scale�, or other unknown differences in the
experimental setup. Future studies are needed to shed light
on this issue.

C. KEMAR’s open canal

Flow noise levels at the output of the hearing aids and in
KEMAR’s open canal are affected by their relative frequency
responses. For example, KEMAR’s open ear canal reso-
nances produced a flat frequency response at low frequencies
�i.e., between 100 and 500 Hz�, whereas typical hearing aid
frequency responses usually have a roll-off in the same fre-
quency region. The open canal recordings, therefore, yielded
a higher level at 125 Hz at 0 m/s than the hearing aid record-
ings even though the two systems were responding to a con-
stant noise in the background �i.e., the ambient noise�.

If comparisons of the increase in flow noise levels at
different flow velocities are desirable, the comparisons
should be made relative to the ambient noise level. For ex-
ample, at 0° of 125 Hz one-third octave band at 4.5 m/s in
Fig. 6, both CIC OMNI and KEMAR’s open ear canal
yielded a flow noise level of 68 dB. The ambient noise level
of CIC OMNI was 45 dB at 0° but that of the open canal was
51 dB. Thus, flow noise level increase in CIC OMNI were
greater than in KEMAR’s open canal when the flow velocity
increased from 0 to 4.5 m/s.

Compared to CIC OMNI, the shapes of the KEMAR’s
open canal polar patterns were very similar at 125 and 500
Hz �Fig. 6�. The polar patterns of overall levels and 2000 Hz,
however, did not exhibit the characteristic drop in flow noise

levels at angles around 270°. This was likely because the
microphone was shielded from direct flow impingement in
the open canal recordings resulting in much lower flow noise
in the high frequency region �e.g., 2000 Hz� than CIC OMNI
�i.e., from 220° to 250° and from 290° to 60°�.

Another use of the KEMAR open canal recordings is to
demonstrate the flow noise growth patterns in conditions
where no limiters were present in the recording path �i.e.,
from ear canal→ER-11 microphone and its pre-amplifier
→computer sound card�. The data obtained with KEMAR’s
open ear canal supported that �1� flow noise levels continued
to increase as flow velocities increased from 9.0 to 13.5 m/s,
and �2� the similar flow noise levels at flow velocities of 9.0
and 13.5 m/s in some angles for ITC and CIC recordings
�i.e., around 0°� were due to the limiters in the hearing aids.
These conclusions were also supported by the “microphone
on cylinder” data in Chung et al., 2009.

D. DIR vs OMNI

The correlation coefficients between the directional and
omnidirectional microphone modes of the same hearing aids
generally showed a moderately high to high correlation �i.e.,
above 0.78� although there were differences in the flow noise
levels �i.e., from 2.0 to 9.6 dB, Table I�. These results indi-
cate that the flow noise levels were different between the
DIR and OMNI modes but the magnitude generally rose and
fell in unison from 0° to 360° �i.e., the shapes of the polar
patterns were similar�.

In the absence of a flow, directional microphones gener-
ally yielded lower noise levels than omnidirectional micro-
phones �i.e., the negative DIR-OMNI values in Fig. 8� be-
cause of their ability to reduce background noise. The
exception was at 125 Hz one-third octave band, the direc-
tional microphone was not effective because directional mi-
crophones with small microphone differences often have
minimum or no directional effect for sounds in far field at
low frequencies �Chung, 2004�.

In addition, the exceptionally high negative DIR-OMNI
for ITE at 500 Hz one-third octave band at 0 m/s was likely
due to a combination of two factors: �1� The directional mi-
crophone was very effective in reducing noise, and �2� the
noise level at the microphone output was below the expan-
sion threshold �i.e., 42 dB SPL�. The lower the input levels,
the less gain was provided by the expansion algorithm. As a
result, the DIR-OMNI calculations yielded large negative
values in Fig. 8 �Chung et al., 2009�. Similar phenomenon
was not found in ITC, likely because ITC had a smaller
microphone distance than ITE. As the microphone distance
reduces, the directional effect of a directional microphone
generally lessens �Ricketts, 2001�. The microphone output of
the ITC, therefore, was not further reduced by the expansion
algorithm, resulting in much smaller negative DIR-OMNI
values.

In the presence of a flow, directional microphones had
higher noise levels in most angles at low flow velocities �Fig.
8�. As the frequency responses of the DIR and OMNI modes
were matched, the higher flow noise levels in the directional
microphones could be attributed to both incoherent source
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effect and proximity effect. When the hearing aid was facing
upstream, however, directional microphones consistently
yielded lower noise levels at all flow velocities �i.e., angles
around 270° had the negative DIR-OMNI values in Fig. 8�.
This phenomenon was created because the hearing aid was
close to the theoretical point of stagnation. Although direc-
tional microphones usually generated more flow noise than
omnidirectional microphones, directional microphones were
able to reduce the ambient noise in the far field. The direc-
tional microphone output for the flow noise combined with
the ambient noise was still lower than the omnidirectional
microphone output. Similar level differences between the di-
rectional and omnidirectional microphones are also observed
in the data obtained in the Beard and Nepomuceno �2001�
and Thompson and Dillon �2002� studies.

At higher flow velocities �13.5 m/s�, the limiters in the
hearing aids limited the maximum output level of the hearing
aids. As the outputs of directional microphones usually reach
the maximum output level at a lower flow velocity than those
of omnidirectional microphones, the average difference was
reduced and more negative DIR-OMNI differences were ob-
tained as flow velocity increased �see more details in Sec.
III�.

The above results on directional and omnidirectional mi-
crophones were generally consistent with those obtained in
Chung et al., 2009 on behind-the-ear hearing aids. The dif-
ference was that negative DIR-OMNI values were consis-
tently obtained not only at angles around 270° but also
around 90° in behind-the-ear hearing aids �Fig. 8�.

E. Applications

1. Clinical applications

Currently, there is no consensus on how to fit or use
hearing aids based on users’ amplification needs in outdoor
activities. Comparing hearing aids with different styles,
BTE1 was found to have the largest range of angles with the
lowest flow noise levels �Fig. 7�. It also had comparable or
lower levels than other custom hearing aids at other angles,
except around 180°. Similar patterns were also observed on
another behind-the-ear hearing aid in Chung et al., 2009.
Behind-the-ear hearing aids, therefore, appear to be the most
desirable hearing aids for outdoor activities because it is
more likely for the user to experience low noise levels in
wind.

On the other hand, the flow noise comparisons in the
2000 Hz one-third octave band suggested that putting the
microphone into the ear canal can reduce flow noise in the
2000 Hz one-third octave band �Figs. 4–6�. In addition, CIC
OMNI tended to have the lowest flow noise levels at a large
range of angles compared to ITE and ITC at 4.5 m/s. It
might, therefore, be beneficial for clinicians to recommend
using completely-in-the-canal hearing aids if a user will of-
ten need to function in environments with low wind veloci-
ties.

Further, custom hearing aids had a narrow range of
angles having the lowest flow noise levels �i.e., close to
angles at 270°�. Monaural custom hearing aid users, there-
fore, are recommended to position their hearing aids to di-

rectly face the direction of the wind. On the other hand,
bilateral custom hearing aid users can position the better ear
to face the direction of the wind and to either reduce the gain
or turn off the second hearing aid to reduce binaural interfer-
ence. Turning down the gain or turning off the hearing aid
can be especially beneficial for hearing aid users who expe-
rience binaural interference as described in Walden and
Walden, 2005 because they can understand more speech with
monaural than binaural hearing aids in background noise.

2. Engineering and design applications

Monaural and binaural automatic microphone switching
algorithms can be designed to take advantage of the wind
noise differences between the directional and omnidirec-
tional modes. Many high-performance digital hearing aids
are designed to automatically switch to the omnidirectional
mode across all frequency regions or only in the low fre-
quency regions when incoherent/wind noise is detected.
This, however, may not always be the most effective at re-
ducing wind noise.

The results of the present study and several previous
studies indicated that directional microphones could generate
lower noise levels when the flow comes from the front
and/or when the hearing aid was facing downstream at low
flow velocity �Beard and Nepomuceno, 2001; Thompson and
Dillon, 2002; Chung et al., 2009�. Even if flow noise was
detected, the superposition of flow noise and background
noise in a frequency channel can still be lower in the direc-
tional than in the omnidirectional microphone mode. A mon-
aural automatic microphone switching algorithm, therefore,
can be designed to monitor the output difference between the
two microphone modes in each frequency channel and adapt
to the mode with the lowest output levels.

Binaural automatic microphone switching algorithms
can also be designed to monitor the presence of speech in the
environment and hearing aid output in both ears. When a
large level difference is detected between two hearing aids,
the algorithms can automatically reduce the overall and/or
the low frequency gain of the hearing aid with significantly
lower signal-to-noise ratio. For users with confirmed severe
binaural interference, the algorithms can be programed to
turn off the hearing aid with higher noise output. Making use
of binaural communication of hearing aids to combat wind
noise can potentially enhance users’ hearing aid satisfaction.

It should be noted that the results of this series of studies
were obtained using a KEMAR manikin with a bold head
and no shoulder. The effects of hair styles, headwear, shoul-
ders, and clothing were not examined. In addition, the data
were collected using hearing aids with many signal process-
ing algorithms turned off �e.g., noise reduction algorithms
and wind noise reduction algorithms�. Further studies are
needed to test the effects of these factors on flow noise char-
acteristics.
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To study the acoustic characteristics of nasalized vowels, the effects of velopharyngeal opening and
oral articulation are considered. Based on vocal tract area functions for one American English
speaker, spectral evolutions for the nasalization of three English vowels /a/, /i/, and /u/ were studied
by simulating transfer functions for vowels with only velar movement, and for different nasal
consonant-vowel utterances, which include both velar and oral movements. Simulations indicate
extra nasal spectral poles and zeros and oral formant shifts as a result of the velopharyngeal opening
and oral movements, respectively. In this sense, if oral articulation is coordinated with velar
movement in such a way that nasal acoustic features are prominently attenuated, corresponding
compensatory articulation can be developed to reduce hypernasality. This may be realized by �1�
adjusting the articulatory placement for isolated nasalized vowels or by �2� changing the relative
timing of coarticulatory movements for dynamic speech. The results demonstrate the effect of oral
articulation on the acoustics of nasalized vowels. This effect allows oral articulation to compensate
for velopharyngeal dysfunction, which may involve a constellation of speech production disorders
resulting from anomalous velopharyngeal closure and which is usually accompanied by
hypernasality and nasal emission of air. © 2010 Acoustical Society of America.
�DOI: 10.1121/1.3294486�

PACS number�s�: 43.70.Bk, 43.70.Aj, 43.72.Ar �DAB� Pages: 2543–2553

I. INTRODUCTION

Nasalization is the production of a sound while the ve-
lum is lowered, so that some air escapes through the nose
during the production of the sound through the mouth. Vow-
els that are adjacent to nasal consonants �/m/, /n/, and /E/ in
English� tend to be at least partially nasalized because of the
opening of the velopharyngeal port. Previous studies have
used volumetric imaging techniques such as magnetic reso-
nance imaging �MRI� to explore the structural characteristics
of the vocal tract �Baer et al., 1991; Dang et al., 1994;
Demolin et al., 2003; Moore, 1992; Serrurier and Badin,
2008; Story et al., 1996�. Other studies have summarized the
acoustic cues of vowel nasalization based on the anatomical
structures of the oropharyngeal and nasal tract �Chen, 1997;
Feng and Castelli, 1996; Kataoka et al., 2001; Pruthi et al.,
2007�. Transmission line modeling of the vocal tract has
been used as an effective approach to correlate anatomical
structures with the acoustic outputs of vowel nasalization
�Feng and Castelli, 1996; Pruthi et al., 2007�. The majority
of previous studies considered the effect of velopharyngeal
opening �VPO� on vowel nasalization by correlating velar
movement with the spectral evolutions for nasalized vowels
in the absence of oral movement. Other studies have shown
that oral articulation makes a difference in the pole/zero lo-
cations �Pruthi et al., 2007�. This difference was, however,
not shown in the simulation. With regard to the variability of
oral cavity shape for vowel production, oral articulatory
placement can be quite flexible for nasalized vowel produc-
tion. Specifically, the vocal tract profile for the same vowel

in different vowel-nasal consonant �VN� or nasal consonant-
vowel �NV� utterances can vary with nasal contexts due to
the effect of coarticulation.

Volumetric imaging enables direct three-dimensional
�3D� representation of the vocal tract shape by acquiring a
series of image slices, in one or more anatomical planes,
through a desired volume of the human body. MRI serves as
an attractive imaging technique to obtain the 3D volume of
the vocal tract with regard to its low hazard to human sub-
jects. Story et al. �1996� measured static vocal tract shapes of
a subject for different vowels and consonants by MR imag-
ing and simulated the corresponding acoustics based on a
transmission line model of the vocal tract.

Dang et al. �1994� analyzed the morphologic and acous-
tic properties of the nasal and paranasal cavities through MR
imaging of the 3D geometry of the nasal and paranasal cavi-
ties in the coronal orientation, and the main vocal tract
�oropharyngeal tract� in the sagittal orientation during sus-
tained production of nasal consonants. The nasal and parana-
sal cavities differ from the oral cavity in �1� static acoustic
structure, �2� complexity of morphology, �3� covering of mu-
cosal layers, and �4� the existence of paranasal cavities. The
area function derived from the image data indicated that the
nasal tract could be divided into the posterior, middle, and
anterior portions, each of which is characterized by a shape
factor Sf =S /�4�A �where Sf is the shape factor, S is a cross-
sectional circumference, and A is a cross-sectional area of
the tract�. The nasal tract was considered as a side branch
coupled to the main vocal tract, whereas the paranasal si-
nuses were regarded as Helmholtz resonators coupled to the
nasal passages.
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Pruthi et al. �2007� simulated the spectral properties of
vowel nasalization based on the area functions derived from
the MRI data in Story �1995� and Story et al. �1996� through
a computer vocal tract model, VTAR �Zhang and Espy-
Wilson, 2004�. Both transfer functions and susceptance plots
for nasalized vowels with different VPOs were simulated to
obtain the pole-zero evolutions and order of principal cavity
affiliations, where the pole-zero evolution means the change
in spectral pole-zero patterns with the increase or decrease in
velopharyngeal opening area. The acoustic characteristics of
nasalized vowels were summarized from the simulation as
�1� extra poles and zeros, �2� reduction in first formant am-
plitude, �3� increase in bandwidth of all poles affiliated with
the nasal cavity, �4� spectral flatness in the low-frequency
range, �5� movement of the low-frequency center-of-gravity
toward a neutral vowel configuration, �6� reduction in the
overall intensity of the vowel, and �7� shifts in pole frequen-
cies due to the switch of affiliation from the oral cavity to the
nasal cavity.

In order to characterize acoustic properties of nasal vow-
els, Feng and Castelli �1996� introduced a /E/-like target for
nasal vowels corresponding to the pharyngonasal tract real-
ized when the velum is completely lowered. A nasal vowel
was considered as a dynamic trend toward the nasal target.
The evolutions of transfer function for 11 French nasal
vowels were simulated through a two-branched-parallel
L-C�−R� electrical circuit model as trends from the oral vow-
els to their corresponding pharyngonasal configurations.
Three categories of spectral pattern, represented by the three
corner vowels /i/, /u/, and /a/, were summarized as �1� acqui-
sition of a high pole �1000 Hz� and disappearance of F2
�second formant� for the /i/ category; �2� lowering of F1
and/or elevation of F2 for the /u/ category; and �3� acquisi-
tion of a low pole �250–300 Hz�, disappearance of F1 and
lowering of F2 for the /a/ category.

The limitation of most previous studies lies in that only
the relationship between VPO and the acoustics of nasalized
vowels has been simulated. Oral articulation, although men-
tioned in some studies to influence vowel nasalization by
changing the resonant properties of the vocal tract, has not
been correlated directly with the spectral patterns of nasal-
ized vowels in simulation. For example, Pruthi et al. �2007�
showed theoretically in Eq. �6� that both velopharyngeal
opening and oral cavity configuration could affect the char-
acteristics of nasalized vowels. Such an effect of oral articu-
lation in shaping nasalized vowel spectra, although not sys-
tematically simulated in their study, raises the probability of
developing proper oral articulation to compensate for the
spectral effects of velopharyngeal opening, which may have
potential clinical application in treating velopharyngeal dys-
function. This probability is further reinforced in Demolin et
al., 2003, which demonstrated the specific organization of
oral articulation in French nasal vowel production.

So the purpose of this study is first to simulate the effect
of articulatory placement on nasalized vowel spectra through
transmission line modeling of the vocal tract. In this sense,
the transfer function evolutions for NV utterances are simu-
lated. If given the effect of oral articulation on shaping na-
salized vowel spectra, the second purpose is to develop ap-

propriate oral articulation to compensate for VPO in terms of
attenuating nasal spectral features and preserving oral for-
mant structures, which are realized in either of the two ap-
proaches: �1� optimizing the articulatory placement for iso-
lated nasalized vowels or �2� adjusting the relative timing of
coarticulatory movements for NV utterances to compensate
for VPO.

II. METHODS

A. Transmission line modeling of the main vocal tract

A transmission line model of the main vocal tract
�oropharyngeal tract� was constructed based on the vocal
tract area functions for different oral vowels measured by
Story et al. �1996�. The model is sampled at a frequency of
44 100 Hz so that the entire vocal tract is divided into 44
cylindrical tubes, each with a length equal to the entire vocal
tract length divided by the number of sections �i.e., 44� and a
cross-sectional area depending on the articulatory placement.
The transmission line model of each tube is represented by a
L-C-R electrical circuit �Zhang and Espy-Wilson, 2004�, in
which the equivalent electrical parameters are determined by
the cross-sectional area and length of the tube.

B. Modeling of the nasal tract

Modeling of the nasal tract is also based on the trans-
mission line model but includes some additional consider-
ations because of its structural complexity in �1� larger sur-
face area of the nasal cavities, �2� coupling of paranasal
sinuses and asymmetry of the nasal tract, and �3� irregularity
of the nasal tract shape and mucosal covering. To model the
nasal tract, it is necessary to take into account all these com-
plexities. Specifically, the complexity of nasal cavity shape is
described by a shape factor Sf =S /�4�A, where S is a cross-
sectional circumference and A is a cross-sectional area of the
tract. Dang et al. �1994� suggested that the shape factor was
of the orders of 1, 4, and 2 for the posterior, middle, and
anterior portions of the nasal passages, respectively. The
sphenoidal and maxillary sinuses are modeled as Helmholtz
resonators coupled to the main nasal tract, whereas the fron-
tal sinus is not considered due to the unavailability of mor-
phologic data and its negligible influence on the low-
frequency spectrum. The parameters of the two nasal
passages and paranasal sinuses are collected from the same
subject �Story, 1995� whose vocal tract imaging data were
used to develop the transmission line model.

C. Coupling of the oral and nasal tracts

Coupling of the oral and nasal tracts is achieved by
opening the velopharyngeal port, which serves as the critical
mechanism of nasal sound production. Complexity of the
velopharyngeal mechanism is attributed to velar movement,
which results in different degrees of nasalization and various
velopharyngeal geometries. Although a 3D articulatory
model of the velum and nasopharyngeal wall has been estab-
lished by Serrurier and Badin �2008�, current MRI data for
this study are not sufficient to develop such a 3D model.
Instead, a distributed coupling method is selected to model
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the velopharyngeal port, where the first section of the velo-
pharynx is set to a desired coupling area, and the remainder
of the velopharynx is linearly interpolated to obtain a smooth
variation in areas, resulting in a corresponding reduction in
the areas of the oral cavity. Pruthi et al. �2007� compared the
distributed coupling method with the trap door coupling
method in modeling the velopharynx and found that for the
trap door coupling method the zeros in the simulated transfer
functions did not change with a change in the coupling area
and therefore the order of principal cavity affiliations for the
poles is fixed. Contrastively, the distributed coupling method
can be performed in a more realistic way such that the order
of principal cavity affiliations for the poles of the coupled
system changes with a change in the coupling area. More
advantages of the distributed coupling method are found by
Maeda �1982b�, who suggested that the reduction in the oral
cavity area is very important to produce natural sounding
nasalized vowels. Similarly, Feng and Kotenkoff �2006�
stated that the decrease in oral area might play an important
role in nasalization. Furthermore, Serrurier and Badin �2008�
described the influence of velar movement on the oral area
function based on their 3D articulatory model of the velo-
pharyngeal port and observed the covariation of the areas of
oral and nasal tracts when the velum moves.

D. Derived transfer functions from the transmission
line model of the entire vocal tract

Transfer functions for different vowels can be calculated
based on the transmission line model of the entire vocal tract
�oropharyngeal and nasal tracts�. For oral vowels, a transfer
function is defined as the ratio of oral to glottal volume ve-
locity, which is calculated by multiplying the transfer func-
tion of each tubular section within the vocal tract. For nasal-
ized vowels, a transfer function is defined as the sum of oral
and nasal volume velocities divided by the glottal volume
velocity. The model of the entire vocal tract is obtained by
coupling the nasal tract as a side branch to the main vocal
tract through a three-port connection, namely, the velopha-
ryngeal port.

III. SIMULATION

The transfer functions for the three corner vowels /a/, /i/,
and /u/ are simulated and plotted in MATLAB �V.7.0�. The effect
of velopharyngeal opening on the acoustic characteristics of
nasalized vowels is considered by simulating the transfer
functions for nasalized vowels with different velopharyngeal
openings and no other articulatory movement. Then the ef-
fects of both velopharyngeal opening and oral articulation
are considered by simulating the spectral evolutions for NV
utterances, where the velum and oral articulators move con-
comitantly from the initial nasal position to the final oral
position. As long as the effect of oral articulation on the
acoustics of nasalized vowels is specified, the relative timing
of coarticulatory movements for NVs is adjusted to attenuate
nasal spectral features and preserve oral formant structures.
Furthermore, in order to accommodate such articulatory ad-
justment to different speech samples, the articulatory synthe-
sis function of a MATLAB package �Childer, Speech Process-

ing and Synthesis Toolboxes� is used to derive the optimal
articulatory parameters such that the characteristic spectral
features �the first four formant frequencies� for the nasalized
vowel are adjusted to approach the oral counterparts. The
spectra for the compensated nasalized vowels are then com-
pared with the corresponding spectra for nasalized vowels
without articulatory compensation.

A. Area functions and transfer functions for oral
vowels

The area functions for the oral vowels /a/, /i/, and /u/ are
derived from the MRI data of the vocal tract images in the
study by Story et al. �1996� and depicted as the final targets
of area function evolutions in Figs. 1�a�, 1�c�, and 1�e�, re-
spectively. The corresponding transfer functions are calcu-
lated through the transmission line model of the vocal tract
and plotted as the bottom lines in Figs. 2�a�–2�c�, respec-
tively.

B. Transfer function evolutions for nasalized vowels
with different VPOs

The effect of VPO on nasalized vowel spectra is consid-
ered by assuming that oral articulators remain in static posi-
tion during the nasalization of vowels. Although oversimpli-
fied, this assumption still provides information on the
relationship between VPO and spectral characteristics of na-
salized vowels. The transfer functions for nasalized vowels
/a/, /i/, and /u/ with a variation of velopharyngeal opening
areas from 1 to 90 mm2 are shown in Figs. 2�a�–2�c�, re-
spectively. In order to clearly depict the subtle spectral
changes in nasalized vowels with small VPO, the transfer
function evolutions are obtained by increasing velopharyn-
geal opening area from 1 to 10 mm2 in 1 mm2 steps, and
from 10 to 90 mm2 in 10 mm2 steps in Figs. 2�a�–2�c�,
where the lowest line in each panel corresponds to the trans-
fer functions for the oral vowels /a/, /i/, and /u/, respectively.
The dashed bold horizontal line separates each panel into
two parts such that the transfer functions below correspond
to a variation of VPO area from 1 to 10 mm2 in 1 mm2

steps, and those above represent the transfer functions for
nasalized vowels with VPO area varying from 10 to 90 mm2

in 10 mm2 steps. The amplitudes of the transfer functions
within each panel are increased in 15 dB steps from the
bottom to the top to be better distinguished. Figures
2�d�–2�f� compare the transfer functions for the nasalized
vowels /a/, /i/, and /u/ �dotted line� with a VPO area of
60 mm2 and their oral counterparts �dashed line�, respec-
tively.

C. Transfer function evolutions for NV utterances

Although the effect of velopharyngeal opening on the
nasalized vowel spectrum has been revealed in Fig. 2, the
assumption of static oral cavity shape during vowel nasaliza-
tion is oversimplified. To better simulate real speech, the
effect of not only velopharyngeal opening but also other con-
comitant oral articulatory movement needs to be considered.
In this sense, NV utterances are chosen as the targets with
regard to the coordinated articulatory movements. From a
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morphologic view, a time-variable vocal tract profile chang-
ing from the initial shape for the nasal consonant to the final
shape for the oral vowel is represented as an evolution of
area functions by a mathematical function u�t�=uo+ �uf

−uo��10�t /T�3−15�t /T�4+6�t /T�5� for 0� t�T � ��, where
uo and uf are the area functions for the initial and final pho-
nemes and T is the duration of the utterance. Since this math-

ematical function produces a “minimum jerk” movement
�Story, 2005�, the area function at any time t �0� t�T�
within the syllable can be approximately simulated from this
function. The evolutions of area functions for six NV utter-
ances �/ma/, /na/, /mi/, /ni/, /mu/, and /nu/� are depicted in
Figs. 1�a�–1�f�, respectively, where the up arrows mark the
evolutions of the area corresponding to the critical articula-

0 10 20 30 40
0

2

4

6

session number

ar
ea
fu
nc
tio
n

(a)

0 10 20 30 40
0

2

4

6

session number

ar
ea
fu
nc
tio
n

(b)

0 10 20 30 40
0

2

4

session number

ar
ea
fu
nc
tio
n

(c)

0 10 20 30 40
0

2

4

session number

ar
ea
fu
nc
tio
n

(d)

0 10 20 30 40
0

2

4

6

session number

ar
ea
fu
nc
tio
n

(e)

0 10 20 30 40
0

2

4

6

session number

ar
ea
fu
nc
tio
n

(f)

FIG. 1. �Color online� Oral area func-
tion evolutions for the NV utterances,
where the up arrows mark the domi-
nant oral articulatory movements and
the down arrows point out the evolu-
tions of the oral area at the velopha-
ryngeal port. �a�–�f� show the area
function evolutions for /ma/, /na/, /mi/,
/ni/, /mu/, and /nu/, respectively.
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FIG. 2. �Color online� �a�–�c� show
the transfer function evolutions for na-
salized vowels /a/, /i/, and /u/ with a
variation of velopharyngeal opening
area �1� from 1 to 9 mm2 in 1 mm2

steps, represented by the next lowest
line to the line right below the dashed
bold horizontal line, and �2� from 10
to 90 mm2 in 10 mm2 steps, shown as
the lines above the dashed bold hori-
zontal line. The lowest lines in �a�–�c�
represent the transfer functions for the
corresponding oral vowels as refer-
ences, and the amplitudes for the re-
mainder of transfer functions are in-
creased in 15 dB steps from the
bottom to the top to be better distin-
guished. �d�–�f� compare the transfer
functions for nasalized vowels /a/, /i/,
and /u/ with a VPO area of 60 mm2

�dotted lines� with the transfer func-
tions for the nasalized vowels with the
same VPO in /mV/ �solid lines in the
upper panels of �d�–�f�� and in /nV/
�solid lines in the lower panels of �d�–
�f��, where “V” represents /a/, /i/, and
/u/ for �d�, �e�, and �f�, respectively.
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tory movement �labial movement for /mV/ and tongue tip
movement for /nV/�, and the down arrows point out the oral
area evolutions at the velopharyngeal port.

However, this method of specifying the time variation of
the vocal tract configuration is still oversimplified to some
extent because all the articulators �including the velum, lips,
and different parts of the tongue� are hypothesized to move
in the same pattern as represented by the function, which is
not the case for real speech with consideration to the rela-
tively rapid movement of the tongue tip, lower lip, and
slower movement of the tongue dorsum and velum �Kuehn,
1976; Kuehn and Moll, 1976�. Moreover, the timing of the
coarticulatory movements is set to be fixed in this fashion,
which is obviously against the flexibility of coarticulatory
timing in real speech. However, at this point, this simplified
approach, due to the lack of dynamic MRI data for natural
speech, still serves the purpose of demonstrating the effects
of articulatory placement and VPO on vowel nasalization.
The transfer functions for nasalized vowels in NV utterances
are drawn and compared with their oral and simplified nasal-
ized �same VPO, no oral movement� counterparts in Figs.
2�d�–2�f�. The solid line in the upper part of each of �d�–�f�
shows the transfer function for the nasalized vowel in /mV/,
whereas the solid line in the lower part corresponds to the
transfer function for the nasalized vowel in /nV/, where “V”
represents the three vowels /a/, /i/, and /u/, respectively, for
�d�, �e�, and �f�. The two nasal consonant contexts are in-
cluded to reflect the variation of spectral characteristics for
different articulatory placements �i.e., bilabial constriction
for /m/ and alveolar constriction for /n/�. Figures 3�a�, 4�a�,
5�a�, 5�c�, 6�a�, and 6�c� show the evolutions of transfer
functions in ten equal time intervals for each of the following
six NV utterances: /ma/, /na/, /mi/, /ni/, /mu/, and /nu/, re-
spectively. Figures 3�c� and 4�c� show the simulated transfer

function evolutions for /ma/ and /na/ based on a simplified
vocal tract model with no paranasal sinuses as a comparison
to Figs. 3�a� and 4�a�.

D. Transfer function evolutions for NV utterances
with timing adjustment

As mentioned above, the actual articulatory velocities of
tongue, lips, and velum are different so that the relative tim-
ing of the articulatory movements can be adjusted to simu-
late different acoustic outcomes. With regard to the purpose
of this study, the coordination between velar and other oral
articulatory movements is of interest, and hence is explored
by adjusting the timing of oral movements to compensate for
velopharyngeal opening movement in a sense that the nasal
acoustic features become less prominent and oral spectral
features are largely preserved in the resultant spectrum.
Since oral articulators such as tongue tip and lips normally
move faster than the velum, it is reasonable to hypothesize
that the oral area functions evolve in a faster pattern than the
velopharyngeal area evolution in the production of NV utter-
ances. Figures 3�b�, 4�b�, 5�b�, 5�d�, 6�b�, and 6�d� show the
transfer function evolutions for NV utterances �/ma/, /na/,
/mi/, /ni/, /mu/, and /nu/, respectively� with a timing adjust-
ment of oral movements such that the time for the oral area
to evolve from the initial profile for the nasal consonant to
the final profile for the oral vowel is half of the time for the
velar area to decrease from the nonzero value for the nasal
consonant to zero for the oral vowel. In this sense, the oral
articulators move roughly twice as fast as the velum, so the
oral area stays constant in the second half of the entire du-
ration of the /NV/ syllable while the velar movement is still
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FIG. 3. �Color online� Transfer func-
tion evolutions for /ma/ �a� based on
the vocal tract model with paranasal
sinuses, �b� based on the vocal tract
model with paranasal sinuses and with
timing adjustment of coarticulation
�oral articulators move in a faster pat-
tern than the velum as specified in the
text�, �c� based on the vocal tract
model with no paranasal sinuses, and
�d� based on the vocal tract model
with no paranasal sinuses and the
same pattern of timing adjustment of
coarticulation as described in �b�. In
each of �a�–�d�, the transfer functions
evolve from the nasal consonant /m/ at
the top to the oral vowel /a/ at the bot-
tom in ten equal time intervals. In each
panel of the figure, the amplitudes of
the transfer functions are increased
from the bottom to the top in 15 dB
steps to be better distinguished.
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continuing. Figures 3�d� and 4�d� show the corresponding
timing-adjusted transfer function evolutions based on the vo-
cal tract model with no paranasal sinuses.

E. Spectra of oral vowel and nasalized vowel without/
with compensatory articulation

The timing adjustment of NV utterances allows oral ar-
ticulation to compensate for VPO from a dynamic view,
whereas the static oral articulatory placement can be adjusted
to compensate for VPO in terms of attenuating nasal spectral
features and preserving oral spectral structures. However,
such an articulatory adjustment cannot be determined arbi-
trarily because the articulatory placement must follow some
universal patterns to produce a specific speech sound, al-
though minor variations are allowed to generate individual
differences. In order to guarantee that the adjusted articula-
tory placement can be realized in real speech, a computer-
implemented articulatory synthesizer �Childer, Speech Pro-
cessing and Synthesis Toolboxes� is used to optimize such
oral articulatory adjustments that the principal spectral char-
acteristics �first four formant frequencies� of the resultant
nasalized vowel are as close to the oral counterparts as pos-
sible. Given the target acoustic features �formant frequencies
in this case�, the articulatory synthesizer first optimizes the
articulatory placement by adjusting a set of control articula-
tory parameters to generate such a vocal tract area function/
midsagittal profile that the resultant acoustic features corre-
sponding to the vocal tract model approximate the target
with minimal error. Then the corresponding speech samples
are synthesized based on the optimized vocal tract area func-
tion and an excitation source specified by the users. In this

fashion, three types of vowels are synthesized based on the
same acoustic inputs �first four formant frequencies� for
comparison. The first type is an oral vowel, with the VPO
parameter set to zero. The second one is a nasalized vowel
without compensatory articulation, which follows the same
articulatory pattern as the oral vowel except that the VPO is
set to be a nonzero value. The third type is a nasalized vowel
with compensatory articulation, which has its VPO set to the
same value as the second type and all other articulatory pa-
rameters readjusted to optimize the acoustic outputs �the first
four formant frequencies� to compensate for VPO. The effect
of compensatory articulation then can be inferred by compar-
ing the spectral features of the two nasalized vowels. Figures
7�a�–7�c� give the spectra and spectral envelopes for three
such synthetic /i/ vowel samples. Specifically, Fig. 7�a� is the
spectrum for oral /i/, and Figs. 7�b� and 7�c� are the spectra
for nasalized /i/ without and with compensatory articulation,
respectively. Figures 7�d�–7�i� give another two sets of syn-
thetic /i/ vowel samples �each set includes three types of /i/
vowel as described above�, based on the corresponding two
sets of acoustic inputs. Altogether, three sets of /i/ vowel
samples are exemplified in Fig. 7.

IV. RESULTS

A. Comparison of the transfer functions for oral and
nasalized vowels

Figures 2�d�–2�f� show the transfer functions for the oral
vowels /a/, /i/, and /u/ �dashed lines� as references and their
nasalized counterparts �dotted lines� with a velopharyngeal
opening area of 60 mm2. The nasalized vowels are distin-
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FIG. 4. �Color online� Transfer function evolutions for /na/, where �a�, �b�, �c�, and �d� give the simulated results based on the four conditions as described
in Figs. 3�a�–3�d�, respectively.
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guished from the oral counterparts in more spectral peaks
and valleys, especially in the low-frequency domain. This is
consistent with previous studies such as Chen �1997� and
Pruthi et al. �2007�, who also found many spectral peaks and
dips due to the paranasal sinuses and low-frequency pole-
zero pairs due to the maxillary sinuses in the nasalized vowel
spectra. Specifically, nasalization of the low-back vowel /a/
introduces two pole-zero pairs below the first formant. In
contrast, coupling of the nasal tract introduced multiple pole-
zero pairs between the first and second formants in the trans-
fer function for the high-front vowel /i/, whereas for the mid-
back vowel /u/, there are extra pole-zero pairs between F1
and F2, as well as between F2 and F3.

B. Transfer function evolutions for nasalized vowels
with different VPOs

The resonant properties of the nasal and paranasal cavi-
ties are represented acoustically as extra poles and zeros in
the transfer function. However, since only velar movement is
considered in this model, the change in VPO does not have a
large influence on transfer function evolutions, especially
when the velopharyngeal opening area is small. This is at-
tributed to structural stability of the nasal and paranasal cavi-
ties and ignoring the influence of oral articulatory movement.
For nasalized vowels with larger VPOs, i.e., from 10 to
90 mm2, the nasal spectral characteristics become more
prominent for all three vowels, although the transfer function
evolutions reveal different patterns for low and non-low
vowels, specified as a larger spectral variation for the low
vowel /a/ than for the non-low vowels /i/ and /u/, especially
when VPO is larger than 50 mm2, as shown in Figs.

2�a�–2�c�. Such a difference is possibly due to the different
distributions of low-frequency nasal poles and zeros relative
to the oral F1. Specifically, the two pole-zero pairs intro-
duced by the paranasal sinuses appear below F1 for nasal-
ized /a/, but above F1 for nasalized /i/ and /u/. While the
VPO increases, the nasal peaks become more isolated and
more prominent with larger amplitude so that the second
nasal zero approaches the oral F1 for /a/ but deviates the F1
for /i/ and /u/. For nasalized /a/ with a VPO larger than
50 mm2, the second nasal zero is close enough to cancel out
the first oral formant and results in a relatively flattened low-
frequency response in the F1 region and a change in order of
principal cavity affiliation for F1. The pole affiliation is de-
fined to follow the convention set forth by Pruthi et al.
�2007�, who stated that a pole in the coupled system is affili-
ated with the nasal tract if a nasal pole with a lower fre-
quency in the uncoupled nasal system moves to the fre-
quency of the new pole when the coupling area increased,
while the pole is referred to be affiliated with the vocal tract
if an oral pole with a lower frequency in the uncoupled oral
system moves to the frequency of this new pole as the cou-
pling area increases. In this sense, the order of principal cav-
ity affiliation can be changed as the coupling area increases,
and the associated merging of the two resonances at the same
frequency might therefore account for the larger variation of
spectral evolution pattern for the low vowel /a/ than for the
non-low vowels /i/ and /u/. Specifically, the principal cavity
affiliation for F1 changes from the oral tract to the nasal tract
during the nasalization of /a/, but remains affiliated with the
oral tract for nasalized /i/ and /u/ when VPO increases. The
F2 for all three vowels remain affiliated with the oral tract
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FIG. 5. �Color online� Transfer function evolutions for �a� /mi/, �b� /mi/ with timing adjustment of coarticulation �oral articulators move in a faster pattern than
the velum as specified in the text�, �c� /ni/, and �d� /ni/ with the same timing adjustment of coarticulation as for �b�.
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during nasalization. The nasal poles without intervention
with oral formants in general become more prominent as
VPO increases, but there is also an exception regarding the
first nasal pole for nasalized /i/ and /u/. This nasal pole be-
comes more distinct when VPO increases from 1 to 9 mm2

but degenerates for VPOs varying from 10 to 30 mm2 and
then becomes distinguished again when VPO keeps increas-
ing.

C. Comparison of the transfer functions for oral and
nasalized vowels in NV

From Figs. 2�d�–2�f�, the spectral differences of oral ver-
sus nasalized vowels with and without other oral movements
can be discriminated as formant shifts and amplitude modi-
fication. The solid line in the upper part of Fig. 2�d� shows
the transfer function for nasalized /a/ in /ma/, which is de-
fined as a transitional state between /m/ and /a/ with a velo-
pharyngeal opening area of 60 mm2 based on the velar area
transition, and which reveals a reduction in F1 and F2 am-
plitudes and an increase in F2 frequency compared to the
oral transfer function �dashed line� and nasalized counterpart
with the same VPO �i.e., 60 mm2� and no oral movement
�dotted line�. The solid line in the lower part of Fig. 2�d�
corresponds to the transfer function for nasalized /a/ in /na/
with the same VPO of 60 mm2, but is distinguished from the
counterpart in /ma/ in relatively larger amplitude in the low-
frequency domain and a further increase in F2 frequency.
The spectral differences between /ma/ and /na/ clearly reveal
that the oral articulatory adjustment superimposed on the
area function for the vowel corpus has a distinct effect on
vowel nasalization, which raises the possibility of develop-

ing appropriate oral articulation to compensate for velopha-
ryngeal dysfunction �VPD� in a sense that the acoustic out-
comes, such as nasal spectral peaks and oral formant shifts
brought up by VPD, are attenuated. This compensatory ar-
ticulation can be applied clinically as a speech treatment for
VPD, because individuals with velopharyngeal dysfunction,
which is defined to be a malfunction of velopharyngeal
mechanism, and which is often accompanied by hypernasal-
ity and nasal emission of air, usually cannot close the velo-
pharyngeal port fully as necessary and may hence require
other speech strategies to compensate for the velopharyngeal
deficiency.

By comparing the upper and lower parts of Fig. 2�e�, the
transfer function for /i/ in /mi/ �solid line in the upper part�
reveals relatively larger amplitude in the low-frequency do-
main than that for /ni/ �solid line in the lower part�, although
both have similar spectral characteristics of extra poles and
zeros between F1 and F2. However, the low-frequency spec-
tral characteristics reveal only slight differences between na-
salized vowel /i/ in /ni/ �solid line in the lower part� and its
nasalized counterpart without oral movement �dotted line in
the lower part�. This probably can be attributed to the similar
vocal tract profiles for the vowel /i/ and the nasal consonant
/n/, i.e., an expanded pharyngeal cavity and a constricted oral
cavity. When the nasal consonant /n/ is superimposed on the
vocal tract profile for the vowel /i/, the resonant properties of
the vocal tract have only slight changes such that the corre-
sponding transfer function exhibits no prominent alteration
in the low-frequency region.

For /mu/ and /nu/, a prominent difference between the
upper and lower parts of Fig. 2�f� lies in that the F2 for /u/ in
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FIG. 6. �Color online� Transfer function evolutions for �a� /mu/, �b� /mu/ with timing adjustment of coarticulation �oral articulators move in a faster pattern
than the velum as specified in the text�, �c� /nu/, and �d� /nu/ with the same timing adjustment of coarticulation as for �b�.

2550 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 P. Rong and D. P. Kuehn: Articulatory effect on vowel nasalization



/nu/ is substantially attenuated due to the vicinity of a nasal
zero, whereas the F2 for /u/ in /mu/ remains stable as for the
oral vowel. The upper part reveals only a small spectral dif-
ference between the nasalized vowel /u/ in /mu/ �solid line�
and its nasalized counterpart without oral movement �dotted
line�, which is due to the similar vocal tract profiles for /u/
and /m/, just like the previous case of /ni/.

The spectral differences between each nasalized vowel
pair with and without oral movement can only be attributed
to the effect of oral articulation, because the effect of VPO
has been controlled by setting the opening areas to the same
value �i.e., 60 mm2�.

D. Evolutions of nasal poles and zeros and oral
formant shifts for NV

Figures 3–6 show the transfer function evolutions for
NV utterances. These transfer functions reveal the evolutions
of nasal poles and zeros and oral formant shifts in terms of
time. Compared to Figs. 2�a�–2�c�, the spectral differences
between two adjacent transfer functions for NV utterances
are much more prominent, regarded as the effect of oral ar-
ticulatory movements on modifying the acoustic correlates of
velar movement. For the nasalization of /a/ in /ma/, the first
oral formant is obscured by two extra nasal pole-zero pairs
below F1, resulting in a relatively flattened response in the
F1 region, whereas the second formant frequency exhibits a
gradual increase when VPO increases. For /na/, a significant
spectral difference from /ma/ is that the F2 frequency in-

creases much more rapidly when VPO increases, as a result
of different places of articulation in producing the nasal con-
sonants /n/ and /m/.

For /mi/ and /ni/, both Figs. 5�a� and 5�c� reveal a slight
increase in oral F1 frequency and several extra nasal poles
and zeros between oral F1 and F2 while VPO increases.
However, the evolution of F2 indicates a prominent differ-
ence: The F2 frequency for /i/ in /mi/ decreases much more
rapidly than that for /ni/ when the VPO area increases. As a
result, the F2 for nasalized /i/ in /mi/ is canceled out by an
adjacent nasal zero between the original oral F1 and F2 after
about four intervals, whereas the nasalized /i/ in /ni/ is not
canceled out until the seventh interval.

For /mu/ and /nu/, Figs. 6�a� and 6�c� show a slight
increase in F1 frequency and extra poles and zeros between
F1 and F2, but again the F2 region reveals a prominent
difference: The F2 frequency for /u/ in /mu/ decreases
slightly while VPO increases, whereas the oral F2 for /u/ in
/nu/ is eventually canceled out by an adjacent nasal zero of
/n/ such that the principal cavity affiliation for F2 is switched
from the oral tract to the nasal tract, resulting in a prominent
increase in F2 frequency when VPO increases.

Figures 3�c� and 4�c� show the transfer function evolu-
tions for /ma/ and /na/ based on a simplified vocal tract
model with no paranasal sinuses. The most prominent differ-
ence between �a� and �c� in Figs. 3 and 4 lies in the nasal
pole-zero distributions. Specifically, more spectral poles and
zeros brought up by resonances of the paranasal sinuses and
the branching of nasal tract are distinguished in the nasalized
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FIG. 7. �Color online� Spectra derived from Fast Fourier Transform �FFT� for three sets of synthetic /i/ vowel examples and the corresponding spectral
envelopes. As the first set of examples, �a�-�c� correspond to the spectra for the oral /i/ and the two nasal /i/ vowels without/with compensatory articulation.
�d�-�f� and �g�-�i� correspond to the other two sets of synthetic /i/ vowel examples.
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vowel transfer functions with the paranasal sinuses, whereas
for the model without side cavities the most prominent spec-
tral feature is the resonance of the main nasal tract �nasal
passages� at around 1000 Hz, which appears universally in
the transfer functions for different nasalized vowels.

E. Effect of articulatory timing adjustment on the
transfer function evolutions of NV

By adjusting the timing of the coordinated articulatory
movements for NV utterances such that the oral articulators
move faster than the velum, the transfer functions in Figs.
3�b�–6�b� reveal the corresponding spectral changes. In Figs.
3–6, each transfer function in the right panel corresponding
to the same VPO as the counterpart in the left panel and with
adjusted articulatory placement shows less prominent nasal
spectral peaks and more distinctive oral formants.

F. Effect of compensatory articulation on the spectral
features of nasalized vowels

Figures 7�a�–7�c� show the first example of the spectra
for three synthetic /i/ vowel samples, where �a�, �b�, and �c�
correspond to the oral vowel, and nasalized vowels without/
with compensatory articulation, respectively. In this ex-
ample, both F1 and F2 formants are prominently attenuated
in �b� compared to �a�, whereas F2 is mostly preserved in
�c�. This effect of compensatory articulation on preserving
oral F2 formant structure is revealed as well in the other two
examples in �d�–�f� and �g�–�i�. Another effect as exemplified
in the second example in �d�–�f� is that the prominence of the
nasal peak between F1 and F2 is attenuated in �c� compared
to �b�. Apart from formant amplitude reduction, bandwidth
widening is another common effect of nasalization, which is
exemplified in �h�, where the F2 amplitude is largely attenu-
ated and the bandwidth is widened compared to �g�, but the
F2 for the nasalized /i/ after compensatory articulation in �i�
is well-preserved with a relatively narrow bandwidth and
large amplitude comparable to the oral correspondences.

V. DISCUSSION

Velopharyngeal opening introduces extra poles and ze-
ros affiliated with the nasal and paranasal cavities into the
nasal/nasalized vowel spectra. Specifically, �1� for the nasal-
ization of /a/, multiple nasal pole-zero pairs are introduced
below F1 as well as between F2 and F3; �2� for the nasal-
ized vowel /i/, extra nasal pole-zero pairs are introduced be-
tween F1 and F2; and �3� for the nasalization of /u/, intro-
duction of nasal pole-zero pairs is between F1 and F2 as
well as between F2 and F3. As a result, the transfer functions
for nasalized vowels are characterized by a relatively flat-
tened low-frequency response caused by the distribution of
nasal poles and zeros in the F1, F2, and F3 regions. Apart
from these overall acoustic characteristics of vowel nasaliza-
tion, individual formants are also influenced by the coupling
of the nasal tract in terms of changes in pole affiliation,
which is defined to follow the convention in Pruthi et al.,
2007. When VPO increases, the nasal poles and zeros be-
come more distinctive so that a nasal zero close enough to an
adjacent oral formant may attenuate or even cancel out the

formant and therefore changes the formant affiliation, such
as the F1 evolution for nasalized /a/, which reveals a dra-
matic change in spectral pattern when the VPO area is larger
than 70 mm2, distinguished as the top three dashed lines in
Fig. 2�a�. For /i/ and /u/, the increase in VPO also makes
nasal poles and zeros more distinctive, but instead of ap-
proaching F1, the first nasal pole �FN1� deviates from F1
when VPO increases because the oral F1 for both vowels
have relatively low frequency such that FN1 becomes more
isolated and therefore distinguished as prominent peaks for
an opening of 40 mm2 and above, marked as the dashed
lines in Figs. 2�b� and 2�c�.

Oral articulation affects the acoustic characteristics of
nasalized vowels by shifting oral formants. The effect of oral
articulation is demonstrated acoustically by the different
spectral characteristics for nasalized vowel pairs with the
same VPO and different articulatory placements. Oral for-
mant shifts caused by oral articulation, as well as nasal poles
and zeros introduced by VPO, together determine the spec-
tral characteristics of nasalized vowels, which are revealed
by the transfer function evolutions for NV utterances in Figs.
3–6. Specifically, �1� the F2 frequency for /na/ decreases
more rapidly than that for /ma/ while VPO decreases, so
from a view of nasalization, the oral F2 is preserved and the
frequency is increased for /na/ but is attenuated by an adja-
cent nasal zero and decreases in both amplitude and fre-
quency for /ma/; �2� the F2 frequency increases much more
rapidly for /mi/ than for /ni/ as VPO decreases, since during
the nasalization of /i/ the oral F2 for /mi/ is canceled out by
an adjacent nasal zero between F1 and F2, resulting in a
change in F2 affiliation from the oral to the nasal tract,
whereas the oral F2 for /ni/ is preserved with a slight fre-
quency decrease; and �3� since the resonant properties of the
vocal tract have no prominent change while the nasal conso-
nant /m/ is superimposed on the vowel /u/, the oral formants
remain relatively stable for /mu/ during nasalization until an
adjacent nasal zero becomes close enough to cancel out F2,
whereas the oral F2 frequency for /nu/ is increased, resulting
in a larger distance from the adjacent nasal zero.

Such an effect of oral articulation on the acoustic char-
acteristics of nasalized vowels raises the possibility of devel-
oping appropriate oral articulation to compensate for velo-
pharyngeal inadequacy in terms of attenuating nasal spectral
features and preserving oral spectral structures. By adjusting
the timing of the coarticulatory movements for NV utter-
ances in such a way that the oral articulators move faster
than the velum, the transfer functions result in less prominent
nasal spectral poles and zeros and better-preserved oral for-
mant structures �with less frequency shifts and less ampli-
tude reduction� even with the same VPO as the correspon-
dences without timing adjustment. The comparisons between
the transfer function evolutions in the left and right panels in
Figs. 3–6 clearly reveal such an effect of compensatory ar-
ticulation. Specifically, for a given time interval �e.g., the
fifth time interval�, the transfer function for the timing-
adjusted coarticulated nasalized vowel in the right panel of
Figs. 3–6 is clearly a better approximation of the oral refer-
ence than its counterpart without timing adjustment in the
left panel of Figs. 3–6.
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More generally, compensatory articulation should be de-
veloped to accommodate individual differences in such a
sense that each individual nasalized vowel can be properly
compensated through oral articulation without changing the
velopharyngeal mechanism. This is exemplified by optimiz-
ing the articulatory placement for the nasalized /i/ vowel us-
ing an articulatory synthesizer, which fixes the VPO and ad-
justs other articulatory parameters to maximally preserve the
first four formant structures of the resultant nasalized vowel.
Although they differ in spectral characteristics, the three sets
of examples in Fig. 7 reveal in the same way that the spectra
of nasalized vowels after articulatory compensation have less
prominent nasal features and better-preserved oral spectral
structures.

VI. CONCLUSION

This study demonstrated the effect of oral articulation
and velopharyngeal opening on the acoustic characteristics
of nasalized vowels by vocal tract modeling and transfer
function simulation. Some low-frequency spectral character-
istics of nasalized vowels are summarized for three corner
vowels in different NV utterances as the effect of oral articu-
lation on shaping nasalized vowel spectra. Such an effect of
oral articulation is further revealed by the spectral character-
istics of �1� the nasalized vowels in NV utterances with tim-
ing adjustment, and �2� the isolated nasalized vowels with
articulatory placement compensation. It is possible that the
compensatory effects of oral articulation on VPO might be
learned spontaneously by individuals with hypernasal speech
to reduce their level of hypernasality. Moreover, such com-
pensatory effects raise the possibility of developing compen-
satory articulation to treat velopharyngeal dysfunction in
therapy. Further research is needed to investigate these pos-
sibilities.

The limitations of this study lie in that �1� the MRI data
of the vocal tract geometry are based on only one male sub-
ject �Story, 1995; Story et al., 1996�, �2� the NV utterances
are simulated by a mathematical function due to the lack of
dynamic MRI data for connected speech, �3� only three cor-
ner vowels are considered, which needs to be supplemented
by studying other vowels, such as the large group of middle
vowels, and �4� only the /i/ vowels are synthesized to exem-
plify the effect of compensatory articulation due to the in-
trinsic limitation of the articulatory synthesizer, which mod-
els the nasal tract in a simplified way as a single cavity
without any side branches such that the critical nasal spectral
features for low vowels are excluded. Future study should
include more subjects �both males and females� to obtain the

vocal and nasal tract profiles for various vowels, consonants,
and NV utterances. The articulatory synthesizer should be
improved to include paranasal sinuses and the asymmetry of
two nasal passages in the nasal tract model, which will en-
able the synthesis of other vowels in a more realistic way to
generalize the effect of compensatory articulation.
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Dependence of phonation threshold pressure and frequency
on vocal fold geometry and biomechanics
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Previous studies show that phonation onset occurs as two eigenmodes of the vocal folds are
synchronized by the interaction between the vocal folds and the glottal flow. This study examines
the influence of the geometrical and biomechanical properties of the vocal folds on this
eigenmode-synchronization process, with a focus on phonation threshold pressure and frequency.
The analysis showed that phonation threshold pressure was determined by the frequency spacing
and coupling strength between the two natural modes that were synchronized by the fluid-structure
interaction. The phonation frequency at onset was the root mean square value of the two natural
frequencies plus a correction due to the added stiffness of the glottal flow. When higher-order modes
of the vocal fold structure were included, more than one group of eigenmodes was synchronized as
the system moved toward phonation onset. Changes in vocal fold biomechanics may change the
relative dominance between different groups and cause phonation onset to occur at a different
eigenmode, which was often accompanied by an abrupt change in onset frequency. Due to the
synchronization of multiple pairs of eigenmodes and the mode-switching possibility, a complete and
accurate description of vocal fold biomechanical properties is needed to determine the final
synchronization pattern and obtain a reliable calculation of the dependence of phonation threshold
pressure and frequency on vocal fold geometry and other biomechanical properties.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3308410�

PACS number�s�: 43.70.Bk, 43.70.Gr �AL� Pages: 2554–2562

I. INTRODUCTION

Phonation threshold pressure is defined as the minimum
lung pressure that initiates self-sustained vibration of the vo-
cal fold �Titze, 1988, 1992�. Due to its theoretical and poten-
tially practical importance �Titze et al., 1995�, phonation
threshold pressure and its dependence on vocal fold proper-
ties have been investigated in many previous studies �Ish-
izaka, 1981, 1988; Titze, 1988, 1992; Titze et al., 1995; Chan
et al., 1997; Lucero and Koenig, 2005, 2007�. Using a linear
stability analysis, Ishizaka �1981, 1988� derived conditions
of phonation onset in the two-mass model. By numerically
solving for the eigenmodes of the coupled airflow-vocal fold
system, he showed that two natural modes of the vocal folds
degenerated into a single mode as a consequence of aerody-
namic coupling at a threshold flow rate, beyond which oscil-
lation can be self-sustained. This eigenmode synchronization
led to a phase difference in the motion of the upper and
lower masses. Recognizing the importance of this phase dif-
ference in sustaining vocal fold vibration, Titze �1988� pro-
posed a mucosal wave model, in which he related the pho-
nation threshold pressure to the so-called mucosal wave
velocity:

Pth = �2kt/T�Bc�01
2/��01 + �02� , �1�

where kt is a transglottal pressure coefficient, B is the mean
damping coefficient, c is the mucosal wave velocity, �01 and
�02 are the prephonatory glottal half-widths at the upper and

low margins of the medial surface, and T is the medial sur-
face thickness. Equation �1� reveals the relation between the
presence of the mucosal wave �or phase difference, as repre-
sented by the mucosal wave velocity c� and the energy trans-
fer between the vocal folds and glottal flow �as represented
by the phonation threshold pressure�. As the mucosal wave
can be directly observed in humans, this equation lays a the-
oretical foundation for many diagnostic measures of voice
based on quantifying the mucosal wave motion using either
stroboscopic or high-speed recordings of human vocal fold
vibration. However, like the phonation threshold pressure,
the mucosal wave velocity itself is a dynamic variable of the
coupled airflow-vocal fold system and cannot be determined
a priori. Therefore, a direct link between vocal fold biome-
chanics and phonation threshold pressure is still missing.
Clinically, such a link would allow us to better predict the
consequence of surgical manipulation of the vocal folds
properties �e.g., geometry and stiffness of the multilayers of
the vocal folds� and therefore help surgeons to better plan
and evaluate possible treatment options.

Recently, Zhang et al. �2007� extended the linear stabil-
ity analysis to a continuum model of the vocal folds, and the
same eigenmode-synchronization phenomenon as in Ish-
izaka, 1981 was observed �Fig. 1�. Further studies using the
same model �Zhang, 2008, 2009� showed that details of the
eigenmode-synchronization process determined the charac-
teristics of phonation onset �threshold pressure, frequency,
and vocal fold vibration pattern�. A slight change in the
eigenmode-synchronization pattern, as induced by changes
in properties of the vocal system, may lead to qualitatively
different vocal fold vibration and abrupt changes in phona-

a�Author to whom correspondence should be addressed. Electronic mail:
zyzhang@ucla.edu
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tion onset frequency. Therefore, it seems that a better insight
into the physics of phonation onset can be obtained by ex-
amining how vocal fold biomechanics affect the eigenmode-
synchronization process, from which the influence of vocal
fold biomechanics on phonation onset characteristics can be
identified.

This study aims to identify the geometrical and biome-
chanical factors that affect phonation threshold pressure and
frequency. This is achieved by first studying phonation
threshold pressure and frequency in an idealized case of zero
damping �both structural and flow-induced� and assuming a
two-mode representation of the vocal fold motion �Sec. II�.
Such simplifications allow the phonation threshold pressure
and frequency to be analytically investigated, in which way
the factors underlying the eigenmode-synchronization pro-
cess can be revealed. In the second part of the paper �Sec.
III�, numerical simulations were used to further illustrate the
physical concept developed in Sec. II �Sec. III A�. The sim-
plifications made in Sec. II were then relaxed and influence
of higher-order modes �Sec. III B�, glottal opening �Sec.
III C�, and damping �Sec. III D� was examined. In contrast to
the lumped-mass model used in Ishizaka, 1988, a continuum
model of the vocal folds �Zhang et al., 2007; Zhang, 2009�
was used in this study so that the phonation threshold pres-
sure and frequency were related to directly measurable pa-
rameters of the vocal system, such as vocal fold geometry
and stiffness.

II. THEORY

A. Continuum vocal fold model

Figure 2 shows the continuum vocal fold model used in
this study. A body-cover idealization as suggested by Hirano
�1974� was used. The geometric control parameters of the
model include the vocal fold thickness at the lateral base
Tbase, the medial surface thickness T, the depths of the body
and cover layers Db and Dc, respectively, the divergence
angle of the medial surface from the glottal centerline �, the

angles of the glottal exit of the body and cover layers, and
the minimum glottal half-width at rest g0. Left-right symme-
try in system dynamics about the glottal centerline was as-
sumed so that only half of the system was considered in this
study. The vocal folds were modeled as a two-dimensional,
plane-strain elastic body. Each layer has distinct density and
Young’s modulus. No vocal tract was included in this study.
A constant flow rate Q was imposed at the glottal entrance. A
potential-flow description was used for the glottal flow up to
the point of flow separation, beyond which the pressure was
set to the atmospheric pressure. The flow was assumed to
separate from the glottal wall at a point downstream of the
minimum glottal constriction whose width was 1.2 times the
minimum glottal width.

B. Linear stability analysis

Phonation onset can be studied by examining how the
eigenmodes and eigenvalues of the coupled airflow-vocal
fold system vary as the glottal flow rate Q is increased from
zero. Phonation onset occurs when the growth rate �real part
of the eigenvalue� of one of the eigenvalues first becomes
positive, indicating that the coupled system becomes linearly
unstable. A brief description of the analysis procedure is
given below. For details of the derivation of the system equa-
tions and the procedure of the linear stability analysis, read-
ers are referred to the original papers of Zhang et al. �2007�
and Zhang �2009�. The analysis consists of two steps. In the
first step, a steady-state problem was solved for the static
deformation of the vocal fold structure for a given glottal
flow rate Q �Zhang, 2009�. In the second step, a linear sta-
bility analysis �Zhang et al., 2007� was performed on the
deformed state of the airflow-vocal fold system. The govern-
ing equations of the eigenvalue problem were derived from
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FIG. 1. �Color online� A typical eigenmode-synchronization pattern. Phona-
tion onset occurs as two modes of the vocal folds are synchronized by the
glottal flow. The figure shows the frequency �top� and growth rate �bottom�
of the first three eigenmodes of the vocal folds as a function of the subglottal
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coupled airflow-vocal fold system was assumed to be symmetric about the
glottal channel centerline, and only the left half of the system was consid-
ered in this study. T and Tbase are the thicknesses of the vocal fold in the flow
direction at the medial surface and the lateral base, respectively; Db and Dc

are the depths of the vocal fold body and cover layers at the center of the
medial surface, respectively; g0 is the minimum glottal half-width of the
glottal channel at rest. The divergence angle � is the angle formed by the
medial surface of the vocal fold with the z-axis. Other control parameters
include the thickness of the cover layer at the base of the vocal fold, t, the
rounding fillet �for smoothing of the otherwise sharp corners� radius, r, and
the glottal exit angles of the body and cover layers. The dash line indicates
the glottal channel centerline.
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Lagrange’s equations as

�M − Q2�q̈ + �C − Q1�q̇ + �K − Q0�q = 0, �2�

where q is the generalized coordinate vector, M, C, K are the
mass, damping, and stiffness matrices of the vocal fold struc-
ture, and the three matrices Q0, Q1, Q2 are the flow-induced
stiffness �proportional to vocal fold displacement�, flow-
induced damping �proportional to vocal fold velocity�, and
flow-induced mass �proportional to vocal fold acceleration�
matrices, respectively. All three matrices �Q0 ,Q1 ,Q2� are
functions of the jet velocity Uj, which was calculated in the
steady-state problem using the imposed subglottal flow rate
and the resting vocal fold geometry. Equation �2� was solved
as an eigenvalue problem by assuming a solution form of
q=q0est, where s is the eigenvalue and q0 is the correspond-
ing eigenmode. The two-step procedure was repeated until
the flow rate was increased to a point that phonation onset
was detected. The phonation threshold pressure would then
be the subglottal pressure at onset, and the phonation onset
frequency would then be given by the imaginary part of the
corresponding eigenvalue.

Zhang et al. �2007� showed that the flow-induced stiff-
ness term Q0 played a dominant role in the eigenmode-
synchronization process. When the other two flow-induced
terms �Q1 and Q2� and structural damping are excluded, Eq.
�2� becomes

Mq̈ + �K − Q0�q = 0. �3�

The flow-induced stiffness matrix Q0 is �Zhang et al., 2007�

Q0,ij =
2� fUj

2

Hs
�

lfsi

��Hs
3

H0
3� j,x − � j,x

���i,xnx

+ �Hs
3

H0
3� j,x − � j,x

����i,znz�	dl , �4�

where ��i,x ,�i,z� is the ith normal mode of the vocal fold
structure, � f is the density of air, Uj is the mean jet velocity
at the point of flow separation, H0 is the glottal channel
width as a function of the coordinate z, which is along the
flow direction, Hs is the glottal channel width at the point of
flow separation �Hs
2�g0�1.2 in this study�, and lfsi de-
notes the portion of the vocal fold surface from the glottal
inlet to the point of flow separation. The asterisk denotes that
the function is evaluated at the point of flow separation.

C. Two-mode approximation

Equation �3� was further simplified by assuming a two-
mode approximation of the vocal fold motion, i.e., the vocal
fold displacement �� ,�� �displacement in the medial-lateral
and inferior-superior directions, respectively� was approxi-
mated as the linear combination of the first two normal
modes of the vocal fold structure:

� = q1�1,x + q2�2,x, � = q1�1,z + q2�2,z. �5�

Substitution of Eqs. �5� into Eq. �3� yields

�1 0

0 1
	�q̈1

q̈2
	 + ��0,1

2 + �a11 �a12

�a21 �0,2
2 + �a22

	�q1

q2
	 = 0,

�6�

where �0,i is the natural frequency of the ith natural mode of
the vocal fold structure, and

� =
1

2
� fUj

2, aij =
− 4

Hs

�lfsi��Hs
3

H0
3� j,x − � j,x

���i,xnx + �Hs
3

H0
3� j,x − � j,x

����i,znz�	dl

�
V

�vf��i,x
2 + �i,z

2�dV

. �7�

Note that � is related to the subglottal pressure by a geomet-
ric factor:

Ps = ��1 −
Hs

2

Hinlet
2� , �8�

where Hinlet is the glottal width at the glottal inlet. For con-
venience, the variable � and the subglottal pressure Ps are
used interchangeably in the rest of this paper. Assuming q

=q0est, Eq. �6� was solved as an eigenvalue problem for the
eigenvalue s and the eigenmodes q0. The characteristic equa-
tion of the eigenvalue problem is

s4 + ���0,1
2 + �a11� + ��0,2

2 + �a22��s2 + ���0,1
2 + �a11�

���0,2
2 + �a22� − �2a12a21� = 0. �9�

The solution to Eq. �9� is

s2 =
− ���0,1

2 + �a11� + ��0,2
2 + �a22�� 	 ����0,1

2 + �a11� − ��0,2
2 + �a22��2 + 4�2a12a21

2
. �10�
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Equation �10� shows that the effect of the flow-induced
stiffness Q0 is twofold. The diagonal terms �a11 and a22�
introduce additional stiffness to each corresponding eigen-
mode. �This can be seen by setting the off-diagonal terms
�a12 and a21� to zero, in which case the two solutions become
�0,1

2+�a11 and �0,2
2+�a22.� The off-diagonal terms couple

the two relevant modes and therefore allow the frequencies
of the two modes to either approach �for negative value of
a12a21� or diverge �for positive value of a12a21� from each
other �see further discussion below�. For positive values of
a12a21, Eq. �10� shows that the eigenvalue s is either purely
imaginary or real, indicating the system is either neutrally
stable or becomes linearly unstable at a zero frequency �or
static divergence, in which the amplitude of the disturbance
would grow monotonically with time, in contrast to an oscil-
latory increase in flutter instability�. As we were concerned
with nonzero-frequency instability, a negative value of a12a21

was assumed in the following derivation.
At onset, the real part of the eigenvalue s becomes zero

so that the eigenvalue is purely imaginary, which occurs at
the following condition:

���0,1
2 + �a11� − ��0,2

2 + �a22��2 + 4�2a12a21 = 0. �11�

Solving Eq. �11� yields the value of � at onset �by requiring
� to be positive and, if both two solutions were positive,
choosing the smaller of the two solutions�:

�th =
�0,2

2 − �0,1
2

a11 − a22 + 2�− a12a21

=
�0,2

2 − �0,1
2



, �12�

where 
 is defined as the coupling strength between the two
modes due to aerodynamic coupling. Note that a similar ex-
pression was also derived by Auregan and Depollier �1995�
in a linear stability analysis of the soft palate under the in-
fluence of inspiratory flow. Substituting Eq. �12� into Eq.
�10�, the frequency at onset is

�th =��0,1
2 + �0,2

2 + �th�a11 + a22�
2

�13�

or the phonation threshold pressure can be written as a func-
tion of phonation onset frequency:

�th =
1

a11 + a22
�2�th

2 − �0,1
2 − �0,2

2� . �14�

Equation �12� shows that the phonation threshold pres-
sure depends on two factors: the frequency spacing and the
coupling strength between the two natural modes that are
being synchronized. Refer to Fig. 1, small frequency spacing
indicates a small frequency difference that the two modes
have to overcome to merge with each other and therefore a
lower threshold pressure; and for the same frequency spac-
ing, a strong coupling indicates that less airflow is required
to synchronize the two modes.

The coupling strength, 
, as defined in Eq. �12�, again
depends on two effects: the first is the relative frequency
change due to the diagonal terms of the Q0 matrix �a11

−a12� and the second is the relative frequency change due to
the coupling effect of the off-diagonal terms. When the two
off-diagonal terms are large and of opposite sign �positive

coupling strength�, the coupling effect would dominate and
the two modes would be synchronized to a same frequency.
When the off-diagonal terms are of the same sign �coupling
strength is complex� or when they are of opposite sign but
their product much smaller than the difference of the second
and first diagonal terms �negative coupling strength�, the fre-
quencies of the two modes would diverge from each other
and mode synchronization is then not possible. Note that, for
a given glottal half-width and a known flow separation point,
the coupling strength, 
, depends solely on the properties of
the vocal fold structure, and therefore can be readily calcu-
lated for any given geometry and material properties of the
vocal folds.

When synchronization occurs, the frequency at onset is
the root mean square of the two natural frequencies with a
correction due to the diagonal terms of the flow-induced
stiffness matrix, as shown in Eq. �13�. When the correction
term is small, the phonation frequency at onset would then
be a value in between the natural frequencies of the two
modes being synchronized.

D. Flutter versus static divergence

As briefly mentioned before, two types of instabilities
can occur in Eq. �6�: one occurs at a zero frequency �static
divergence� and the other at a nonzero frequency �flutter�.
For positive values of a12a21 or negative coupling strengths,
static divergence is the only possible instability. For negative
values of a12a21 and positive coupling strengths, which insta-
bility occurs first depends on properties of the given system.
Refer to Eq. �13�, a zero threshold frequency �th is only
possible when the sum �a11+a22� is negative, in which case
the diagonal terms of the flow-induced stiffness Q0 lower the
frequency of the corresponding eigenmode. By requiring the
onset frequency �Eq. �13�� to be greater than zero, we have,
after substitution of Eq. �12�,

�0,2
2 − �0,1

2

a11 − a22 + 2�− a12a21

�
�0,2

2 + �0,1
2

− �a11 + a22�
. �15�

Equation �15� is the condition the system has to satisfy
to have a nonzero-frequency instability �or flutter�. The
physical meaning of Eq. �15� is clear: the frequencies of the
two modes have to be brought together by the off-diagonal
terms before they reach zero by the stiffness-lowering effect
of the diagonal terms �see, e.g., Figs. 2�a� and 2�c� in Zhang,
2008�. In other words, the threshold pressure for the system
to reach flutter onset has to be lower than the threshold as-
sociated with static divergence.

III. SIMULATIONS

In this section, the influence of varying medial surface
thickness T was investigated as an example to further illus-
trate the concept of coupling strength, frequency spacing,
and eigenmode synchronization. The variation in the medial
surface thickness was achieved by adjusting the entrance
angles of the vocal folds accordingly, while keeping other
control parameters �the vocal fold thickness at the lateral
base, the depths of the body and cover layers, the exit angles
of the vocal folds, and the divergence angle� constant. The
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phonation threshold pressure and frequency were numeri-
cally calculated following the procedure described in Sec.
II B and in previous studies �Zhang et al., 2007; Zhang,
2009�. Section III A focuses on the idealized case as dis-
cussed in Sec. II C. The effects of higher-order modes, glot-
tal opening, and damping are then discussed in Sec. III B,
Sec. III C, and Sec. III D, respectively.

For the simulations below, a nondimensional formula-
tion of system equations was used as in previous studies
�Zhang, 2009�. The vocal fold thickness at the lateral base
T̄base, the cover layer density �̄c, and the wave velocity of the

vocal fold cover layer �Ēc / �̄c were used as the reference
scales of length, density, and velocity, respectively. For the
results presented below, unless otherwise stated, the follow-
ing values of the model parameters were used:

Db = 0.667, Dc = 0.167, g0 = 0.02, � = − 5 ° ,

Eb = 10, �b = 1, � f = 0.00117. �16�

For a vocal fold thickness of 9 mm at the lateral base, Eq.
�16� gives a vocal fold body depth of 6 mm, a cover depth of
1.5 mm, and a 0.18 mm minimum glottal half-width at rest.
For a cover stiffness of 5 kPa and a cover density of
1030 kg /m3, Eq. �16� gives a body stiffness of 50 kPa, and
a reference frequency scale of 244 Hz.

Note that in this study the reference length scale was the
vocal fold thickness at the lateral base, rather than the medial

surface thickness as in previous studies �Zhang et al., 2007;
Zhang, 2008, 2009�. Due to this different choice of reference
length scale, for the same frequency variables, the values in
this study were generally larger than in previous studies.

A. Two-mode approximation and no damping

Figures 3�a� and 3�b� �circle symbols� show the phona-
tion threshold pressure and frequency as a function of the
medial surface thickness T. In this case, Eq. �6� was solved
numerically for a convergent glottis with a divergence angle
of �5°. Also shown in the figure are the natural frequencies
�Fig. 3�c�� and the coupling strength 
 �Fig. 3�d�, circle sym-
bols� as a function of the medial surface thickness T. Figure
3 shows that, in this case, the variation in the medial surface
thickness had little effect on the natural frequencies of the
first two modes. Consequently, the resulting phonation onset
frequency stayed nearly constant with increasing T. How-
ever, the increase in the medial surface thickness did signifi-
cantly lower the coupling strength, leading to an increase in
phonation threshold pressure.

B. Effects of higher-order modes

The continuum vocal folds have an infinite number of
modes. Like the first two modes, other modes may also be
synchronized by the glottal flow. Therefore, when higher-
order modes are included, there is more than one pair of
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FIG. 3. �Color online� �a� Phonation threshold pressure Pth and �b� phonation onset frequency F0 as a function of the medial surface thickness T. In �a� and
�b�, the symbol � denotes results obtained when Eq. �6� was solved with two modes only and no damping; + denotes results obtained when Eq. �3� was solved
with the first ten modes included and no damping; � denotes results obtained when Eq. �2� was solved with the first ten modes included and with a structural
loss factor =0.4. �c� Natural frequencies of the first five modes �in ascending order� of the vocal fold structure as a function of the medial surface thickness
T. �d� Coupling strength between the first and second modes ���, second and third modes ���, third and fourth modes ���, and fourth and fifth modes �+�
as a function of the medial surface thickness T. A convergent geometry was used with �=−5° and g0=0.02. Coupling strengths for other pairs of modes were
either negative or complex and are not shown.
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modes being synchronized. Phonation onset may occur at
higher-order modes if the synchronization of the higher-order
modes leads to a lower threshold pressure. Similarly, changes
in the model parameters may change the relative dominance
between different pairs of modes, causing phonation onset to
occur at a different mode. Such switching between modes is
often accompanied by a sudden change in phonation onset
frequency.

Figures 3�a� and 3�b� �symbols +� show the phonation
threshold pressure and frequency when the first ten modes
were included, other conditions remaining the same �i.e.,
zero damping�. As the medial surface thickness increased, a
switch in phonation onset between modes occurred from
synchronization between the first and second modes to that
between the fourth and fifth modes. This mode switching
occurred because, for the fourth and fifth modes, the fre-
quency spacing decreased significantly as T increased, while
the coupling strength stayed higher than that between the
first and second modes. Note that, in this case after the
switching, the phonation threshold pressure did not vary
monotonically with the onset frequency, due to the opposite
trends of the frequency spacing and the coupling strength
with increasing medial surface thickness T.

A less obvious effect of inclusion of higher-order modes
is demonstrated in Fig. 4. Figure 4 shows that mode synchro-
nization is affected by the presence of other modes. To illus-
trate this effect, a structural damping of =0.4 was used, and
Eq. �2� was solved with the first ten modes included. The two
cases in Fig. 4 had the same model parameter values except
the divergence angle was different: one was 0° �straight glot-
tis� and the other �5° �convergent glottis�. For the straight-
glottis case, due to the influence of the third eigenmode, the
phonation threshold pressure was much lower than that in the
convergent-glottis case, even though phonation onset in both

cases occurred due to the synchronization between the first
and second eigenmodes. Note that the frequencies of the first
and second eigenmodes approached each other but did not
merge. This was caused by the introduction of structural
damping which prevents the exact merging of the two eigen-
modes �Kuznetsov, 2004�. However, the underlying mecha-
nism still remained to be the coupled-mode flutter between
the two modes �Zhang et al., 2007�.

C. Effects of glottal opening

Equations �12� and �7� show that increasing glottal
opening reduces coupling strength, which generally raises
phonation threshold pressure. Figure 5 shows the phonation
threshold pressure and frequency as a function of the resting
glottal half-width for a convergent glottal geometry ��=
−5°, T=0.5�. The glottal half-width was varied from 0.01 to
0.1, which corresponds to a range between 0.2 and 2 mm
glottal openings for a 10 mm vocal fold thickness at the
lateral base. The results �circle symbols� were obtained by
solving Eq. �3� with the first ten modes included. Figure 5�a�
shows that phonation threshold pressure increased with in-
creasing glottal half-width, due to the reduced coupling
strength. However, Fig. 5�d� shows that the degree of this
reduction effect was eigenmode dependent: it was the largest
for the coupling strength between the first and second eigen-
modes, and much smaller for the coupling strength between
the second and third eigenmodes. This is because that the
glottal half-width g0 �through the variable Hs� also appears in
the numerator of Eq. �7� as a weighting coefficient inside the
integral. Due to this differential reduction effect on coupling
strength, a mode switching was observed as the glottal open-
ing was increased. For small glottal half-widths �g0�0.04�,
phonation onset still occurred as the fourth and fifth eigen-
modes were synchronized, consistent with the results in Sec.
III B. For larger values of the glottal half-width, phonation
onset occurred due to the synchronization of the second and
third eigenmodes as the coupling strength between the fourth
and fifth eigenmodes was reduced at a much faster rate than
that between the second and third eigenmodes.

When damping was included �square symbols in Figs.
5�a� and 5�b��, phonation onset occurred at the second and
third eigenmodes even for the range of small glottal half-
widths for which phonation occurred at the fourth and fifth
eigenmodes when no damping was included, due to a penal-
izing effect of the specific structural damping model used in
this study �see further discussion in Sec. III D�.

D. Effects of damping

In the simulations presented below, a proportional struc-
tural damping was assumed for the vocal fold material so
that the structural damping and mass matrices were related
by

C = �M , �17�

where  is the constant structural loss factor and � is the
angular frequency.

When structural damping is included, phonation onset is
generally delayed to a higher threshold pressure, as more
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FIG. 4. �Color online� Frequency �top� and growth rate �bottom� of the first
four modes of the coupled system as a function of the subglottal pressure,
for vocal folds with a straight glottis �left column� and a convergent glottis
�right column�. The vertical line indicates the point of onset. T=0.3, g0

=0.01, =0.4, and other parameters are given by Eq. �16�. Equation �2� was
solved with the first ten modes included. Interaction between the first three
modes helped to lower the phonation threshold pressure in the straight-
glottis case.
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energy is needed to overcome the extra structural dissipation.
Figure 6 shows the phonation threshold pressure and fre-
quency as a function of the structural loss factor for a con-
vergent glottis ��=−5°, T=0.3�. Equation �2� was solved
with the first ten modes included. The value of the loss factor

was varied from 0 to 2.0, which roughly covers the physi-
ological range as measured by Chan and Rodriguez �2008�
and Chan and Titze �1999�. Due to increasing dissipation,
phonation threshold pressure increased with increasing struc-
tural loss factor �Fig. 6�a��.

Figure 6 also shows that, for small values �
=0.1–0.3� of the structural loss factor, phonation onset oc-
curred due to the synchronization between the first and sec-
ond eigenmodes, instead of between the fourth and fifth as
discussed above in Sec. III B and Fig. 3. This is because that,
for the type of damping used in this study �a constant loss
factor as in Eq. �17��, dissipation increases linearly with fre-
quency so that higher-order modes need to overcome more
dissipation to reach onset. In other words, the structural
damping tends to delay the onset of higher-order modes
more than lower-order modes. As a result, the synchroniza-
tion between the first and second eigenmodes was able to
reach onset at a lower subglottal pressure than that between
the fourth and fifth modes, causing a sudden decrease in
phonation onset frequency with increasing structural loss
factor �Fig. 6�b��.

However, the inclusion of structural damping does not
completely rule out the possibility of phonation onset at
higher-order modes. Figure 6 shows that, as structural damp-
ing increased, phonation onset gradually changed to involve
the third and even the fourth eigenmodes for a loss factor as
large as 2.0. Indeed, for large values of structural loss factor,
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FIG. 5. �Color online� �a� Phonation threshold pressure Pth and �b� phonation onset frequency F0 as a function of the resting glottal half-width g0. In �a� and
�b�, the symbol � denotes results obtained when Eq. �6� was solved with two modes only and no damping; � denotes results obtained when Eq. �2� was
solved with the first ten modes included and with a structural loss factor =0.4. �c� Natural frequencies of the first five modes �in ascending order� of the vocal
fold structure as a function of the resting glottal half-width g0. �d� Coupling strength between the first and second modes ���, second and third modes ���,
and fourth and fifth modes �+� as a function of the glottal half-width g0. A convergent geometry was used with �=−5° and T=0.5. Coupling strengths for other
pairs of modes were either negative or complex and are not shown.
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phonation onset often involved the interaction between more
than two eigenmodes, as shown in Fig. 7 for a condition of
T=0.3 and =1.8. Note that, as different modes were in-
volved in phonation onset, vocal fold vibration patterns were
quite different between the case of =2.0 and the case of
=0.1, although the phonation onset frequency was similar
for these two cases.

To compare with the prediction from the two idealized
cases discussed in Secs. III A and III B, Figs. 3�a� and 3�b�
�square symbols� also show the phonation threshold pressure
and frequency obtained for a loss factor =0.4. Compared to
the two idealized cases, phonation threshold pressure in this
case was consistently higher, due to the inclusion of struc-
tural damping. In the lower end of the range of medial sur-
face thickness, phonation onset occurred as the first and sec-
ond modes were synchronized. This is similar to the case
when only two modes and no damping were considered, but
for a much larger range of T. For large values of T, phona-
tion onset occurred as the second and third modes were syn-
chronized. This is different from either one of the two ideal-
ized cases, demonstrating the effects of both higher-order
modes �Sec. III B, more than one pair of modes being syn-
chronized� and damping �Sec. III D�.

IV. DISCUSSION AND CONCLUSIONS

In Zhang et al. �2007�, a scaling relation between the
phonation threshold pressure and the in vacuo eigenfrequen-
cies of the vocal fold structure was proposed by requiring a
balance or matching between the structural stiffness and the
flow-induced stiffness. In this study, Eq. �12� further clarifies
that it is the frequency spacing rather than the absolute
eigenfrequencies or stiffness of the vocal fold �although the
frequency spacing does generally increase with increasing
stiffness� that determines phonation onset. Indeed, as shown
in Sec. II D, a complete matching between the vocal fold

stiffness and the flow-induced stiffness would lead to static
divergence, rather than flutter instability of the coupled
airflow-vocal fold system. Clinically, this suggests that one
of the goals of phonosurgery would be to reduce the fre-
quency spacing and enhance coupling between the first few
eigenmodes of the vocal fold structure, by either changing
the stiffness differential between different layers of the vocal
folds, modifying the vocal fold geometry, or a combination
of both. Although the final synchronization pattern and pho-
nation threshold depend on other biomechanical properties,
calculation of the frequency spacing and coupling strength
does provide a quick and direct evaluation of how such
changes in vocal fold biomechanics would affect mode syn-
chronization. Both the frequency spacing and the coupling
strength depend mainly on the natural modes of the vocal
fold structure, which can be easily calculated for given vocal
fold geometry and stiffness. Such calculations may be able to
provide a first-order evaluation of the possible treatment op-
tions in phonosurgery, when detailed information of the vo-
cal fold biomechanical properties is not available.

This study also shows that, as more than one pair of
modes is synchronized by the glottal flow, changes in vocal
fold biomechanical properties may change the relative domi-
nance between different pairs of modes and cause phonation
onset to occur at a different mode �Sec. III B and III C; also
see Zhang, 2008, 2009�. Similar concept of mode-switching
has been used by Tokuda et al. �2007� to explain the abrupt
chest-falsetto register transitions in excised larynx experi-
ments. Due to the coupled-mode-flutter nature of phonation
onset, the presence of structural damping and large glottal
opening delays but does not seem to completely rule out the
possibility of phonation onset at higher-order modes and
therefore mode switching as observed in this study. Experi-
ments are currently under way to verify these predictions. On
the other hand, the excitation of higher-order modes and the
mode-switching possibility suggest that a complete and ac-
curate description of vocal fold biomechanical properties is
needed to determine the final synchronization pattern and
obtain an accurate prediction of phonation threshold pressure
and frequency. For phonation modeling, this also suggests
that higher-order modes need to be included, in particular,
for small glottal openings and large structural dampings for
which phonation onset often involves interaction among
more than two modes, as shown in Fig. 7.

Although this study considered geometric changes in the
vocal folds, changes in synchronization pattern can be
equally induced by stiffness changes �Zhang, 2009�, or a
combination of both, all of which affect the frequency spac-
ing and coupling strength, and therefore phonation threshold.
This multivariable dependence of phonation threshold im-
plies that it may be unrealistic to expect a simple relationship
between phonation threshold pressure and onset frequency in
experiments in which biomechanics of the vocal folds and
their variations are either not controlled or unknown. This
includes, for example, measurement of phonation threshold
pressure and frequency in human subjects, in which it is
impossible to control or monitor “the subtle vocal fold pos-
turing or other performance variables in participating hu-
mans” �Solomon et al., 2007�. This is particularly the case
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FIG. 7. �Color online� Frequency �top� and growth rate �bottom� of the first
four modes of the coupled system as a function of the subglottal pressure,
for vocal folds with a convergent glottis. �=−5°, T=0.3, =1.8, and other
parameters are given by Eq. �16�. Equation �2� was solved with the first ten
modes included. The vertical line indicates the point of onset. Phonation
onset at large values of the structural loss factor often involves the interac-
tion between more than two modes.
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when mode switching as shown in this study is involved.
Indeed, in our simulations, phonation threshold pressure was
observed to be able to increase, decrease, or stay approxi-
mately constant with increasing phonation onset frequency,
depending on which biomechanical property was varied in
the simulations.

On the other hand, this multivariable dependence also
suggests that experimental results should be interpreted with
caution. For example, this study shows that an increase in
medial surface thickness T led to an increase in phonation
threshold pressure. Preliminary experiments in our labora-
tory using a rubber physical model �Zhang et al., 2006� and
implementing the exactly same geometric changes confirmed
this prediction. This seems to contradict with the prediction
of Eq. �1� and experimental observation by Chan et al.
�1997�. This discrepancy is likely due to the multivariable
dependence of phonation threshold: phonation threshold
pressure may vary differently with the medial surface thick-
ness T if changes in T were achieved in different ways �e.g.,
using different geometric control parameters or different
body-cover layer configurations�. In this study, variation in
the medial surface thickness T was achieved by varying the
glottal entrance angles of the body and cover layers, while
keeping other control parameters constant. The physical
model used in Chan et al. �1997� is quite different from the
geometries used in this study. Such differences in models
used may at least partially contribute to the discrepancy here.
Further experiments are needed to clarify this discrepancy.

The simulations of this study were obtained with some
assumptions made to simplify the underlying physics �Zhang
et al., 2007�. These include neglecting viscous loss in the
airflow model, which is expected to play an important role
for small glottal openings. For normal phonation, the larynx
is often postured so that the two vocal folds are at least
partially in contact. Future work will include modeling these
effects and experimental validation of the results of this
study.
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Acoustic analysis of infant vocalizations has typically employed traditional acoustic measures
drawn from adult speech acoustics, such as f0, duration, formant frequencies, amplitude, and pitch
perturbation. Here an alternative and complementary method is proposed in which data-derived
spectrographic features are central. 1-s-long spectrograms of vocalizations produced by six infants
recorded longitudinally between ages 3 and 11 months are analyzed using a neural network
consisting of a self-organizing map and a single-layer perceptron. The self-organizing map acquires
a set of holistic, data-derived spectrographic receptive fields. The single-layer perceptron receives
self-organizing map activations as input and is trained to classify utterances into prelinguistic
phonatory categories �squeal, vocant, or growl�, identify the ages at which they were produced, and
identify the individuals who produced them. Classification performance was significantly better than
chance for all three classification tasks. Performance is compared to another popular architecture,
the fully supervised multilayer perceptron. In addition, the network’s weights and patterns of
activation are explored from several angles, for example, through traditional acoustic measurements
of the network’s receptive fields. Results support the use of this and related tools for deriving
holistic acoustic features directly from infant vocalization data and for the automatic classification
of infant vocalizations. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3327460�

PACS number�s�: 43.70.Ep, 43.70.Jt, 43.72.Bs �AL� Pages: 2563–2577

I. INTRODUCTION

Over the course of their first year of life, human infants’
vocalizations become progressively more speech-like in their
phonation, articulation, timing, and in other respects �Stark,
1980; Oller, 1980, 2000; van der Stelt, 1993�. The explora-
tion of the sound-making capability by infants, the formation
of new contrastive categories of sound, and the systematic
use of these categories in vocal play and in flexible expres-
sion of emotional states appear to form a critical foundation
for speech �Koopmans-van Beinum and van der Stelt, 1986;
Vihman et al., 1985�. In fact, failure to reach milestones of
vocal development is associated with hearing impairment
and other medical conditions as well as with slower vocabu-
lary development �Roe, 1975; Stoel-Gammon, 1989; Eilers
and Oller, 1994; Oller et al., 1999�. However, in the first
months of life, infant sounds bear little resemblance to
speech and thus their description presents unique method-
ological challenges.

Acoustic analysis is central to the study of prelinguistic
vocalization development. Since recordings of infant vocal-
izations constitute high-dimensional time series data, their

acoustic analysis presents a challenge of data reduction. It is
necessary to represent the signal in terms of the most signifi-
cant features, the ones around which development is funda-
mentally organized. Some of the acoustic measures that have
been applied to infant vocalizations include duration, f0

means, peaks, standard deviations, contours, formant fre-
quencies, spectral concentration/standard deviation, and de-
gree of tremor �as measured by within-syllable f0 and ampli-
tude modulation� �Kent and Murray, 1982; Robb and
Saxman, 1988; Papaeliou et al., 2002�. Such measures are
inspired by a priori assumptions rooted in acoustic phonetic
theory. They are usually treated as independent, with rela-
tively limited attention paid to possible interactions. This is
likely an oversimplification, since vocal categories are based
on interactive, multivariate acoustic features in mature
speech �Repp, 1982�, and it seems likely that early infant
sounds are also composed of acoustic features in interactive
ways. Further, the traditional approach assumes that the se-
lected a priori acoustic measures represent the fundamental
dimensions of vocal development, exploration, and manipu-
lation. There is a need for methods that address the multi-
variate and high-dimensional acoustic properties of infant
vocalizations directly.

In addition, the need for automated analysis of infant
vocal development is rapidly growing. Samples involving
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millions of utterances from thousands of hours of all-day
audio recordings are being collected and analyzed �Zimmer-
man et al., 2009�. It is important to develop a set of auto-
mated acoustic analysis tools appropriate for such infant vo-
calization data, which would be impractical to analyze
manually.

Here a method is presented for reducing high-
dimensional samples of infant vocalizations to a smaller set
of holistic acoustic features derived directly and automati-
cally based on the patterns exhibited by a set of infant vo-
calizations. The approach makes relatively few a priori as-
sumptions and is intended to complement research using
more traditional acoustic measures derived from speech sci-
ence principles. It utilizes a computational algorithm that
would be suitable as an automated analysis method for ap-
plication to large sets of infant utterances from naturalistic
recordings.

Infant vocalizations are first analyzed using a type of
unsupervised artificial neural network, the self-organizing
map �SOM�. The SOM derives a set of 16 holistic spectro-
graphic features based on clusters detected in an input corpus
consisting of spectrograms of infant utterances. Then a type
of supervised neural network, the single-layer perceptron, is
used to classify utterances on the basis of the SOM’s derived
acoustic features. The classification types are �1� prelinguis-
tic vocal categories �squeals, vocants, and growls�, �2� when
in the first year of life the utterances were produced, and �3�
the identity of the individual who produced a given utter-
ance.

The relationship between the SOM’s features and vocal
categorizations, age, and individual differences is explored
by looking at the patterns of activations across the SOM
features and through some simple acoustic measurements
�spectral mean, spectral standard deviation, and duration�
made on the SOM features and the perceptron’s weightings
of those features. The perceptron’s performance is also
evaluated quantitatively and is compared to performance by
a prominent neural network classifier, the multilayer percep-
tron �MLP�. Note that the SOM and perceptron neural net-
works can be used either �1� purely for statistical analysis
purposes or �2� as models of human perception and classifi-
cation. The present study falls into the first category of us-
age, with the second being a potential future direction.

Section I A below provides background on prelinguistic
vocal categories, developmental changes, and individual dif-
ferences. This is followed in Sec. I B by a brief review of
previous work that has used SOMs or perceptrons to analyze
vocalization data.

A. Three areas of investigation in infant prespeech
vocalization research

1. Prelinguistic phonological categories

The fact that vocalizations produced during the first year
exhibit some of the characteristics of adult speech yet are
still in many respects immature poses a challenge to phono-
logical description. It is clear that phonetic transcription at
the phonological segment level is not appropriate for early
infant vocalizations �Lynip, 1951�. As an alternative, some

researchers have identified prelinguistic vocal categories,
termed “protophones” �Oller, 2000�, that seem to appear
relatively universally during development across the first
months of life �Stark, 1980; Nathani and Oller, 2001�.

Some protophone categories relate to the purposeful
variation of phonatory characteristics, especially pitch and
voice quality. One such category is squeal, which includes
utterances that are high in pitch and often accompanied by
pitch variation, loft �falsetto� quality, and/or harshness
�Nathani et al., 2006�. Another category is growl, which in-
cludes utterances with low pitch, harshness, creaky voice,
and/or pulse register �Buder et al., 2008�. Perhaps the most
frequently occurring protophone is the vocant, which refers
to vowel-like utterances �Martin, 1981; Kent and Bauer,
1985�. Vocants have intermediate pitch and relatively normal
phonation. Purposeful variation of pitch and vocal quality
usually appears by at least 4 months of age and continues to
be explored throughout the first year and beyond �Stark,
1980�. Although other protophone categories address matu-
ration in the timing of syllable production �marginal and
canonical syllables; Oller, 1980� and the capacity to produce
multisyllabic utterances of various sorts �reduplicated and
variegated babbles; Smith et al., 1989�, the present study
focuses only on the early emerging phonatory protophones—
squeal, growl, and vocant—as an illustration of how our
method can be applied to the acoustic analysis of protophone
categories.

Protophone categories have an inherent element of sub-
jectivity, since they are seen as protophonological constructs
that form the basis for interpretation of emotional states and
intentions by caregivers �Papaeliou et al., 2002; Scheiner et
al., 2002�. Their validity is supported by the fact that squeals,
growls, and vocants are often spontaneously reported by par-
ents when asked to identify sounds their babies produce �vo-
cants being called “vowels;” Oller et al., 2001�. Laboratory
research involving these categories primarily uses trained
adult listeners’ perceptual judgments �Nathani and Oller,
2001�.

Little relevant acoustic data on the key categories have
been published for the squeal, vocant, and growl proto-
phones. However, a primary acoustic correlate has been pro-
posed to be fundamental frequency �f0� �Nathani et al., 2006;
Oller, 1980; Stark, 1980�. A goal of the present study is to
explore the acoustic correlates of human listeners’ proto-
phone judgments via inspection and visualization of neural
network weights and activations. The present study also lays
a foundation for the development of automatic protophone
classification. This is important because protophone classifi-
cation is otherwise a costly and time-consuming procedure,
involving prior training of analysts and repeated careful lis-
tening to individual utterances.

2. Developmental changes across the first year

Because during most or all of the first year of life infants
do not produce recognizable words, their prelinguistic vocal-
izations are the main means of assessing the development of
speech- and language-related production capabilities. While
ethologically oriented auditory studies of changes in vocal-
izations across the first year have been informative in deter-

2564 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Warlaumont et al.: Neural network analysis of infant vocalizations



mining stages of vocal development and the protophones that
emerge with each stage �Holmgren et al., 1986; Koopmans-
van Beinum and van der Stelt, 1986�, developmental patterns
have also been studied using acoustic phonetic methods. For
example, Kent and Murray �1982� tracked a number of
acoustic measurements, including duration, mean f0, f0 into-
nation contours, first and second formant frequencies, and a
variety of glottal and supraglottal quality characteristics such
as fry, tremor, and the spectral concentration of noise, in a
cross-sectional study of 3-, 6-, and 9-month-old infants’ vo-
calizations. Across age, they found changes in formant fre-
quency values �see also Lieberman, 1980 and Kuhl and
Meltzoff, 1996� as well as in amount of tremor.

Despite the important contributions of such research, it
does not address the possibility that the changes in such
acoustic measures across development are not independent
of each other. For example, increases in duration and de-
creases in phonatory variability may emerge in coordination
with each other, driven by common physiological and cog-
nitive maturation that lead to increased control over the lar-
ynx. Unsupervised statistical analysis may help to address
this concern, either �1� by reducing the large number of
acoustic measures to a smaller number of component dimen-
sions that are weighted on each of those acoustic parameters
or �2� by deriving a limited number of new, holistic acoustic
measures directly from relatively unprocessed recordings of
infant vocalizations. The present study takes the second ap-
proach.

An aim of this work is to develop potential methods for
automatic measurement of the acoustic maturity of infant
utterances. This goal is motivated by fact that “language age”
or “age-equivalence” is commonly used as an index of lan-
guage development status in both research and clinical as-
sessment of children older than 1 year �e.g., Stevenson and
Richman, 1976; Thal et al., 2007�. Automatic classification
of vocalization maturity is already being pursued with some
success using statistical algorithms incorporating automatic
calculation of more traditional acoustic measures, such as
duration, and automatic detection of phonetic features, such
as bursts, glottal articulations, sonorant quality, and syllabic-
ity �Fell et al., 2002�. The method presented here lays
groundwork for the automatic measurement of the maturity
of an utterance on the basis of holistic, data-driven features,
which could prove a worthwhile addition to current methods
for automatic detection of utterance maturity.

3. Individual differences

The ordering of phonological stages of vocal develop-
ment appears to be robust across infants, even those from
different language environments, with differing socioeco-
nomic status, and in large measure with differences in hear-
ing function �Oller and Eilers, 1988�. However, reports of
notable individual differences are also common in literature
on infant vocal development �Stark, 1980; Vihman et al.,
1986; Nathani Iyer and Oller, 2008�. These individual differ-
ences appear to be associated with differences in later lan-
guage styles and abilities. For example, Vihman and Green-
lee �1987� found that the degree of use of true consonants
�consonants other than glottals and glides� in babble and

words at 1 year of age predicted phonological skill at 3
years. It is important to be able to quantify individual differ-
ences in preverbal vocalizations within normally developing
infants as this might be used to predict later differences in
speech and language ability and usage. The study of indi-
vidual differences in typical infants also sets the stage for the
study of infant vocalizations across groups, e.g., across vari-
ous language or dialect environments, genders, and popula-
tions with hearing, language learning, or cognitive impair-
ments.

As with the study of age differences, the study of indi-
vidual differences is likely to benefit from the introduction of
data-driven acoustic measures that convert high-dimensional
acoustic input to a smaller number of essential holistic fea-
tures. In this study, the problem of characterizing and quan-
tifying individual differences among infants is addressed
through exploration of differences across infants in the pres-
ence of such holistic features. Automatic detection of infant
identity provides groundwork for future detection of differ-
ences in the vocalization patterns across different infant
populations of clinical significance.

B. Previous applications of neural networks to
related problems

Neural networks are often used as tools for statistical
pattern analysis and are particularly appropriate for high-
dimensional data that are suspected of having nonlinear clus-
ter or class boundaries �Bishop, 1995�. The networks are
typically trained through exposure to data exemplars. They
can be used both in cases where the classes in a data set are
known and used to provide explicit feedback to the network
�supervised networks�, or when they are unknown and dis-
covered without explicit supervision �unsupervised net-
works�.

The perceptron is perhaps the most commonly used su-
pervised neural network. It consists of an input layer, an
output layer, and zero or more hidden layers. Each layer
except the output has a set of weights that describes the
strength of the connections between its nodes and the nodes
of the following layer. Activation from the input is propa-
gated to the hidden layers �if there are any� and then to the
output. The network’s output activations are then compared
to the known classifications for that input, and the network’s
error is determined. Based on that error, the network’s
weights are adjusted, typically using the delta rule, or with
backpropagation if there are any hidden layers �Bishop,
1995�.

A common unsupervised network is the SOM �also
known as Kohonen network�. SOMs are typically used for
unsupervised cluster analysis and visualization of multi-
dimensional data �Kohonen, 2001; Ritter, 2003; Xu and
Wunsch, 2005�. A SOM consists of an input layer and an
output layer and a set of connection weights between them.
The nodes of the output layer are arranged spatially, typically
on a two-dimensional �2D� grid. When an input is presented,
each of the output nodes is activated to varying extents de-
pending on the input and its connection weights from the
input layer. The output node with the highest activation is the
winner. It and, to a lesser extent, its neighboring nodes have
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their connection weights strengthened so that their receptive
fields �i.e., their preferred inputs� more closely resemble the
current input stimulus. The result after training is that the
output nodes’ receptive fields reflect the patterns found in the
input and that the receptive fields are topographically orga-
nized; i.e., nearby nodes have similar patterns of weights
from the input layer.

There appear to be few, if any, previous applications of
neural networks to recordings of infant prespeech non-cry
vocalizations. However, neural networks have been used to
analyze recordings of vocalizations produced by songbirds,
disordered and normal adult human voice, and infant crying.
Many of these applications were developed in response to a
need to represent high-dimensional, complex acoustic signals
in a data-driven way. For example, Janata �2001� used a
SOM to cluster spectrographic representations of segments
of juvenile zebra finch song into 200 topographically ar-
ranged holistic spectrogram prototypes. The visualizations of
the loadings of features across 30 consecutive days repre-
sented a map of the developmental pathways by which adult
songs emerged. In addition to permitting data-driven detec-
tion of song features, Janata �2001� pointed out that the SOM
provides automated acoustic analysis and classification of a
very large set of vocalization data, permitting the study of a
data set that would have been unrealistic to attempt to score
manually.

In another application of neural networks to avian vocal-
izations, Nickerson et al. �2007� used a single-layer percep-
tron, a type of supervised neural network, to discover the
acoustic features most relevant to the distinction between
three different note types in black-capped chickadee �Poecile
atricapillus� “chick-a-dee” calls �notes being the primary
units of these calls�. The network received seven frequency-
and duration-related acoustic features as input and learned to
predict the note type for these inputs. Testing the network
with systematically modified inputs enabled them to deter-
mine which acoustic features were most important in dis-
criminating note types.

SOMs or SOM-inspired networks have also been used in
a number of studies to model the perception and classifica-
tion of speech sounds of one’s native language. For example,
Guenther and Gjaja �1996� trained an unsupervised network
on formant frequency inputs. They then showed that the dis-
tribution of learned receptive fields exhibited the perceptual
magnet effect humans exhibit in the perception of the vowels
of their native language. Another example is a study by
Gauthier et al. �2007� that used a SOM to successfully clas-
sify Mandarin tones based on the first derivative of f0 con-
tours. This classification was robust in the face of the surface
variability present in the multiple speakers’ connected speech
from which the inputs were taken.

SOMs have also been applied to the study of disordered
adult human voices. In one study, Leinonen et al. �1992�
trained a SOM on short-time spectra from 200 Finnish
words. They then provided the network input from both nor-
mal and dysphonic speakers and tracked the trajectory of
winning SOM nodes for the vowel �a:�. Normal and dyspho-
nic voices differed in the amount of area on the SOM that
was visited by these vowel trajectories. The work illustrates

that a SOM tool can discriminate between normal and dys-
phonic voices, and that acoustic differences for these two
populations can be portrayed topographically. Callan et al.
�1999� also used a SOM to study normal and dysphonic
voices. However, instead of raw spectra, their inputs were
scores on six acoustic measures that had previously been
used in studies of dysphonia �e.g., amplitude perturbation
quotient, first cepstral harmonic amplitude, and standard de-
viation of f0�. After training, they marked each SOM node
according to which clinical group activated it the most. The
SOM was able to reliably classify voices according to group.
Output node activations and weights from the input �the six
acoustic measures� were also visualized.

Finally, in an application of a neural network to the
study of infant vocalizations, Schönweiler et al. �1996� used
a SOM to cluster recordings of cries by normal and deaf
infants. The input consisted of 20-step Bark spectra. It was
noted that different individuals’ cries mapped onto different
areas of the SOM, which is in agreement with the idea that
different infants produce identifiably different cries.

The results of the studies reviewed in this section sug-
gest that neural networks, including the unsupervised SOM
and the supervised perceptron networks, are appropriate and
useful tools for visualization, feature-extraction, and classifi-
cation purposes in the study of acoustic vocalization data.
Thus, it seems fitting to explore the application of neural
networks to study infant vocal development.

II. METHOD

A. Participants

Data from six typically developing human infant partici-
pants, four female and two male, are used in this study. Par-
ticipants were recruited for a study of both interactive and
spontaneously produced vocalizations and were recorded
longitudinally from early in the first year until age 30 months
�see Buder et al., 2008 for additional details on participants
and recording setup and procedures�. The present study fo-
cuses on a subset of those recordings spanning three age
intervals across the first year of life: 3;0–5;4, 6;0–8;4, and
9;0–11;4.

B. Recording

Infants were recorded for two to three 20-min sessions
on each day of recording. For each infant, two of the 20-min
sessions were selected from each age interval for use in the
present study. The selections were made from among avail-
able recordings based on there being a relatively high vocal
activity level of the infant and a relative lack of crying.

Recordings took place in a minimally sound-treated
room furnished with soft mats and toys while the parent was
present. Siblings were sometimes present during recordings
as well. Infants and their mothers interacted relatively natu-
ralistically although some periods of time were dedicated to
an oral interview between laboratory staff and the parent
while the infant played nearby. Both mother and infant
wore wireless microphones �Samson Airline ultra high fre-
quency �UHF� transmitter, equipped with a Countryman As-
sociates low-profile low-friction flat frequency response
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MEMWF0WNC capsule, sending to Samson UHF AM1 re-
ceivers�. The infant’s was sewn into a custom-built vest
adapted from models designed by Buder and Stoel-Gammon
�2002�. The microphone capsule was housed within a velcro
patch to locate the grill at a distance of approximately 5–10
cm from the infant’s mouth. Using TF32 �Milenkovic, 2001�
operating a DT322 acquisition card �Data Translation, Inc.,
Marlboro, MA�, signals were digitized at 44.1–48.1 kHz af-
ter low-pass filtering at 20 kHz via an AAF-3 anti-aliasing
board. Microphone signals were concurrently sent to digital
video recorders via separate UHF receivers to eliminate con-
tamination to the signals that would otherwise have been
transmitted from the video monitors via direct cables. The
recordings for infant 1 are an exception to this procedure.
This infant’s recordings were made according to an earlier
laboratory protocol in which audio from the infant’s and
mother’s microphones were compressed in mp3 format as
part of an mpeg recording file that combined audio with
video. These recordings were subsequently extracted from
mp3 format to wav format. Based on detailed inspection of
these wav files, the only noticeable compression-based dif-
ference between the mp3-based wav file and those for infants
2–6 was that mp3 compression eliminated frequency compo-
nents above about 12 kHz. To ensure signal comparability
across all the recordings, only frequencies 12 kHz or lower
are included in the signals processed by the neural networks
in this study.

C. Utterance location and coding by human analysts

Prior to analysis by the neural networks, recordings un-
derwent two types of processing by trained adult human ana-
lysts: �1� location of infant utterances within recording ses-
sion files and �2� labeling these utterances according to
protophone categories. Infants’ utterances were located
within each recording using the spectrographic display fea-
ture of action analysis coding and training �AACT� software
�Delgado, 2008�, marking the beginning and end of each
utterance. In addition to listening to the recordings, analysts
were permitted to consult spectrograms, waveform views,
rms contours, and videos for both the infant and the car-
egiver as they performed this localization task. An utterance
was defined as a vocalization or series of vocalizations per-
ceived as belonging to the same breath group �Oller and
Lynch, 1992�. Crying and other distress vocalizations as well
as vegetative sounds were excluded. The first 49 utterances

from each 20-min session are used in this study. Since 49
was the minimum total number of utterances produced in a
session, this ensures equal representation of recording ses-
sions, infants, and ages �see Table I�.

After locating infants’ utterances, analysts then coded
each utterance as one of the following protophones: vocant,
squeal, or growl. Analysts were encouraged during training
to use intuitive auditory judgments rather than strict criteria.
They were told that generally squeals are perceived as high
pitched �beyond the range of habitual pitch for the indi-
vidual� and can be dysphonated as well. Growls were por-
trayed as often having low pitch �again out of the range of
habitual pitch� and as often being harsh or dysphonated, but
it was noted that they are sometimes within the habitual pitch
range with harsh or rough voice quality. Vocants were por-
trayed as the kinds of sounds that fit within the normal pitch
of the infant, with relatively little deviation from normal
phonation. Analysts were encouraged to attend to the most
salient aspects of utterances in making squeal and growl
judgments. For example, an utterance was not required to be
high pitched throughout to be categorized as squeal; a brief
but salient high pitched event could form the basis for the
categorization. These instructions were designed to encour-
age coders to mimic the discriminatory behavior presumed to
underlie the categorizations reflected in reports of caregivers
regarding these kinds of sounds in their infants �Stark, 1980;
Oller et al., 2001�. The coding procedures are similar to
those used by Nathani et al.’s �2006� V �vocant� and SQ
�squeal� categories. The difference was that in this study
there is an additional growl category �see Buder et al., 2008�
and classifications regarding vocal type category were made
independently of any syllabicity judgment. Table I provides a
summary of the number of utterances in each protophone
category for each infant at each age.

D. Preprocessing of utterances

Processing of utterances from this point on was done in
MATLAB using the signal processing and neural networks
toolboxes �MathWorks, 2008�. Each utterance was extracted
from the digital recording for the session during which it was
recorded. As all inputs to a standard SOM �see following
description� must be the same length, only the first second of
each utterance was used �utterances were therefore aligned at
the beginning�. Longer utterances were truncated and shorter
utterances were zero-padded. A spectrogram was obtained

TABLE I. Number of vocalizations of each vocal type for each infant at each age.

Infant

Age 3;0–5;4 Age 6;0–8;4 Age 9;0–11;4

TotalVocant Squeal Growl Vocant Squeal Growl Vocant Squeal Growl

1 73 2 23 53 5 40 77 6 15 294
2 72 21 5 67 15 16 70 22 6 294
3 79 14 5 72 19 7 74 23 1 294
4 68 20 10 78 7 13 80 3 15 294
5 71 0 27 66 0 32 84 1 13 294
6 71 2 25 91 1 6 75 11 12 294

Total 434 59 95 427 47 114 460 66 62 1764
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for each utterance using the fast Fourier transform �FFT�-
based spectrogram function. Fifteen time bins were used,
each with 50% overlap and a maximum frequency of 22
kHz. The frequency scale of this spectrogram was converted
to a 15-bin sine-wave approximation of the Bark scale
�Zwicker, 1961�, and the maximum frequency was capped at
12 kHz using Ellis’s �2007� inverse hyperbolic sine approxi-
mation algorithm from the RASTAMAT toolbox. For each ut-
terance, the power spectral density values represented by this
spectrogram were normalized to the maximum power spec-
tral density magnitude within that utterance. Each utterance
was thus represented as 225 spectrogram pixels correspond-
ing to the normalized power spectral density at each fre-
quency bin for each time bin. Figure 1 illustrates some ex-
amples of the spectrographic representations of infant
utterances in our data set.

E. Neural network architecture

In this section, the architecture of the neural networks
and the functions of each component are described. Section
II F will describe neural network training. This will be fol-
lowed by a description of how the infant utterance data were
divided into a set for training and a set for testing each net-
work in Sec. II G.

The main type of neural network used in this study is a
hybrid architecture with two components �Fig. 2�. The first
component is a SOM consisting of 16 nodes arranged on a
4�4 grid. The choice of number of nodes and their arrange-
ment was made on the basis of pilot analyses using various
configurations, considering ease of visualization and balance
between specificity and over-fitting of data. The SOM re-
ceives utterance spectrograms as input, transformed into a
vector with the time-slice columns of the spectrogram laid
end-to-end. Note that this is a common procedure for format-

ting neural network input data �e.g., see Janata, 2001�, and
that the transformation has no effect on the function of the
SOM since the SOM algorithm does not take the location of
input nodes into account. The SOM categorizes these utter-
ances according to learned holistic features extracted based
on a set of training utterances, as described in Sec. II F.
Learning in the SOM is unsupervised and involves changing
the weights from the input layer to each of the SOM nodes
over the course of training. Eventually, these weights come
to represent the nodes’ ideal inputs �or receptive fields�, and
neighboring nodes end up having similar ideal inputs �topo-
graphic organization�. This SOM component of the hybrid
architecture thus serves as a data-driven holistic feature de-
tector, reducing the 225-pixel spectrographic input to 16
learned features. It also serves as a means for visualizing
utterance features topographically �Kohonen, 2001; Ritter,
2003; Xu and Wunsch, 2005�. The SOM component was
implemented using functions custom written for this study in
MATLAB.

The second component is a set of three single-layer per-
ceptrons, which are used to read the output from the SOM in
order to obtain a quantitative measure of the learned SOM
features’ relevance to various classification tasks, to actually
perform those classifications, and to determine which SOM
nodes best distinguish different classes of utterances from
each other. The perceptron is a type of supervised classifier
and in single-layer form it essentially performs a logistic
linear regression �Bishop, 1995�. Each perceptron receives
activations of the SOM layer nodes �produced in response to
a single utterance input to the SOM� as input �see Kuang and
Kuh, 1992, for another example of a perceptron trained on
SOM activations�. Based on the product of these SOM acti-
vations and the perceptron’s weights �which can be either
positive or negative� from the SOM layer to its output nodes,
the perceptron classifies a given utterance according to its
perceived protophone type as judged by trained human ana-
lysts, the age at which an utterance was produced, and the
identity of the infant who produced it. Thus, the supervised

FIG. 1. Four examples of inputs provided to the SOM. Inputs are 225-pixel
Bark-scaled spectrograms of utterances produced by infants recorded natu-
ralistically. All inputs are 1 s long, with longer utterances truncated and
shorter utterances zero-padded. White indicates high intensity and black
indicates zero intensity. All spectrograms are normalized to the value of the
highest intensity pixel. Clockwise, from top-left: a vocant produced by in-
fant 1 at 3;2, a squeal produced by infant 2 at 4;1, a growl produced by
infant 4 at 6;2, and a vocant produced by infant 3 at 10;2.

Input
layer

(pixels of the
input utterance's
spectrogram) Perceptron

output layer
(classification)

3-5 months
6-8 months

9-11 months
SOM
layer

(topographical
feature-detector)

Infant 1

Infant 6

vocant
squeal

growl

Training phase 1:
unsupervised,
competitive
learning

Training phase 2:
supervised
learning

FIG. 2. Schematic of the neural network used in the present study. The
network is a hybrid of a SOM and a single-layer perceptron. Pixels of an
utterance are presented first to the SOM. Activations of the SOM nodes are
then sent to the perceptron output nodes for classification according to pro-
tophone, age, and infant identity. The weights from the input layer to the
SOM layer are trained first. After this first phase of training, weights to the
SOM are frozen and the perceptron’s weights are trained.
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perceptrons relate the features learned by the unsupervised
SOM to known protophone, age, and identity classifications.
The output layer of each of these perceptrons was con-
structed to have one node for each class of utterances. The
vocal type protophone perceptron thus has three output
nodes: one for squeals, a second for vocants, and a third for
growls. The age-predicting perceptron has three output
nodes: one for utterances produced at age 3;0–5;4, a second
for utterances produced at age 6;0–8;4, and a third for utter-
ances produced at age 9;0–11;4. Finally, the identity-
predicting perceptron has six output nodes, one for each in-
fant in our data set. The perceptron component was
implemented using the feed-forward network functions in
MATLAB’s neural network toolbox �Demuth et al., 2006�. Lo-
gistic activation functions were used for the output nodes of
the perceptron classifiers, and default values were used for
all other parameters in initializing the network �further de-
tails can be found in Demuth et al., 2006�.

To compare the hybrid SOM-perceptron classifier to the
MLP, which is probably the most popular neural network
used in supervised classification �Bishop, 1995�, we also
trained a set of MLPs to perform the age and vocal type
classifications using the leave-one-infant-out training data.
These MLPs were run using the same procedures and param-
eter settings as for the single-layer perceptrons described
above. The number of hidden layer nodes was set to 16,
which is the same as the number of nodes in the SOM layer
of our SOM-perceptron hybrid. Thus, the numbers of
weights �i.e., free parameters that the networks adjust during
training� are roughly similar. We then compared the MLP’s
classification performance to that of our SOM-perceptron hy-
brid. In addition, we trained a single-layer perceptron to pre-
dict age on the basis of protophone-trained MLP’s hidden
layer activations. Likewise, we trained a single-layer percep-
tron to predict protophones on the basis of age-trained
MLP’s hidden layer activations. Comparing classifications of
these perceptrons to classifications from the SOM-perceptron
hybrid assesses whether using the SOM layer is truly critical
to obtaining a task-general hidden layer.

F. Neural network training

For the SOM-perceptron hybrid, training was conducted
in two phases. During the first phase, only the SOM compo-
nent was involved. Prior to training, its weights were set to
random values with a different randomization for each of the
15 SOM runs. The SOM training algorithm was adapted
from Berglund and Sitte’s �2006� parameterless SOM algo-
rithm. This algorithm takes three parameters ��, �, and ��,
which determine the behavior of the SOM during training.
The following parameter values were used: �=1, method 2
for calculating �, and � multiplied by a factor of 0.5. The
exact roles of �, �, and � are described in Berglund and Sitte
�2006�. In essence, training involved presenting an utterance
as input �randomly chosen from the set of training utter-
ances, discussed in Sec. II G� to the SOM, finding the SOM’s
node whose weights to the input layer are the most similar to
that input �as measured by the Euclidean distance between
the input vector and the vector representing weights from the

input to a given output node�, and then updating that node’s
weights and �to a lesser extent� its neighbors’ weights to
make them even more similar to the input. This procedure
was repeated 1407 times. This was the number of utterances
per session times the number of sessions times the reciprocal
of the scaling factor for � in the SOM training algorithm.
This amount of training was more than sufficient for the
network’s performance to stabilize as judged by the mean
squared distances between testing set inputs and their win-
ning node’s weights and by visual inspection of changes in
network weights across training.

After completion of this first phase of training, the
weights from the input layer to the SOM nodes remained
fixed during the next training phase. This second phase of
training the SOM-perceptron hybrid involved only the per-
ceptron component. Perceptrons were trained using the delta
rule with regularization using MATLAB’s trainbr function.
This is a variation on the traditional delta rule algorithm that
balances reduction in classification error against parsimony
of network weight. This method �sometimes also referred to
as “learning with forgetting”� has been shown to produce
good generalization of performance to previously unseen
data and increases the interpretability of network weights
�Foresee and Hagan, 1997; Kasabov et al., 1998; Demuth et
al., 2006�. In essence, this training algorithm involves pre-
senting training set examples, which are the SOM node ac-
tivations produced in response to an infant utterance, one at a
time. After presentation of each example, the network’s clas-
sification predictions are calculated, and then, based on the
difference between these classification predictions and the
correct classifications, the weights from the SOM layer to
each of the perceptrons’ output nodes are updated so as to
reduce this error �as measured by the squared error� in clas-
sifying subsequent inputs while also maintaining parsimony
of network weights. All parameters other than the training
method �trainbr� and the activation transfer function �log-
sigmoid� were set to default values. Further details can be
found in the MATLAB documentation and in Demuth et al.
�2006�.

The MLPs were trained in mostly the same way as the
perceptron described above but with the following excep-
tions: The MLP was trained directly on the spectrographic
input and was done in a single phase. Training was per-
formed using the same MATLAB training method �trainbr�, but
since there were two layers instead of just one, backpropa-
gation was involved in addition to the delta rule �Bishop,
1995�.

G. Partitioning of data into training and testing sets

In order to train the SOM, perceptron, and MLP while
also allowing for testing the networks’ generalization abili-
ties, the infant utterance data were divided into two subsets:
one for training the network and the other for evaluating the
network’s classification performance. From each recording
session �of which there were two for each child at each age�,
37 of the 49 utterances �approximately 75%� were randomly
chosen to be used in training; the remaining 12 utterances
�approximately 25%� were reserved for testing the network
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�discussed in Sec. II I�. This random partitioning was done
15 times and the SOM-perceptron hybrid was run 15 times,
each corresponding to a different random partitioning. The
means and standard deviations presented in Sec. III were
computed over these 15 runs.

In a variation on this training procedure, an alternative
leave-one-infant-out method of partitioning the data into
training and testing sets was applied to a second set of 36
networks, wherein all the utterances produced by five infants
were used in training and the utterances from the sixth re-
maining infant were reserved for use in testing only. Across
these 36 networks, each infant was used as the test infant six
times. As with the perceptron, means and standard deviations
were computed over these 36 runs. The MLP simulations
were trained and tested using the leave-one-infant-out
method, although only 6 simulations �rather than 36� were
run due to the long time it took for MLP runs to complete.
Each infant was used exactly once in testing.

In addition, a SOM-perceptron hybrid was trained on all
utterances from all recordings for the purpose of visualizing
the trained network weights and activations. This network
was used for generating Figs. 3–5 but was not included in
any of the quantifications of network performance.

H. Adjusting for unequal representation of protophone
categories

When training and testing the perceptrons and MLPs
responsible for predicting protophone judgments, it is a con-
cern that vocants occur much more frequently than squeals
and growls �see Table I�. This inequality inflates the percent
correct that would be expected by chance, since with unequal
numbers, the baseline strategy would be to give all utter-
ances the classification corresponding to the most frequent
category. With such a strategy, if 70% of the utterances were
vocants, the baseline percent correct would be 70%. This

would be very difficult for even a “smart” classifier making
use of acoustic information to outperform. We thus ran the
perceptron component two ways: once without any adjust-
ment for unequal numbers of vocal types and once with an
adjustment. To adjust for the frequency bias, exemplars from
the squeal and growl categories were repeated as many times
as was necessary for their numbers to equal the number of
vocants.

I. Evaluating the network’s performance

After training the hybrid network, the network’s perfor-
mance was assessed �1� through visualization and descriptive
acoustic measurement of network weights and activations
and �2� through quantitative evaluation of classification per-
formance. The visualizations are of the weights from the
spectrographic input layer to the SOM output grid and from
the SOM’s grid to the perceptron classifier nodes. We also
visualized the winning SOM nodes �an illustration of SOM
activations� for utterances with different protophone judg-
ments, from different ages, and from different individuals.

To supplement the visualizations, we made 3 theoreti-
cally derived acoustic measurements for each of the 16 SOM
receptive fields. The first measure was the mean of the time-
averaged spectrum and the second was the standard devia-
tion of this spectrum, both measured in absolute frequency.
These correspond to the first and second spectral moments
computed by Forrest et al. �1988�. The third measure was the

FIG. 3. Weights from the input layer to each SOM node for a network
trained on the full set of utterances. Each spectrogram represents the input
preference for that node. Note that input preferences are holistic spectro-
graphic features and represent complex acoustic patterns. Also note the to-
pographic organization of these inputs. White represents high weight �high
intensity preference for that pixel on the input layer�, and black represents
zero weight.

FIG. 4. Activations of the SOM layer by utterances with different proto-
phone labels, produced at different ages, and produced by different infants.
Bright indicates that a SOM node was often the winner and black indicates
that a node was never the winner. Each 4�4 map corresponds to nodes of
the SOM shown in Fig. 3. Note that the number of utterances belonging to
each protophone category was not uniform; there were more vocants than
squeals and more squeals than growls.
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median point in time of the frequency-averaged intensity
contour. This should give a rough measure of the preferred
duration of the receptive field. After calculating these three
values for each SOM node, we calculated each perceptron
output node’s preferred value for each of the three acoustic
measures by finding the average SOM receptive field values
weighted by the perceptron output node’s weights from the
SOM layer.

Quantitative evaluation involved feeding the networks’
utterances from the set that were reserved for testing. The
networks’ classifications regarding the protophone, age
group, and infant identity for each of these test utterances
were then obtained, and an overall mean percentage correct
for each type of classification for each type of network was
computed. Cohen’s � reliability statistics and their corre-
sponding probabilities were computed using Cardillo’s
�2009� MATLAB function, in order to evaluate the magnitude

and significance of the agreement between each network’s
classifications and the correct classifications.

III. RESULTS

A. Visualization and descriptive acoustic
measurement of network weights and activations

Each of the SOM’s output nodes can be thought of as a
holistic spectrographic feature formed by the SOM based on
the training inputs. This is illustrated in Fig. 3, where the
weights from the input layer to each node of the SOM are
visualized as spectrograms representing the preferred spec-
trographic input for that node �white indicates a high value
for a given weight and black indicates a zero value�. Each
node’s spectrogram of weights can be thought of as a recep-
tive field, specifying a particular preferred holistic feature
derived from the input infant utterance data via the SOM’s
training algorithm. Note that these preferred inputs are ar-
ranged topographically; that is, neighboring nodes have simi-
lar preferred inputs. This is one of the characteristic proper-
ties of SOMs. Also note that, because the SOM nodes adjust
their preferred inputs �i.e., their weights from the input layer�
on the basis of exemplars from the training set of utterances,
the nodes of the SOM come to represent global features of a
complex nature such as would occur in an actual infant ut-
terance. Thus, it seems that these features have a complex
relationship with more basic acoustic features, such as dura-
tion and spectral compactness versus diffuseness. For ex-
ample, the receptive fields for the SOM nodes pictured in the
leftmost column �x=1� of Fig. 3 appear to exhibit long du-
ration. In addition, the bottom two nodes of that leftmost
column �x=1, y=1–2� have relatively high spectral means
and spectral standard deviations. These observations are sup-
ported by measurements of the frequency-averaged intensity
contours’ median times, the time-averaged spectral means,
and the time-averaged spectral standard deviations given in
Table II.

Figure 4 illustrates how often each node of the SOM
was the winning node �defined as the node with the highest
activation� for utterances of each perceived protophone type,
age group, and individual. This method of visualization pro-
vides a way of mapping from global features learned by the
SOM to different utterances classes.

For example, it appears in the figure that growls may
span a broader set of global features in the acoustic space
represented by the SOM, as evidenced by the large number
of relatively bright squares �bright indicates high activation�
for this protophone category. To quantify the diffuseness of

FIG. 5. Weights from the SOM layer to each perceptron output node. Bright
indicates a large positive weight from the SOM node to that perceptron
output node, black indicates a large negative weight, and gray indicates a
near-zero weight. Each 4�4 map corresponds to the SOM nodes shown in
Fig. 3. Note that for protophones, the weights are based on training the
perceptron on a set of utterances that was adjusted to be balanced across
vocant, squeal, and growl protophones by randomly repeating exemplars
from the less frequent categories.

TABLE II. Acoustic properties of the SOM receptive field spectrograms.

Spectral meansa Spectral standard deviationsa Temporal mediansb

0.7 0.7 0.7 0.6 0.7 0.7 0.7 0.6 7 5 4 4
0.7 0.8 0.7 0.6 0.8 0.8 0.7 0.7 9 4 3 3
1.3 1.1 0.7 0.5 1.3 1.8 0.9 0.8 8 4 2 3
1.7 1.3 0.6 0.3 1.6 1.3 1.1 0.9 6 4 3 5

aIn kilohertz.
bIn number of time bins �each bin is 66 ms�.
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activation across the SOM for a given utterance class, we
first calculated for each node the number of inputs for which
that node was the winner, divided by the total number of
inputs belonging to that class. Then the median of these pro-
portion values was computed. These medians were compared
across the three protophone categories. Indeed, the median
was higher for growls �0.24� than for vocants �0.18� or for
squeals �0.15�. This indicates that the winning nodes for this
category are distributed more evenly across the map than for
the other categories.

Another observation that is evident in Fig. 4 is the over-
lap between utterance classes. While there is some distinct-
ness across protophones, as indicated, for example, by there
being different most highly activated nodes for squeals �the
node at x=1, y=2� than for vocants and growls �the node at
x=3, y=2�, there is also a high degree of overlap in the SOM
node activations, as indicated by numerous nodes that show
gray activation for all three protophone types.

Figure 5 illustrates the weights from the SOM to the
perceptron output nodes for each age, infant, and protophone
prediction. Recall that the goal of the perceptron is differen-
tiation of categories �protophone type, age, and infant� via
positive and negative weights. Thus for Fig. 5 the scaling is
different from that of Fig. 4. In Fig. 5, white indicates high
positive weight, black indicates high negative weight, and
mid-gray indicates near-zero weight. The weights indicate
which of the SOM’s holistic features are informative for
classification purposes, highlighting the differences between
utterance classes and ignoring features that are common to
all classes.

The visualizations in Figs. 4 and 5 exhibit both similari-
ties and differences. This is evident in the correlation coeffi-
cients between a given class’s SOM activations �Fig. 4� and
the weights from the SOM to its perceptron node �Fig. 5�.
The mean, across all class types, of these correlation coeffi-
cients is r=.31 where r was always positive, ranging from
0.03 to 0.58. As an example of a specific similarity between
activation and weight patterns, the SOM nodes located at
�x=1, y=4�, �x=4, y=4�, and �x=4, y=3� are very dark for
squeals in both figures. This indicates that these SOM nodes
are both infrequent �Fig. 4� and negatively associated char-
acteristics �Fig. 5� of squeals. An example of a difference
between the two figures is that, while the SOM node located
at �x=4, y=4� is the second highest activated for vocants as
shown in Fig. 4, it does not have a very large positive weight
to the perceptron vocant node, as indicated in Fig. 5. Differ-
ences between Figs. 4 and 5 are due to the fact that Fig. 4
indicates the frequency with which features were observed
whereas Fig. 5 highlights the particular SOM nodes that,
when activated at least partially by an utterance, distinguish
utterances of one class �e.g., vocants� from utterances of
other classes �e.g., squeals and growls�.

Recall the discussion of duration, spectral mean, and
spectral standard deviation from the discussion of the SOM
receptive field spectrograms �Fig. 3�. It was observed that the
leftmost column was associated with long duration and that
the bottom two nodes of that column also had high spectral
means and standard deviations. Interestingly, this leftmost
column appears both in Fig. 4 and in Fig. 5 to be associated

more �as evidenced by light-colored pixels in this column�
with the older two age groups than with the younger age
group. This suggests that increase in duration is associated
with increase in age. In addition, the bottom two nodes of
that leftmost column are associated with the oldest age
group. This suggests that the oldest age group is associated
also with increase in spectral mean and standard deviation.
Combining information about the acoustic properties of
SOM weights and the values of the weights from the SOM
layer to each of the perceptron output nodes, it is possible to
explore whether these acoustic features are present in the
nodes that distinguish between different ages. Table III
shows the spectral mean, spectral standard deviation, and
temporal duration properties for each age, protophone type,
and infant. Indeed, the spectral duration of perceptron
weights appears to increase across the three age groups, and
the spectral mean and standard deviation are highest for the
oldest age group.

Table III also reveals interesting patterns with respect to
the three protophones’ acoustic properties. Squeals have the
highest spectral mean and spectral standard deviation. This is
in accordance with previous descriptions of this category as
high pitch often accompanied by harshness and/or pitch
variation. However, growls do not differ from vocants in
either mean or spectral standard deviation. Perhaps the high
harshness/pulse/creaky-voice combine with the low pitch of
growls to yield moderate spectral mean values. Thus, al-
though the differentiating acoustic properties of squeals fit
with their previous perceptual descriptions, the differentiat-
ing acoustic properties of growls may be less straightfor-
wardly defined in this neural network.

B. Classification performance

1. Protophone-classification performance

When predicting human-judged protophone categories
after equated-frequency training, the 15 hybrid networks had
a mean percent correct on the previously unseen test utter-
ances �selected randomly at the recording session level� of

TABLE III. Acoustic properties of the perceptron weights from the SOM
layer, given the acoustic features of the SOM nodes �shown in Table II�.

Spectral meana Spectral SDa Temporal medianb

Age 3;0–5;4 0.80 0.91 4.11
6;0–8;4 0.75 0.89 4.67
9;0–11;4 0.87 0.95 4.84

Protophone Vocant 0.78 0.89 4.49
Squeal 0.85 0.96 4.69
Growl 0.80 0.91 4.68

Infant Infant 1 0.81 0.94 4.55
Infant 2 0.83 0.93 4.62
Infant 3 0.82 0.94 4.69
Infant 4 0.77 0.87 4.47
Infant 5 0.89 0.95 5.12
Infant 6 0.84 0.92 4.41

aIn kilohertz.
bIn number of time bins �each bin is 66 ms�.
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54.4% �see the first column of Table IV�. Since there were
three protophone types, each of which was equally repre-
sented in both the training and the testing utterance sets, the
classification performance that would be expected for a clas-
sifier performing at chance is 33.3%. The vocal-type-
predicting networks’ 54.4% correct performance was signifi-
cantly better than chance, �=0.316, p�0.001.

Recall that 36 additional hybrid networks were trained
on utterances from five infants and tested on the sixth re-
maining infant’s utterances. Each infant was used for testing
for exactly 6 of the 36 networks. The purpose of this varia-
tion on the method for partitioning utterances into training
and testing sets was to see if classification of protophones
would generalize across infants. Mean classification perfor-
mance for these networks was 55.0% correct, where chance
level performance would have been 33.3% �see the second
column of Table IV�. This was statistically better than
chance, �=0.325, p�0.001. This shows that for protophone
prediction, performance did not differ from when the
session-level train-test partition method was used to when
the leave-one-infant-out method was used. Thus, it appears
that the network’s protophone-classification capabilities are
based on features of utterances that are generalizable even to
infants the network has never previously encountered.

When no adjustment was made for the inequality in the
number of exemplars in each protophone category, the per-
centage correct was 73.4% where the baseline percent cor-
rect for an algorithm that always guessed vocant would be
74.9%.

For the six MLPs that were trained using a leave-one-
infant-out data partition to predict protophones �where the
numbers of protophones were adjusted to give equal repre-
sentation of all categories�, the mean percent correct was
45.9% �see the first column of Table V�. This was not quite
as high as performance of the SOM-perceptron hybrid, al-

though across runs, this performance was within a standard
deviation of the SOM-perceptron hybrids. When no adjust-
ment was made for the inequality in the number of exem-
plars for each protophone category, the percentage correct
was 65.3% where the baseline percent correct for an algo-
rithm that always guessed vocant would be 74.9%. When six
MLPs were trained using the same leave-one-infant-out
method to predict age and then a single-layer perceptron
layer was trained to take those MLPs’ hidden layer activa-
tions as input and produce protophone classifications as out-
put, performance was 46.6% correct �see the second column
of Table V�. This was lower than the SOM-perceptron hybrid
by more than eight percentage points. These combined re-
sults of the MLP networks suggest that while a MLP trained
to perform protophone prediction may perform similarly to
the SOM-perceptron hybrid, the hidden layer of other MLP
trained on a different classification task �age-prediction� is
not as good as the general-purpose unsupervised SOM layer.
Furthermore, the MLP did not fare any better than the SOM
when there was no adjustment for the overrepresentation of
vocants.

2. Age classification performance

For the 15 hybrid networks trained to predict infant age
with a session-level training-test data partition, the mean per-
cent correct was 42.8% �see the third column of Table IV�.
This was significantly better than the 33.3% that would have
been expected by chance, �=0.142, p�0.001. Mean classi-
fication performance for the 36 additional hybrid networks
that were trained on utterances from five infants and tested
on the sixth was approximately 35.6% correct, where chance
level performance would have again been 33.3% �see the
fourth column of Table IV�. This did not reach statistical
significance, �=0.034, p=0.146.

TABLE IV. Classification task performance of the SOM-perceptron hybrid neural network.

Type of test set

Protophones Ages Identities

25% per recording 100% of one infanta 25% per recording 100% of one infant 25% per recording

Mean % correct 54.4 �chance=33.3� 55.0 �chance=33.3� 42.8 �chance=33.3� 35.6 �chance=33.3� 32.4 �chance=16.7�
Standard deviation 3.2 6.5 1.4 4.7 1.9
Mean Cohen’s � 0.316 0.325 0.142 0.034 0.189
Mean p �0.001 �0.001 �0.001 0.146 �0.001

aWith adjustment for unequal category sizes. When there is no adjustment and one infant is reserved for testing, the mean percent correct is 73.4 �chance
=74.9� with a standard deviation of 5.4.

TABLE V. Classification task performance of the MLP neural network. All data are for leave-one-infant-out partitioning of utterances.

Type of hidden layer

Protophones Ages

Protophone-predictinga Age-predicting Age-predicting Protophone-predicting

Mean % correct 45.9 �chance=33.3� 46.6 �chance=33.3� 35.1 �chance=33.3� 36.1 �chance=33.3�
Standard deviation 10.3 5.7 3.6 3.0
Mean Cohen’s � 0.191 0.200 0.026 0.041
Mean p �0.001 �0.001 0.118 0.018

aWith adjustment for unequal category sizes. When there is no adjustment and one infant is reserved for testing, the mean percent correct is 65.3 �chance
=74.9� with a standard deviation of 6.9.
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The six MLPs that were trained using a leave-one-
infant-out data partition to predict age had a mean percent
correct of 35.1% �see the third column of Table V�. This was
very similar to the performance of the SOM-perceptron hy-
brid. When six MLPs were trained using the same leave-one-
infant-out method to predict protophones �numbers adjusted
for equal representation of protophone categories� and then a
single-layer perceptron layer was trained to take those
MLPs’ hidden layer activations as input and produce age
classifications as output, performance was 36.1% correct �see
the fourth column of Table V�. This was again very similar to
the performance of the SOM-perceptron hybrid. These com-
bined results of the two MLP variations suggest that both a
MLP and the SOM-perceptron hybrid are approximately
equally suited to the task of predicting age, though neither
does very well when forced to generalize to an infant it has
never previously encountered before.

3. Infant identity classification performance

For the 15 hybrid networks trained to predict the identity
of the infant who produced an utterance �with session-level
training-test data partition�, the mean percent correct was
approximately 32.4% correct �see the fifth column of Table
IV�. Compared to the 16.7% correct that would be expected
had the networks been performing at chance, this perfor-
mance was statistically significant, �=0.189, p�0.001.

IV. DISCUSSION

A. Visualization of network weights and activations

One of the main advantages of the SOM-perceptron hy-
brid is its usefulness for data visualization purposes. By plot-
ting the weights from the input layer to the SOM �Fig. 3�, it
is possible to visualize the range of holistic spectrographic
features exhibited by the vocalizations in the present data set.
These holistic features are extremely complex, which can be
seen as both an advantage, in that they retain the complexity
of prototypical utterances, and as a disadvantage, in that they
are difficult to interpret. By plotting the activations of each
SOM node according to protophone, age, and identity, and
by plotting the weights from each SOM node to each percep-
tron node, it is also possible to explore the relationship be-
tween the holistic spectrographic features learned by the
SOM and different categories of utterances.

One method that was used to quantitatively interpret the
trends observed in the figures was to get the median number
of wins per SOM node for a specific utterance type �e.g., for
each of the protophone types� to see which tended to occupy
more of the SOM’s representational space. Using this
method, it was found that growls had more diffuse activation
of the SOM than squeals or growls, suggesting that growls
have a larger range of acoustic variability.

In another approach to interpreting the trained network
we showed that since the SOM’s receptive fields take the
same form as their inputs, which in this case are coarse-
grained spectrograms, more traditional acoustic descriptions,
such as spectral mean, spectral standard deviation, and tem-
poral median �related to duration� can be gotten. As observed
in Sec. III, the leftmost column of SOM nodes in Fig. 3 had

long durations and the bottom two nodes of that column had
high spectral mean and standard deviation. These nodes also
had a tendency to be activated more by utterances from the
older two age groups �6;0–11;4� than by utterances from the
youngest age group �3;0–5;4�, as evidenced by their lighter
colorings in Figs. 4 and 5. Thus, a hypothesis for future
investigation might be that utterances produced at older ages
are not only longer in duration but also higher in spectral
mean and variance.

B. Classification performance

The hybrid neural network, consisting of a perceptron
classifier operating on the SOM’s holistic spectrographic fea-
tures, is able to reliably classify 1-s-long utterance samples
according to vocal type protophones, ages at which they
were produced, and the identities of the individuals who pro-
duced them. Reliable performance on these classification
tasks provides support for the validity of the SOM’s learned
utterance features, suggesting that they reflect meaningful
acoustic variation in infants’ vocal productions. One of the
most important possible applications of the work represented
here may be in contributing to the rapidly growing field of
automated analysis of vocalization. MLPs trained on the
same classification tasks also performed well, so when the
goal is purely classification, and comparison of holistic fea-
tures across different classifications is not important, MLPs
may also be a good choice of tool.

It should be emphasized that the most critical issue for
the future of automated vocal analysis is that reliability be
significant, not necessarily that it be high. With very large
data sets, relatively low kappa values do not necessarily
present an important problem. If a signal is consistently
�even though at low levels� detectable, it can become highly
discernible at high Ns. This principle is widely recognized,
for example, in the field of averaged evoked potentials
�Burkard and Secor, 2002�. It should also be noted that, al-
though the methods used in the present study did involve
some processing by human analysts, this was only in order to
perform utterance extraction and protophone labeling. An au-
tomated infant utterance extraction method has already been
developed for very large vocalization data sets taken from
day-long recordings �see Zimmerman et al., 2009�, and such
a method could be substituted for the manual utterance ex-
traction performed here. As for protophone labeling, for
model training and evaluation, the use of human judgments
in establishing gold-standard classifications is unavoidable.
However, for automated analysis of large data sets, training
and evaluation of a network using manually labeled utter-
ances need not be done on the entire large data set, but only
on a sample of data large enough to ensure satisfactory net-
work performance and generalization.

The ability to reliably classify utterances according to
protophone is of considerable interest. At present, proto-
phone categories are widely used in studies of infant speech
development in both typically and atypically developing
children �e.g., Hardin-Jones et al., 2003; Salas-Provance et
al., 2003; Iverson and Wozniak, 2007; Goldstein and
Schwade, 2008� as well as in tools that use infants’ vocaliza-
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tions in their assessment of infants’ communicative function
�e.g., Bryson et al., 2008�. The ability to predict trained ana-
lysts’ perceptual judgments suggests that neural networks
and other data-driven statistical tools have the potential to be
used for automatic classification of protophone categories
�although a workaround for the issue of frequency imbalance
across categories would have to be devised�. This would be
useful in many research and clinical settings where coding
by trained analysts is costly or difficult. In the future, it
would be interesting to apply either the SOM-perceptron-
hybrid or a MLP to the classification of other protophones,
such as marginal syllable and canonical syllable—categories
related to the articulation timing of syllables that have been
shown to be of particular importance as indicators of normal
development �Oller, 2000�.

The ability to identify age, combined with the network’s
ability to identify the individual who produced a given utter-
ance, suggests that neural networks and related approaches
have the potential for future use in classifying utterances
produced by delayed or disordered individuals. Prediction of
infant identity also lays groundwork for future work that
might attempt to classify utterances produced by infants
from different cultural or linguistic backgrounds and by fe-
male versus male infants.

C. Future development

1. Manipulating the network’s input

The SOM-perceptron architecture is highly flexible with
regard to the type of information it can be given as input.
Although 225-pixel spectrograms of 1-s-long utterance
samples were used in this study, such an input representation
was chosen primarily for its computational efficiency and
because it involved relatively little preprocessing of data. It
is possible that other formats of input would yield better
performance or additional insights. Future studies might
compare features learned by SOMs trained on different types
of input, be they relatively raw input �e.g., raw waveforms,
spectrograms of various frequencies and time resolutions�,
more traditional acoustic measures �e.g., f0 means, formant
frequency means, amplitude means, durations�, or measures
that represent intermediate amounts of preprocessing �e.g., f0

contours, formant frequency contours, and amplitude con-
tours�.

In discussing the visualizations afforded by the SOM-
perceptron hybrid, reference was made to how these visual-
izations might be related to acoustic patterns described in
more traditional terms. For example, it was noted that the
SOM features’ duration preferences appear to increase with
increasing age. Although beyond the scope of the present
study, this hypothesis could be tested by comparing the
present SOM-perceptron hybrid �trained on raw spectro-
graphic input� with a SOM-perceptron hybrid network
trained on duration alone. That is, rather than providing the
network with pixels of spectrograms as input, one could pro-
vide the network with a single value representing an utter-
ance’s duration. If such a network trained on utterance dura-
tions also performs significantly well, this would indicate
that changes in utterance duration are indeed associated with

increasing age. One could then train a SOM-perceptron net-
work on input consisting of a spectrogram plus an additional
feature representing the utterance’s duration. If this network
performed better than the network trained only on spectro-
grams �e.g., as measured by a hierarchical regression�, this
would imply that duration changes systematically with de-
velopment but was not adequately represented by the SOM
trained only on spectrograms. On the other hand, if the two
networks perform equally well, this might suggest that the
SOM had already encoded the relevant duration information
in its features. This type of approach could provide a means
for parsing out the role of various acoustic measures in how
well they predict the age �or identity, protophone category,
etc.� of infant utterances.

Finally, it would be highly desirable to explore input
representations that deal more flexibly with temporal aspects
of vocalizations. Infant utterances vary in length and often
have prosodic and syllabic components that vary in their
timing. The current static spectrograms used as input do not
adequately deal with this fact. A better solution might be one
in which small time segments of spectrograms �or other
acoustic features� of infant utterances are presented in se-
quence. The network would then make classifications at each
time point or at the conclusion of the entire sequence. A
change of this sort in the temporal nature of the input would,
however, require changes in the network architecture. Some
possibilities are proposed as part of Sec. IV C 2.

2. Alternative architectures and algorithms

The choice of a SOM-perceptron hybrid architecture
was motivated by the fact that its components had been pre-
viously applied to related problems involving the visualiza-
tion and classification of acoustic vocalization data, includ-
ing avian song, disordered adult voice, and infant crying. The
choice of a SOM as the first element of this architecture was
also motivated by studies suggesting that SOMs can produce
results that are comparable to other statistical clustering and
visualization methods �Flexer, 2001; de Bodt et al., 2002�.
Choosing a SOM for the first component of the two-
component hybrid network also has the advantage that the
same first component is used regardless of the classification
task performed by the subsequent perceptron component.
Thus, the middle layer activations and weights can be com-
pared across different classification tasks �e.g., the SOM
node activations and weights for younger utterances can be
compared to the SOM node activations and weights for vo-
cants, squeals, and growls�. Finally, the biologically inspired
features of the SOM, notably its topographical self-
organization and incremental learning algorithm, are also
seen as advantages �see Sec. IV C 3 below on future model-
ing directions; Miikkulainen, 1991; Kohonen and Hari, 1999;
Ritter, 2003�.

Nevertheless, exploration of other architectures could
yield better performance or additional information. For ex-
ample, a two-layer perceptron may be worth using for situa-
tions where classification performance and differentiation be-
tween classes is the primary goal. Furthermore, non-neural-
network statistical models, such as mixtures of Gaussians,
k-nearest-neighbors analysis �Xu and Wunsch, 2005�, and
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possibly even linear discriminant analysis and regression
techniques could potentially yield as good or better cluster-
ing and classification performance, respectively. Future work
could compare such methods on their performance on a spe-
cific visualization or classification task.

In addition, recurrent neural networks are often consid-
ered better for temporal sequence processing than networks
that take static input �Elman, 1990�. Thus, given that infant
vocalizations are temporal patterns occurring in temporal se-
quences, it would be worthwhile to explore recurrent ver-
sions of the SOM �e.g., Euliano and Principe, 1996� when
unsupervised analysis is desired, or the simple recurrent net-
work �SRN� �Elman, 1990�, when classification or prediction
is the primary goal. Perhaps even a hybrid of the recurrent
SOM and the SRN could be used, which would be analogous
to the static SOM-perceptron hybrid explored in the present
study. Moving to such temporal architectures would involve
changing the nature of the network’s input representation as
discussed in Sec. IV C 1. A fixed moving window of spectral
input would be appropriate.

Finally, variations on the SOM that allow for uncertainty
in the number of features/categories or that allow for hierar-
chical organization of features/categories �Carpinteiro, 1999;
Rauber et al., 2002� might also prove useful and informative.
The SOM-perceptron hybrid presented in this early study is
thus only one of a number of statistical and neural network
options.

3. Modeling the perception and production of infant
vocalizations

The SOM is a neural network inspired in large part by
biological considerations, namely, the self-organizing topo-
graphic nature of its feature representations and unsupervised
learning in response to stimulus exposure �Miikkulainen,
1991; Kohonen and Hari, 1999; Ritter, 2003�. Although the
present study focuses solely on acoustic analysis and classi-
fication applications, this work provides a potential founda-
tion for future modeling of the perception of infant vocaliza-
tions by humans, including learning through exposure to
such vocalizations.

Caregivers are commonly infants’ primary communica-
tion partners, responding and providing feedback to infants.
Furthermore, much of the current research on infant vocal
development relies critically on naturalistic judgments by
laboratory personnel. It is therefore important to understand
how adults perceive infant vocalizations and to understand
what acoustic features are relevant to adult communication
partners. There are several ways in which the ability of the
SOM to model adult humans’ perceptions of infant utter-
ances might be assessed. One way would be to have human
participants perform tasks directly matched to those the
SOM-perceptron hybrid performed. Another possibility
would be to compare the topography of features on the SOM
to listeners’ similarity judgments.
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A perceptible change in phonation characteristics after a swallow has long been considered evidence
that food and/or drink material has entered the laryngeal vestibule and is on the surface of the vocal
folds as they vibrate. The current paper investigates the acoustic characteristics of phonation when
liquid material is present on the vocal folds, using ex vivo porcine larynges as a model. Consistent
with instrumental examinations of swallowing disorders or dysphagia in humans, three liquids of
different Varibar viscosity �“thin liquid,” “nectar,” and “honey”� were studied at constant volume.
The presence of materials on the folds during phonation was generally found to suppress the higher
frequency harmonics and generate intermittent additional frequencies in the low and high end of the
acoustic spectrum. Perturbation measures showed a higher percentage of jitter and shimmer when
liquid material was present on the folds during phonation, but they were unable to differentiate
statistically between the three fluid conditions. The finite correlation dimension and positive
Lyapunov exponent measures indicated that the presence of materials on the vocal folds excited a
chaotic system. Further, these measures were able to reliably differentiate between the baseline and
different types of liquid on the vocal folds.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3308478�

PACS number�s�: 43.70.Gr, 43.60.Hj, 43.40.Ga, 43.60.Wy �AL� Pages: 2578–2589

I. INTRODUCTION

A. Background

Because a number of medical conditions affect the vi-
bratory characteristics of the larynx, acoustic differences be-
tween normal and abnormal phonation have been of great
interest to scientists and clinicians, as aids to diagnosis and
treatment. Most of this work has been focused on conditions
that result from normal versus abnormal physiology related
to laryngeal disease. For instance, there is a long tradition of
comparing normal voice production with that from patients
with vocal folds polyps, cysts and nodules, vocal folds
edema, spasmodic dysphonia, Parkinson disease, and surgi-
cal scarring, among others �Klingholtz, 1990, Kreiman et al.,
1993, Herzel et al., 1994, Giovanni et al., 1999a, Giovanni
et al., 1999b, Vieira et al., 2002, Jiang et al., 2006, Zhang

et al., 2005, Zhang and Jiang, 2004�. One type of abnormal
voice production that has not been well studied is the case of
vocal fold vibration when foreign material is present in the
laryngeal area. This phenomenon occurs frequently in pa-
tients with poor coordination of airway protection and swal-
lowing, because solid and/or liquid food may enter the laryn-
geal vestibule during the pharyngeal phase on its way to the
esophagus. It also is commonly found in patients who fail to
clear mucosal secretions from the surface of the larynx by
coughing, primarily because they have diminished sensory
feedback due to disease. While foreign material of this kind
does not prevent voice production, secretions, or food mate-
rial passing through the glottis into the trachea �commonly
referred to as aspiration� and thence to the lungs means that
patients with these problems are at high risk for respiratory
diseases. Thus, detection of foreign materials within the lar-
ynx and on the true vocal folds is potentially a useful clinical
indicator of swallowing problems.

Patients with suspected swallowing disorders, who show
a change in voice quality, are often described as demonstrat-
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ing a wet or “gurgly” voice �Logemann 1998, Murray et al.,
1996, Warms and Richards, 2000�. While this phenomenon is
widely known among clinicians and often assumed to indi-
cate aspiration risk when observed during a clinical evalua-
tion or meal, few studies have addressed the phenomenon
from an objective and/or quantitative point of view. In one of
the two studies readily available in the literature, Ryu et al.
�2004� compared phonation in 23 patients who had shown in
an earlier videofluorographic study that they were at high
versus low risk for laryngeal penetration of food materials.
They found that patients in the high risk group showed some
statistically significant differences in acoustic indices imme-
diately after swallowing, when compared to low risk pa-
tients. However, they did not have independent evidence that
the phonation behavior was linked simultaneously to the
presence of foreign materials on the larynx. In a later study,
Groves-Wright �2007� collected simultaneous recordings of
phonation and digital fluorographic images of the vocal tract,
including the larynx, from 78 patients. She compared pa-
tients with observable materials in the laryngeal vestibule to
patients without such observable materials, and found statis-
tically significant differences in acoustic measures �e.g., jit-
ter, shimmer, noise-to-harmonic ratio �NHR��. Thus, there
are strong reasons to believe that foreign materials present in
the larynx can induce acoustical changes in phonation. Fur-
ther, the acoustical characteristics of phonation under such
conditions may provide a clinical marker of swallowing dys-
function and disease.

In a real patient, it is impossible to fully control the
amounts and total viscosity of the materials on the larynx,
both because each swallow is different, and because the ma-
terials may mix with secretions already present. Thus, it is
difficult to determine the relationship between amount and
viscosity of materials, and the acoustical characteristics of
voice production when materials are present. An excised lar-
ynx model, on the other hand, allows easy control of these
factors. Excised larynx models have already contributed sig-
nificantly to our understanding of laryngeal physiology and
voice production �Berry et al., 1996, Alipour et al., 1997,
Švec et al., 1999, Jiang et al., 2003, Ayache et al., 2004,
Khosla et al., 2007�.

B. Review of acoustic measures

Ryu et al. �2004� and Groves-Wright �2007� employed
the classic measures of jitter, shimmer, NHR, relative aver-
age perturbation, voice turbulence index, and spectral tilt. In
recent years, non-linear methods of analysis have been gain-
ing popularity in the study of vocal folds acoustics �Mende
et al., 1990, Herzel et al., 1994, Titze, 1994a, Steinecke and
Herzel, 1995, Narayanan and Alwan, 1995, MacAuslan
et al., 1997, Giovanni et al., 1999a, Giovanni et al., 1999b,
Švec et al., 1999, Jiang et al., 2003, Zhang and Jiang, 2004,
Zhang et al., 2005, Jiang et al., 2006, Zhang and Jiang,
2008�. This emphasis on non-linear methods is due to recog-
nition that phonation involves a number of non-linear
mechanisms, such as flow-pressure relations, source-tract in-
teraction, flow turbulence, and stress-strain relations within
the vocal fold tissue. Similar effects apply to the vocal folds

in the course of collision. The presence of material on the
larynx during phonation also fits the model of a non-linear
system because the presence of foreign materials introduces
the behavior of a dynamic load, which is subject to a large
number of variables with high sensitivity and low predict-
ability. For instance, fluid droplets due to secretions might
remain in place or be flung far from their previous location
as a result of small variations in the composition and tension
�or motion� of the vocal folds tissue, the local viscosity of
the fluid itself, temperatures differences at different points
within the larynx, and variations in force exerted by the glot-
tal airstream. Further, loss of the fluid onto other anatomical
structures �e.g., aryepiglottic folds and posterior pharyngeal
wall� or down into the larynx, subglottic region, and trachea
�evaporation, impingement of the particles on each other, and
fluid-dynamic instabilities, among other factors� may com-
bine to affect the acoustic output.

The purpose of the current study is to conduct a series of
experiments on an excised larynx model, with the aim of �1�
methodically characterizing the acoustics and vibratory be-
havior of the larynx under controlled conditions due to dif-
fering viscosities of materials present during phonation, and
�2� determining which acoustic measures are most highly
correlated with changes in the vibratory behavior of the vo-
cal folds due to foreign materials present during phonation.

II. METHODS

A. Experiment

Most previous ex vivo studies have used canine larynges,
which resemble the human vocal anatomy tissue composition
and angle relative to the trachea, but show some differences
in size and vibratory characteristics. Recent data suggest that
porcine larynges are anatomically similar to human larynges
in most aspects, and show acoustical and vibratory behavior
similar to that of humans �Jiang et al., 2001�, but differ in
having a 40° angle from vocal process �higher� to anterior
commissure �lower� relative to the trachea �Alipour and
Jaiswal, 2009�. For purposes of this study, which is focused
on acoustical and vibratory characteristics, we chose the por-
cine model as most appropriate. It should be noted that the
more angled anatomy of the porcine model may result in
greater pooling and longer persistence of liquid on the vocal
folds at the anterior commissure, relative to behavior in the
human larynx.

Six excised porcine larynges were obtained within 4 h
after sacrifice. Cartilage and soft tissue above the true vocal
folds was removed. A “collar” or lip of a few millimeters
�ranging between 1 mm and 4 mm� around the larynx was
left in place. After the extraneous tissue and muscles were
dissected, removed, and cleaned, the larynges were immedi-
ately placed in a normal saline solution �0.9% NaCl�. The
tracheas were 8–10 cm long. The average glottal length mea-
sured from the anterior commisure to the vocal process was
20.8 mm, and it varied from 19.6–22.9 mm between laryn-
ges. For all larynges, the inferior 4 cm of the trachea was
placed over a rigid tube �inner diameter of 1/2 in. and outer
diameter of 5/8 in.�. The outer trachea wall was clamped to
the tube to prevent air leaks. A stitch was used to adduct the
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vocal processes. Khosla placed one suture through both vo-
cal processes at the same level with the aid of magnification.
The stitch was tied with the minimal tension needed to have
a prephonatory width between the vocal processes of 0 mm.
Special care was taken to position the suture symmetrically
in both the anterior-posterior and inferior-superior direction.
The posterior glottis was completely closed with a suture.
The larynx was fixed in space by using a square mounting
apparatus that had four double prong pins on each side. Each
pin was inserted into the thyroid cartilage �see also Fig. 1�.
Symmetry was monitored via video camera placed above the
glottal exit. The flow that exited the rigid tube and entered
the trachea was supplied by a blower, which could produce a
maximum flow rate of 2500 cc/s at 35 psi. Pressure regulator,
thermocouple, electronic pressure gauges, mass flow meter,
and an electronic control valve were used to regulate the air
upstream. The air was moistened using a humidifier with
thermostat control �Conchatherm III, Hudson Respiratory
Care Inc., Temecula, California�.

Acoustic recordings were obtained by a Bruel and Kjaer
freefield 1

2 in. microphone �Model:4189�, placed 12 cm
above the glottal exit in such a way that it did not interfere
with laryngeal airflow. The microphone has a sensitivity of 4
mV/Pa, a frequency bandwidth of 4 Hz–100 kHz ��2 dB�,
and dynamic sensitivity of 28–164 dB. The response of this
microphone is completely flat from 10 Hz–50 kHz and has
3% distortion for SPL�164 dB. The axis of the microphone
was at 45° inward to the plane of the glottal exit. Of the
various microphone settings, only the filter setting was
changed to a low cut-off of 0.1 Hz and a high cut-off of 11
kHz. These settings were maintained for all the experiments.
Static and dynamic subglottal pressure was recorded by a
Honeywell pressure transducer �Model FPG1 WB� with sen-
sitivity in the range of �24 cm H2O relative to atmospheric
pressure, a frequency response up to 2 kHz, and an accuracy
of 0.1%. This pressure transducer was placed flushed on the
walls of the rigid tube at a distance of 15 cm, below the
vocal folds. Both the microphone and pressure transducers
were calibrated before the start of every experiment. The
EGG, acoustic and subglottal pressure signals recorded dur-
ing phonation were each sampled at 20 kHz using a 16 bit NI
data acquisition card �Model PCI 6259�. A high-speed video
camera �High Speed Phantom Version 7.1, sampled at 8 kHz�

was placed approximately 30 cm above the glottal exit to
visualize the vocal fold vibration and fluid motion on the
laryngeal surface.

The experiments described in this paper used liquid of
standardized viscosities as supplied by a manufacturer of
Varibar barium �E-Z, EM, Inc.�. The liquids used differed
respectively by an order of magnitude: �1� Varibar “thin liq-
uid,” with a viscosity of 4 cP, �2� Varibar “nectar,” with a
viscosity of 300 cP, and �3� Varibar “improved honey,” with
a viscosity of 3000 cP. Our aims in using barium were: �a�
because it can be obtained in standardized viscosity form; �b�
it is opaque and easy to visualize by visible wavelength cam-
era; and �c� it is routinely used during videofluorographic
�VFSS� studies of human swallowing function. Although
there may be reasons to suspect that VFSS tests using
barium-mixed liquids are not fully representative of natural
swallowing behaviors �Steele and Van Lieshout, 2005�,
barium as a contrast agent is always required for radio-
graphic diagnostic imaging of swallow function �Loge-
mann,1993, 1998�. We reasoned that using barium in our ex
vivo studies would be maximally comparable to this com-
monly used clinical test.

The same sequence of events was followed for each of
the six larynges. There were four trials. Condition 1 con-
sisted of a baseline trial �phonation with no fluid on the
folds�. Conditions 2, 3, and 4 involved the presence of ma-
terials on the larynx. The latter conditions will be referred to
as the “viscosity” conditions. For each trial, a premeasured
amount of liquid �0.3 ml� was placed on the larynx at a
distance of approximately 1 cm above the glottal exit before
the start of phonation by locating a syringe above the hori-
zontal and vertical midline of the folds. Again for each trial,
the larynx was set into vibration by increasing the subglottal
pressure until the larynx began to sustain phonation. This
pressure, i.e., the minimum pressure required to set the vocal
folds into vibration, is commonly called phonation threshold
pressure �PTP� �Titze, 1994b�. Because it reflects various
aspects of the physiology of the vocal folds �i.e., scar tissue,
edema, bowing, among others� it is an important clinical
parameter that appears to correlate well with speech system
dysfunctions �Titze, 1988; Steinecke and Herzel, 1995; Luc-
ero and Koenig, 2005, 2007; Tao and Jiang, 2008�. We re-
corded the pressure at this point for each experimental con-
dition.

The larynx was kept in vibration at PTP for 2 s. Before
each experiment began, the larynx was cleaned of any re-
maining materials. The larynx was then removed from the
apparatus and soaked in saline solution for 10 min before the
start of the next condition. Images from the baseline condi-
tion were used to verify that the larynx was configured,
within the apparatus, in the same manner for each of the
conditions.

Observation of the high-speed images revealed that, dur-
ing the 2-s period of the phonation experiment, each of the
fluids �honey, nectar, and thin liquid� remained within the
“collar” of tissue surrounding the vocal folds. All of the flu-
ids were observed to slip gradually through the glottis, as the
vocal folds opened and closed. We assumed evaporation to
be negligible over this 2-s period.

FIG. 1. �Color online� Photograph of the experimental setup.
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B. Acoustic experiments

The first 500 ms of the acoustic recordings were ex-
tracted, and the following measurements were recorded: �1�
average phonation frequency at PTP, �2� % jitter, �3� % shim-
mer, �4� correlation dimension �D2�, and �5� maximum
Lyapunov exponent �L�. In addition, we examined the sig-
nals using �6� conventional �CN� spectrograms, �7� time-
corrected �TC� spectrograms, and �8� phase plots. % jitter, %
shimmer, and average phonation frequency were calculated
using the TF32 voice analysis software �Milenkovic, 2006�.
Jitter is defined as cycle to cycle variation in pitch period
during voicing, and shimmer is variation between amplitudes
in waveform cycles. In this study, we report both of these
measures as percentages. The algorithm used to compute in-
stantaneous pitch is that described by Milenkovic �1987�.

Multibody dynamic systems such as those described
here—i.e., liquid material lying on the surface of a vibrating
vocal fold—are known to give rise to additional, non-
harmonic frequencies. These frequencies are not well repre-
sented by conventional spectrograms, which tend to “smear”
them. Accordingly, we evaluated the acoustic time series �x�
with both conventional and time-corrected spectrograms �Fu-
lop and Fitz, 2006�. The later technique is a variant of the
spectrogram reassignment method described in Fulop and
Fitz �2006�, as follows.

Given a spectrogram Sx, Sx=�−�
� �−�

� Wx�s ,��Wh�t−s ,�
−��dsd�, which is defined as the two-dimensional convolu-
tion of the Wigner–Ville distribution �WVD�, Wx and Wh,
Wx�t ,��=�−�

� x�t+ �� /2��x��t− �� /2��e−j2���d�, and similarly,
Wh is the WVD of the window function; superscript � de-
notes the complex conjugate.

Each point in time �t� and frequency ��� space in the
spectrogram �t ,�� is reassigned to another point �t� ,��� in
the time-corrected spectrogram. Mathematically,
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The reassigned spectrogram Sx
�r� at any point �t� ,��� is given

as

Sx
�r��t�,��;h� = �

−�

�

Sx�t,�;h���t� − t̂�x;t,�������

− �̂�x;t,���dtd� .

The reassignment can be thought of as a two step process:
�1� smoothing using a window function, which dampens the
oscillations that arises due to the cross interference terms;
and �2� refocus the contributions that survived after smooth-
ing. This method introduces a weighing function to t� and ��,

such that the new time frequency coordinate better reflects
the distribution of energy in the analyzed signal.

In order to allow better comparison between the conven-
tional and TC spectrogram, the variables: �1� type of window
�Hamming�, �2� window size �256 samples�, �3� overlap of
the signal �50%�, and �4� number of points of Fast Fourier
Transform �FFT� �1024� were kept constant. Further, we ob-
served from the high-speed video images that the liquid
placed on the larynx tended to follow a cycle of collecting in
pools, dispersing, and then collecting again. We suspected
that this action of the material on the larynx might produce
signals that were intermittent in nature.

C. Nonlinear methods

To investigate the nonlinear dynamics of the acoustic
time series data x�ti�, we employed three variables: �1� phase
space methods, �2� correlation dimension, and �3� Lyapunov
exponents �Heath, 2000; Kantz and Schreiber, 2000; Sprott,
2003�. An m-dimensional phase space could be reconstructed
as yi= �x�ti� ,x�ti−�� , . . . ,x�ti− �m−1����, where x�ti� repre-
sents a single sample at time instant ti. The signal x�t� is
acquired at equal intervals, dt=1 / fs, where fs is the sampling
frequency �fs=20 kHz in this study�. These m-dimensional
vectors, yi, trace a trajectory in time, which eventually settle
down on a path known as an attractor �Heath, 2000, Kantz
and Schreiber, 2000, Sprott, 2003�. The delay time � and
embedding dimension m are two fundamental parameters in
the phase space reconstruction. Takens �1988� showed that
when m�2D+1, where D=Hausdorff dimension, the recon-
structed phase space using the lagged coordinates is topo-
logically equivalent to the original phase space. In this study,
we employed the Takens method to estimate m. The time
delay � was identified according to the method of Fraser and
Swinney �1986� as the first minimum corresponding to the
least value of the mutual information S. Mathematically, S
=−	

i,j

Pij����ln Pij��� / PiPj, where Pi is the probability of find-

ing a time series value in the ith interval and Pij is the joint
probability that �a� an observation falls on the ith interval
and �b� after a delay �, the same observation falls on the jth
interval.

1. Correlation Dimension

The measure of correlation dimension D2 is commonly
used to study invariant characteristics of non-linear dynami-
cal systems �Theiler, 1990�. The higher the value of D2, the
more complex the dynamical system, and the more degrees
of freedom are needed to describe the dynamics of the sys-
tem. In contrast, lower D2 values require lesser states to de-
scribe the system. Mathematically, the correlation sum for a
finite data set such as a time series is given as

C�N,	� =
2

N�N − 1�	i=1

N

	
j=i+1

N


�	 − 
xi − xj
� .

In this case, 
 is the Heaviside function, 
�x�=0 if x� =0,
and 
�x�=1 for x�0. The Theiler correction was applied to
C�N ,	� to discard data points that are strongly correlated in

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Murugappan et al.: Acoustic characteristics of phonation 2581



the phase space �Theiler, 1986, 1987�. The modified formula
is given as

C�N,	,W� =
2

�N − W��N + 1 − W�	i=1

N

	
j=i+1

N


�	 − 
xi − xj
� .

In this case, W is the number of closely spaced data points
around xi that are correlated. The correlation dimension D2 is
computed as the slope of logarithmic correlation sum to
logarithmic distance 	,

d�N,	� =
� ln C�N,	,W�

� ln 	

D2 = lim�	 → 0�lim�N → ��d�N,	�

In the current study, C was plotted as a function of 	 for
varying values of m. D2 was estimated as the slope of the
linear fit in the region where all the curves collapse for di-
mensional values greater than m �embedding dimension�.

2. Lyapunov exponent

The Lyapunov exponent is another parameter that is
used to describe the stability properties �i.e., sensitivity� of
the dynamical system. A positive Lyapunov exponent L is an
indication of the presence of chaos. The Lyapunov exponent
expresses the relationship between positive and negative de-
viations from a trajectory in phase space. When deviations
are damped over time, L�0. When deviations grow over
time, L�0. A negative L is associated with stability of the
dynamical system, while a positive L is associated with in-
stability of the dynamical system �Wolfe et al., 1985�. In this
study we used the Wolfe et al. �1985� method to compute the
largest positive Lyapunov exponent L. The algorithm in-
volves computing Euclidean distances between two neigh-
boring points in the attractor over an “evolution time” T. The
ratio of initial and final separation distances d�0� and d�T� is
used to compute L, using the formula

L =
1

T
�ln

d�T�
d�0�� ,

where  � denotes average over several data points. The av-
eraging procedure is performed over small separation dis-
tances d and along the most unstable direction �Wolfe et al.,
1985�.

D. Statistical methods

A statistical significance level of p=0.05 was arbitrarily
chosen in this study. A one-way analysis of variance
�ANOVA� test was performed separately for each of the six
different parameters �phonation threshold pressure, phona-
tion frequency, % jitter, % shimmer, Lyapunov exponent,
correlation dimension� across the four groups �baseline, thin
liquid, nectar, and honey�. ANOVA test is used to check the
null hypothesis that different groups come from the same
distribution �Dawson and Trapp, 2004�. The ANOVA test
assumes that data samples be drawn from normally distrib-
uted populations and that variances between the groups are
similar. These two conditions were reasonably satisfied by
the test data for the different computed parameters. A p value
less than 0.05 indicates that a difference exist among differ-
ent groups. For those parameters where the ANOVA results
�from the parameter mean� were significant �p�0.05�, a
pairwise comparison was made among the groups using
Tukey HSD post hoc analysis. A pairwise comparison in-
volves comparing each of the possible pairs among the four
groups �six possible pairs for four different groups, see also
Table I�. Stoline �1981� indicates that the Tukey HSD
method is the most powerful and accurate method to make
pairwise post hoc comparisons. MATLAB 7.6 �Mathworks�
was used for statistical analysis.

III. RESULTS

A. Subglottal pressure experiments

The first set of experiments was conducted to determine
a phonation threshold, i.e., the subglottal pressure required to
initiate sustained phonation for each of the four conditions:
�1� baseline, �2� thin liquid, �3� nectar, and �4� honey consis-
tency. Thus, each larynx was set into vibration under each of
the four conditions, and the subglottal pressure at which sus-
tained vibration occurred was recorded. We expected that the
addition of liquid would increase the aerodynamic load of
the vocal folds, and thus, the subglottal pressure necessary
for sustaining phonation. As Table II shows, the subglottal
pressure for each of the six larynges did in fact increase
under load. This difference was statistically significant with a
p value of 0.00002 �see also Table III�. Further, the pressure
difference was related to the viscosity of the material; thus,
the required pressure in the honey condition �3000 cP� was
higher than the required pressure in the nectar condition �300
cP�, and the pressure in the nectar condition was higher than
the thin liquid �4 cP� condition.

TABLE I. Post hoc Tukey HSD Q values �critical Q at an alpha of 0.05 is 4.9�.

Q value �correlation dim� Q value �Lyapunov exponent� Q value �PTP�

Baseline versus thin liquid 5.85a 2.8 0.4
Baseline versus nectar 8.7a 8.6a 0.75
Baseline versus honey 12.7a 9.3a 8.12a

Nectar versus thin liquid 2.8 5.8a 0.4
Nectar versus honey 4.0 0.7 7.37a

Honey versus thin liquid 6.9a 6.4a 7.78a

aStatistically significant differences.
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B. Acoustic Experiments

It is interesting to consider what measures were consis-
tent across conditions and larynges. Average phonation fre-
quency �F0� at PTP for the baseline, thin liquid, nectar, and
honey conditions was consistent across the three conditions
and the six larynges, falling within a range of 266–283 Hz
�see also Table II�. The difference between the F0 for the
different viscosity condition was statistically insignificant
�p=0.76� at a p value of 0.05 �see also Table III� �for the
baseline condition, the average F0 was 270 Hz �range
=260–278 Hz�, for the thin liquid condition, it was 270.3
Hz �range=262–278 Hz�, for the nectar condition, it was
272�range=268–282 Hz�, and for the honey condition, it
was 273�range=268–283 Hz��. Interestingly, this suggests
that although the extra material on the vocal folds increased
the subglottal pressure required to initiate phonation, it did
not materially affect the rate of vocal fold vibration. Note
that in a study of the effect of hydration, Ayache et al. �2004�
found that adding viscous fluid to the surface of the vocal
folds lowered the vibratory frequency. However, in the Ay-
ache et al. study, as opposed to the current study, a very
small amount of viscous fluid was swabbed onto the free
margin of the fold. Further, the comparison condition in-
volved vocal folds with no fluid applied. As such, the Ayache
et al. study is less applicable than the current study to the
conditions obtaining for patients with swallowing disorders.
For instance, the methodology of the Ayache et al. study
makes it possible that the fluid in question was absorbed by
the dehydrated vocal folds internally, rather than resting on
the surface during phonation.

Overall, as the experiments progressed, less and less ma-
terials remained on the vocal folds. Accordingly, the time
trace of the subglottal pressure showed major differences be-
tween the baseline and the “viscosity” conditions. An ex-
ample comparison is shown in Figs. 2�a� and 2�b�, which
contrast time traces of the subglottal pressure during phona-
tion for the baseline no fluid condition �seen in Fig. 2�a�� and
the highest viscosity honey condition �seen in Fig. 2�b�� for
Larynx 1. As the figure shows, when we compare the base-
line versus honey condition, there is a clear difference in the
pressure peak-to-peak amplitude and pitch-pitch variation

between cycles, with the baseline condition exhibiting a pe-
riodic signal with nearly constant peak-to-peak amplitude,
and the honey condition showing wide variation in peak-to-
peak amplitude. The honey condition also shows irregular
kinks/humps that vary with time �see Fig. 2�b��. Further, the
average baseline PTP for this larynx was higher in the honey
condition �6.4 cm of H2O in the baseline condition, and 8.5
cm in the honey condition�, while the average peak-peak
amplitude of the signal was lower �2.89 cm H2O versus 2.1
cm H2O, respectively�. In other words, as noted above, the
mean PTP increased when fluid was added, and the increase
was proportional to the change in viscosity �see also Table
II�. In contrast, the mean peak-peak amplitude of subglottal
pressure decreased proportionately as viscosity increased
during phonation.

Note that in all cases, the PTP and F0 values were con-
sistent with those produced by normal human females using
their habitual speaking voice. Figure 3 shows an FFT spec-
trum of the signal calculated across the entire 2-s experiment
for Larynx 1, in each of the three baseline, thin liquid, nectar,
and honey conditions. Distinct peaks can be observed at the
average fundamental �278 Hz� and its harmonics. Consistent
with our earlier observation �see also Table II�, the change in
average fundamental frequency between the three viscosity
conditions was negligible.

Each of the effects described above are consistent with
the characteristics of an unsteady dynamical system consist-
ing of the combined vocal fold vibration and motion of fluid
on the surface of the vocal folds. To further characterize the
behavior of the system, we plotted the spectral density over
time of the acoustic signals for each combination of condi-
tion and larynx, using CN and TC versions. Figure 4 shows
an example of these measures for Larynx 1. The baseline
condition is shown in Figs. 4�a� and 4�b�, thin liquid condi-
tion in Figs. 4�c� and 4�d�, the nectar condition in Figs. 4�e�
and 4�f�, and the honey condition in Figs. 4�g� and 4�h�.

Both CN and TC spectrograms show distinct lines at the
fundamental �first harmonic� and second harmonic �2�F0� in
the time frequency plots for all cases. The conventional spec-
trogram shows clear evidence of energy smearing �or broad-
ening� at the fundamental �278 Hz� and second harmonic

TABLE II. PTP in cm of H2O/phonation frequency �Hz� for baseline, “thin liquid” �4 cP�, “nectar” �300 cP�,
and “honey”�3000 cP�. Error in PTP�0.1%.

Viscosity Larynx 1 Larynx 2 Larynx 3 Larynx 4 Larynx 5 Larynx 6

Baseline 6.4/278 6.9/260 6.3/266 7.2/269 7.8/274 6.1/274
4 cP 6.6/278 7/262 6.35/268 7.3/267 7.8/274 6.2/273
300 cP 6.6/282 7.1/268 6.4/269 7.35/269 8/271 6.45/272
3000 cP 8.5/283 9.0/268 8.9/268 9.1/272 10.2/272 8.0/277

TABLE III. p, F values from one-way ANOVA test for different metrics.

PTP Phonation frequency % jitter % shimmer L D2

p value 0.00002a 0.76 0.14 0.07 0.004a 0.001a

F value, df =3,20 15.08 0.39 2.44 3.52 10.2 14.3

aStatistically significant differences �p�0.05�.
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�556 Hz� for all cases. Some resolution is added by the TC
spectrograms, such that we observe the presence of second-
ary frequencies between the fundamental and second har-
monic. The presence of higher amplitude intermittent low
frequencies �lower than F0� can also be clearly observed for
the case with honey in both the conventional and TC spec-
trograms. Both CN and TC spectrograms show intermittent
low frequencies for the load conditions, and a distinct damp-
ening in the higher harmonics �834, 1112, 1390, 1668 Hz�,
but this dampening is much greater in the honey condition
than in the nectar condition.

The presence of frequencies lower than the fundamental
�i.e., the phonation frequency�, the generation of high fre-
quencies, the spectral broadening, and intermittent nature of
these elements are classic signs of a non-linear system. Fig-
ures 5�a�–5�d� show the phase portraits of the baseline and
the three viscosity conditions. The phase reconstruction is
the plot of the acoustic phonation signal in delayed coordi-
nates �Heath, 2000, Kantz and Schreiber, 2000, Sprott,

2003�. For the baseline condition, the signal is periodic, and
shows the presence of a well-defined, i.e., regular, closed
loop trajectory �see Fig. 5�a��. The greatest contrast is shown
by the honey condition, indicating an irregular pattern con-
firming the characteristics observed in the CN and TC spec-
trogram plots �see Fig. 5�d��. The thin liquid and nectar con-
ditions are intermediate in nature, showing a closed loop
trajectory with less complex behavior, as compared with the
honey condition. Note that the baseline condition and the
nectar and thin liquid conditions differ in the attractor trajec-
tory, which is seen in the thickness of the difference between
the inner and outer boundaries of the loop. This in part arises
due to the large variation in amplitudes between cycles in the
thin liquid and nectar condition �also seen by large shimmer
values, Fig. 6�.

For purposes of quantifying the behavior observed in the
phase plot, we computed the mean and standard error of the

FIG. 2. �Color online� Acoustic time traces of phonation �a� baseline, no
fluid on folds, and �b� honey condition for Larynx 1.

FIG. 3. Fast Fourier transform of the acoustic signal for baseline, thin liq-
uid, nectar, and honey condition for Larynx 1.

FIG. 4. �Color online� �a,c,e,g� Time corrected and �b,d,f,h� conventional
acoustic spectrogram for �a,b� baseline, no fluid on folds, �c,d� thin liquid on
folds, �e,f� nectar on folds, and �g,h� honey on vocal folds for Larynx 1.
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correlation dimension �D2�, and the maximal Lyapunov ex-
ponent �L�. In addition, we computed the conventional mea-
sures of % jitter and % shimmer. These are plotted in Fig. 6
for the six larynges, and for each of the four conditions. The
vertical bars represent the standard error computed over all
six larynges.

In all of the cases, we observed a positive value for L,
which suggests that the system exhibits chaotic behavior.
However, a more stringent test to distinguish a random data
from that of a chaotic data is the surrogate analysis �Theiler
et al., 1992�. This test was performed in the current study.
The surrogate data has the same power spectra as the original
data set. A surrogate test involves subjecting both the origi-
nal and surrogate data to the same type of non-linear analy-
sis. This test has already been used in experimental data
�Grassberger, 1986, Gober et al., 1992, Kurths and Herzel,
1987, Narayanan and Alwan, 1995�. If the results from the
surrogate data are significantly different from those of the
original data, then the null hypothesis that the original data
arises from a random process can be rejected. One method of
generating surrogate data is to take the Fourier transform of
the original data, randomize phases, and then inverse Fourier
transform to obtain the surrogate data set. This method was
adopted in our study. We performed this analysis on two of
the fluid conditions in Larynx 1. A plot of the correlation
dimension and maximal Lyapunov exponent as a function of
the embedding dimension is shown in Fig. 7. It can be seen
that with increasing embedding dimension, the original
data sets converged to a fixed correlation dimension and

FIG. 5. �Color online� Phase portraits for �a� baseline, no fluid on folds, �b�
thin liquid condition, �c� nectar condition, and �d� honey condition for Lar-
ynx 1.

FIG. 6. �Color online� Bar plot of correlation dimension, Lyapunov
exponent�10, % jitter, % shimmer, PTP, and F0 for the baseline, thin liquid,
nectar, and honey condition. The vertical bars represent the standard error
computed over all six larynges for each parameter.

FIG. 7. Plot of correlation dimension and maximum Lyapunov exponent as
a function of the embedding dimension, m for original and surrogate acous-
tic data for thin liquid and honey condition for Larynx 1.
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Lyapunov exponent, whereas the surrogate data sets does not
achieve a fixed value. The value of the Lyapunov exponent
for the surrogate data sets is found to decrease with increas-
ing embedding dimension, but never converges to a fixed
value; whereas the value of correlation dimension steadily
increases with increasing m. This test indicates that the sur-
rogate data sets represent characteristics of a stochastic sys-
tem. Additionally, the convergence of D2 and L from the
fluid conditions to a fixed value signifies that the data arose
from a chaotic process.

Table IV shows mean and range for �1� % jitter, �2� %
shimmer, �3� Lyapunov exponent, and �4� correlation dimen-
sion for the baseline and different viscosity conditions in all
the six larynges. The p value and F statistic from the
ANOVA test is summarized in Table III. For the non-linear
metrics �correlation dimension and maximal Lyapunov expo-
nent�, p values were less than 0.05, indicating that there was
a statistical difference between the baseline and three differ-
ent viscosity conditions. In contrast, the classical measures
showed a non-significant difference �p�0.05�. Furthermore,
no differences were identified in the phonation frequency
between the different conditions, whereas a statistically sig-
nificant difference was observed in the phonation threshold
pressure between the different conditions.

The above finding suggests that the classic perturbation
measures of jitter and shimmer cannot reliably identify dif-
ferences between the baseline and different load conditions.
Note that increased jitter and shimmer are sometimes found,
but do not seem to be a consistent indicator of material on
the vocal folds �this finding is consistent with the study of
Ramig et al. �1990�, which showed increased shimmer in
some, but not all amyotrophic lateral sclerosis patients who
presented with a wet sounding voice�.

A post hoc analysis was performed using the Tukey
HSD method to identify differences between the different
conditions for PTP and the two nonlinear metrics, D2 and L.
The studentized range statistic Q is given in Table I for each
different comparison of the baseline and viscosity conditions.
To reach statistical significance at the 0.05 level, the neces-
sary Q value for alpha is 4.9 �degrees of freedom=6 and
number of treatments=4�; that is, values of Q�4.9 indicate
that there is a statistical difference. As Table I shows, all
comparisons between baseline and viscosity conditions were
significant for D2. In contrast, the Lyapunov exponent was
unable to detect a significant difference between baseline and
thin liquid conditions, but was able to identify differences
between nectar and thin liquid. D2 did not detect reliable
differences between thin liquid and nectar, or nectar and
honey conditions. All three measures �PTP, D2 and L� were

able to identify differences between thin liquid and honey
conditions.

It should be noted that the computation of correlation
dimension and Lyapunov exponent in finite experimental
data has several limitations. Some of these limitations in-
clude the presence of noise, stationarity of the signal, finite
signal length, and influence/presence of auto-correlation ef-
fects. In this study, we attempted to obtain reliable estimates
and validate them in the following manner. For instance,
external noise perturbations were kept to a minimum during
the measurements �this can be seen in Fig. 4, where the
acoustic amplitude of the fundamental was at least 15 times
higher the background noise level�. The operational defini-
tion of stationarity used here was that proposed by Theiler
�1991�. In the current study, the spectral plot of the baseline
and load conditions show amplitude at �frequencies
� fundamental�, which are at least an order of magnitude
lower than the dominant frequencies �see Fig. 3�. Narayanan
and Alwan �1995� and Herzel �1993� imposed durational
constraints on voice sounds in their non-linear analysis. The
rationale behind this approach was that a large number of
pitch cycles could then provide stationary time series seg-
ments. In their data, a duration of as little as 100 ms was
found to be sufficient for the purpose. In the current study,
we computed D2 and L in four equal segments �500 ms� over
the entire 2 s phonation period. The variations between D2

and L between segments in all cases were within 3%.
Using the formula given by Eckmann and Ruelle �1992�, the
upper bound for D2 for a signal length of N=5000
�time segment�sampling frequency=500 ms�10 000� is 7.4.
For both the baseline and viscous load conditions in all the
six larynges, the value of D2 was less than 7.4. This indicates
that N was long enough for reasonable estimates of D2. To
minimize the possibility that the auto-correlation effects
might result in spurious dimension estimates due to loss of
scaling behavior in the correlation integral �Theiler, 1987�,
we employed the mutual information method for computa-
tion of � �Narayanan and Alwan, 1995�.

IV. DISCUSSION AND CONCLUSION

Overall, the results of this study document the following
three characteristics of vocal fold vibration under liquid load.

�1� Phonation with liquid material on the vocal folds shows
characteristics of irregular and aperiodic phonation.

�2� The non-linear measures tested were more sensitive to
differences between viscosity conditions than were the
classic measures of % jitter and % shimmer.

TABLE IV. Range of % jitter, shimmer, correlation dimension, and maximal Lyapunov exponent for all the six
larynges.

Baseline Thin liquid Nectar Honey

% jitter 0.38–0.58 2.6–4 1.5–6.7 3.8–11.39
% shimmer 3.6–6.4 17.6–18.9 14–29 9–26
Correlation dimension, D2 2.28–2.4 3.0–3.34 3.4–3.7 3.9–4.17
Maximal Lyapunov exponent, L 0.05–0.1 0.19–0.32 0.58–0.595 0.625–0.637
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�3� Differences across conditions were consistent with the
prediction that the effect of increasing liquid viscosity on
the vocal folds is to increase the PTP, % jitter, and %
shimmer, and reduce the peak-peak amplitude of sub-
glottal pressure.

There are a number of similarities between our results
and the results of studies on abnormal phonation in patho-
logical voice conditions involving edema, vocal folds polyps,
nodules, and cysts, among others �Herzel et al., 1994, Berry
et al., 1996, Titze, 1994a, Giovanni et al., 1999a, Giovanni
et al., 1999b, Švec et al., 1999, Jiang et al., 2003, Zhang and
Jiang, 2004, Zhang et al., 2005, Jiang et al., 2006, Zhang and
Jiang, 2008�. As in the Jiang et al. �2003� excised experi-
ments, we found that the acoustic signal showed signs of
irregular phonation, and that non-linear methods worked bet-
ter than classic perturbation methods for characterizing base-
line versus viscosity conditions. Similarly, Jiang et al.
�2003�, Zhang et al. �2005�, and Zhang and Jiang �2008�
found that perturbation metrics such as jitter and shimmer
were less effective than non-linear measures at characteriz-
ing differences between pathological voices, or at document-
ing change as a result of clinical intervention. In general,
jitter and shimmer as measures are dependent on accurate
extraction of the pitch period. One possible explanation for
the relative insensitivity of these measures to our data may
be explained by the fact that the viscosity conditions showed
a number of characteristics that are challenging for typical
pitch extraction algorithms. These characteristics include the
generation of intermittent low and high frequencies in the
proximity of the phonation frequency and its harmonics.

A similar explanation may apply to the pathological
voices examined by Herzel et al., 1994, Berry et al., 1996,
Titze, 1994a, Giovanni et al., 1999a, Giovanni et al., 1999b,
Švec et al., 1999, Jiang et al., 2003, Zhang and Jiang, 2004,
Zhang et al., 2005, Jiang et al., 2006, and Zhang and Jiang,
2008.

In addition, we found that the non-linear measures were
particularly sensitive to differences in viscosity. For ex-
ample, both correlation dimension and the Lyapunov expo-
nent were able to identify difference between thin liquid and
honey. Additionally, the Lyapunov exponent was able to de-
tect differences between thin liquid and nectar, whereas cor-
relation dimension did not �it should be pointed out that nei-
ther metric was sensitive to the difference between honey
versus nectar�. This result suggests that non-linear analysis
of voice after swallowing in patients who show signs of
swallowing disorder may be useful in assessing the presence
of foreign materials. It might also be useful in assessing dif-
ference between different viscosity liquids present on the vo-
cal folds �thick versus thin mucous/secretions or food mate-
rial� in patients who fail to clear secretions or patients who
present with a high risk of aspiration on a certain viscosity
food material.

Our finding that liquid load on the vocal folds increases
the subglottal pressure necessary for phonation �PTP� is not
unexpected, simply because it takes a higher pressure to
move a greater mass. Additionally, the presence of liquid on
the vocal folds reduces the peak to peak subglottal pressure

amplitude. We speculate that the presence of fluid on the
folds dampens vibrations and mucosal waves on the surface.
Higher viscosity fluids can be thought of inducing greater
damping force on the vibrations, which could lead to higher
PTP and lower peak-peak subglottal pressure amplitude in all
the six larynges. Larger variation in subglottal pressure am-
plitude was also observed with the presence of liquid, which
could be possibly attributed to dynamic motion of the liquid
and its subsequent loss into the glottis opening. The finding
of irregular and aperiodic components in the phonatory sig-
nal is also not surprising. The dampened vibrations generated
due to presence of liquid on the vocal folds surface act to
decrease the amplitude of sound production. In addition, the
fluid may come into contact with the glottal airflow as a
consequence of its motion on the surface of the vocal folds.
Contact of this nature may well generate a multitude of ef-
fects related to fluid evaporation and fluid inertial behaviors
�e.g., pooling on the surface of the larynx and into adjacent
structures, spilling below the vocal folds, impinging on the
walls of the supraglottal structures, and breaking up/
atomization into smaller fluid particles�. Various aeroacoustic
mechanisms can cause generation of sound when the air flow
is occasionally interrupted or comes in contact/impinges with
the liquid during glottal opening. For example, the interac-
tion of glottal air flow with liquid/food material on the vocal
fold surface presumably will generate a fluctuating pressure,
which in turn produces a new dipole source or modification
of the rate of change in airflow Q at glottis, dQ /dt �Zhao
et al., 2002�. Such effects may explain the intermittent
acoustic events that were observed in the TC spectrograms
�see Figs. 4�c�–4�h��.

This study focuses on only a few of the variables in-
volved in evaluating vocal fold phonation under load. For
instance, fluid mass affects the total load on the vocal fold.
While in the present study, we employed a constant fluid
volume for liquids of different viscosity, the behavior of dif-
ferent volumes is another dimension of variation, which
arises commonly in clinical swallow studies. Many patients
with swallowing difficulties also present with laryngeal pa-
thologies, and it will be important to determine how these
different pathologies affect the behavior of the material on
the vocal folds, and their acoustic consequences. Additional
work in the area of spatio-temporal vocal fold characteristics
and liquid-phonatory airflow-vocal folds vibratory structure
coupling will also be required to understand the complex
interaction and its effect on non-linear metrics. Future work
should also involve comparing these results with clinical en-
doscopic evaluations �flexible endoscopic swallowing study�
of larynx in patients with swallowing disorders. Studies
should also include comparing these data to other ex vivo
tissue models �e.g., canine� and evaluate the effect that arises
due to geometrical differences �e.g., sloping glottis�.

The overall direction of these studies will be twofold. In
the one case, the analysis of acoustic signals produced by
vocal folds under different load conditions may provide a
supplementary tool for use in the differentiation and moni-
toring of phonatory behavior during diagnosis and treatment
of swallowing disorders. In the other case, if we can establish
accurate identification of swallowed material on the vocal
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folds during phonation via acoustic analysis, then this may
help in estimating the threat of these conditions on lower
airway protection and respiratory health.
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The effect of whisper and creak vocal mechanisms on vocal
tract resonances
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The frequencies of vocal tract resonances estimated using whisper and creak phonations are
compared with those in normal phonation for subjects who produced pairs of these phonations in the
same vocal gesture. Peaks in the spectral envelope were used to measure the frequencies of the first
four resonances �R1–R4� for the non-periodic phonations, and broadband excitation at the mouth
was used to measure them with similar precision in normal phonation. For resonances R1–R4,
whispering raises the average resonant frequencies by 255 Hz with standard deviation 90 Hz,
115�105, 125�125, and 75�120 Hz, respectively. A simple one dimensional model of the vocal
tract is presented and used to show how an effective glottal area can be estimated from shifts in
resonance frequency measured during the same vocal gesture. Calculations suggest that the effective
glottal area thus defined increases to 40�30 mm2 during whispering. Creak phonation raised
significantly only the first and third resonant frequencies, by 45�50 and 65�120 Hz respectively.
It thus appears possible to use creak phonation to determine resonances with more precision than is
available from the spectral envelope of voiced speech, and this supports its use in teaching
resonance tuning to singers. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3316288�

PACS number�s�: 43.70.Gr, 43.70.Aj, 43.70.Bk �CHS� Pages: 2590–2598

I. INTRODUCTION

The acoustic resonances �Ri� of the human vocal tract
are of interest for several reasons. When excited by various
mechanisms, these resonances give rise to peaks in the spec-
tral envelope of the output sound �e.g., Fant, 1970�. In
speech, the peaks in the spectral envelope with the two low-
est frequencies usually identify the vowels in Western lan-
guages and contribute to regional accents. Further, their
variation in time is important to the identification of many
consonants. The peaks in the spectral envelope that occur at
higher frequencies are important in determining the timbre
and identity of the voice �e.g., Fant, 1973; Clark et al.,
2007�.

The resonances are also important in music, for reasons
not directly related to phonetics �Wolfe et al., 2009�. Follow-
ing suggestions by Sundberg �Lindblom and Sundberg, 1971;
Sundberg, 1977�, it has been demonstrated that some singers
“tune” the lowest resonance to a frequency near the funda-
mental �f0� of the note sung �Joliveau et al., 2004a, 2004b�,
thereby obtaining extra output power for a given vocal effort.
Other singers have been shown to tune the first resonance to
the second harmonic �Henrich et al., 2007�. Furthermore, it
is proposed that these resonances can also influence the vi-
bratory behavior of the vocal folds �Titze 1988, 2004, 2008�.
Indeed it is possible that composers have aided the acoustics
of the soprano voice at high pitch when setting text to music
by appropriately matching sung pitch to resonance frequency
�Smith and Wolfe, 2009�. Vocal tract resonances also play an
important role in determining the timbre or pitch of wind
instruments, e.g., the didjeridu �Tarnopolsky et al., 2005,

2006�, the saxophone �Chen et al., 2008�, and the clarinet
�Chen et al., 2009�. Indeed, experienced musicians have
been observed to play with the relatively small glottis �Mu-
kai, 1992� that would enhance vocal tract resonances.

The frequencies of the resonances may be estimated in a
number of ways. The spectral maxima in the output sound
will occur at frequencies close to those of the tract reso-
nances that produce them, so one method involves estimating
the resonances from the sound spectrum of speech or song.
In normal phonation, however, the tract is predominantly ex-
cited by periodic vibration of the vocal folds. Consequently,
the frequency domain is sampled at multiples of the funda-
mental frequency f0, so it is difficult to determine unambigu-
ously the frequencies of the resonances with a resolution
much finer than f0 /2. f0 is typically 100–300 Hz in conver-
sational speech, but may be considerably higher in singing
where the resolution is correspondingly much worse �Mon-
sen and Engebretson, 1983�. The estimation of resonance
frequencies from spectral peaks in normal phonation is fur-
ther complicated by the frequency dependence of the source
function at the glottis, which is in general unknown.

One possible method of improving the frequency reso-
lution involves vibrating the neck near the glottis using a
broadband mechanical source �Coffin, 1974; Sundberg,
1977; Pham Thi Ngoc and Badin, 1994�. This has the advan-
tage that it stimulates the tract from an area near the glottis,
but its disadvantages are that the transfer functions between
the mechanical signal and the acoustical signal at the glottis
are unknown, and that it involves perturbing the subjects.

A potentially more precise method of estimating the fre-
quencies of resonances of the tract during normal phonation
involves exciting it with a known, external, acoustic flow at
the mouth �Epps et al., 1997; Dowd et al., 1998�. A broad-
band source of acoustic flow and a microphone are posi-
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tioned at the subject’s lower lip. During normal phonation,
the microphone pressure signal is the sum of the widely
spaced harmonics of the periodic voice signal and the pres-
sure produced by the injected acoustic flow interacting with
the vocal tract and the radiation field. However, it has the
disadvantages that the tract is measured from the mouth
rather than the glottis, and it is measured in parallel with the
external radiation field.

Another method of estimating resonances involves ex-
citing the tract by a non-periodic vocal mechanism, thereby
producing a spectrum whose peaks may be determined with
greater precision than is possible for normal speech. Whis-
pered speech is produced by turbulent flow through a rela-
tively small, nearly constant aperture formed between the
vocal folds. In creak phonation, also called the creak voice,
vocal fry or mechanism 0, the vocal folds open in an aperi-
odic way �Hollien and Michel, 1968; Gobl, 1989�. Research-
ers in acoustic phonetics have used whisper or creak phona-
tion to obtain information about the resonances, with
potential relevance to normal speech. Another practical use
of creak phonation concerns the use of resonance tuning in
singing: Singers may use spectral analysis of their creak pho-
nation to learn to tune a resonance of the vocal tract �Miller
et al., 1997�.

The whisper and creak methods have a possible limita-
tion in that the different phonation types involve changes in
the geometry of the tract around the glottis. Further, even if
the geometry of the entire tract �glottis excepted� were fixed,
the frequencies of the resonances should vary due to differ-
ent average areas of the glottis. It is thus possible that the
resonance frequencies are different for the different modes of
phonation. Consequently, measurements of Ri made during
whisper or creak phonation might not be exactly comparable
with normal phonation.

Indeed, researchers have found that, on average, the
resonances of whispered speech usually occur at significantly
higher frequencies than those of normally phonated speech
�Kallail and Emanuel, 1984a, 1984b; Jovocic, 1998; Matsuda
and Kasuya, 1999�. In contrast, the resonances produced by
creak and normal phonations have been found to be similar
�e.g., Miller et al., 1997�, although Ladefoged et al. �1988�
and Ananthapadmanabha �1984� reported slight increases in
R1 during creak phonation and Moosmüller �2001� found
that, for women, R2 is slightly lowered in the creaky voice.

The above measurements are subject to the limitation
that, while the resonances associated with whispered speech
and creak phonations can be determined precisely from the
spectral peaks in the sound, this is not usually possible for
normal phonation, as explained above. Further, the studies
cited above all compare averages of the resonance frequen-
cies measured in separate vocalization gestures.

In the present study, using ten young Australian women
as subjects, the resolution of such studies is increased by
introducing two experimental improvements. The first is to
use acoustical excitation at the mouth to estimate the acous-
tical resonances of the vocal tract more precisely during nor-
mal phonation. The second is to compare them with esti-
mates of the resonances using whisper or creak phonation in
the same vocal gesture. Finally a simple mathematical model

is developed to estimate the increase in effective glottal area
during these phonation modes. Some of the experimental re-
sults given have been briefly presented earlier �Swerdlin
et al., 2008�.

II. THEORY

A. Simple one dimensional model

In normal speech, the vocal tract is open at the lips and
alternately closed and slightly open at the glottis as the vocal
folds vibrate. In whispering, the glottis is permanently partly
open. Barney et al. �2007� used a mechanical model in ad-
dition to an equivalent circuit model and showed that in-
creased glottal opening raised the frequency of R1. One
might explain this qualitatively as follows: A closed glottis
produces a node in the acoustic flow. Provided that the sub-
glottal tract has no strong resonances at the frequencies of
interest, a slightly open glottis behaves approximately as an
inertance in the frequency range of interest and so reflects a
wave with phase changes in pressure and flow that are, re-
spectively, slightly greater than 0 and slightly less than 180°.
This displaces the node of acoustic flow toward the mouth,
raising the resonant frequency. Because of the inertia of the
air in the glottis, the effect decreases with increasing fre-
quency: At sufficiently high frequency, the air in the glottis
acts to “seal” the glottis and thus turns the slight opening into
a termination that is effectively closed. Hence one expects
that the increase in frequency will be greatest for the lowest
resonance.

A very simple one dimensional �1D� model is shown in
Fig. 1. To simplify the mathematical treatment, the vocal
tract is modeled as a simple cylinder of effective length LT

and radius rT. The radiation impedance at the lip opening is
incorporated by including an end correction in LT. The im-
pedance ZT looking from the junction of tract and glottal
region is given by

ZT = jZT0 tan�kLT� , �1�

where k=2�f /c, f denotes the frequency, and c denotes the
speed of sound. Wall losses will be neglected. The cross-
sectional area ST of the tract is given by ST=�rT

2. The char-
acteristic impedance ZT0 of the tract is given by ZT0=�c /ST,
where � is the density of air. The constricted region between
the vocal folds is also modeled as a simple cylinder of effec-
tive length LG and effective radius rG. Again, end effects are
incorporated in the effective length. The effective radius in-
cludes the open quotient and the influence of the subglottal
region via the glottis. Initially the epilaryngeal region is ne-

LT
LG

LS

2rT2rG 2rS lip opening

vocal tractepilarynx

vocal
folds

ZT

ZG

FIG. 1. A schematic �not to scale� indicating the simple 1D cylindrical
model of the vocal tract. Arrows indicate the planes corresponding to the
impedances ZG and ZT.
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glected. The impedance ZG seen from the glottis through the
constricted vocal folds would then be given by

ZG = ZG0
ZT cos�kLG� + jZG0 sin�kLG�
ZG0 cos�kLG� + jZT sin�kLG�

, �2�

where the characteristic impedance of the vocal fold con-
striction is given by ZG0=�c /SG and the glottal cross-
sectional area is given by SG=�rG

2. The frequency of the nth
minimum is determined primarily by the ZT terms and will
occur when kLT�n�. For the situation considered here LG

�LT. Then kLG�1 for small n and consequently sin�kLG�
�kLG and cos�kLG��1. Equation �2� then simplifies to

ZG � jZG0
ZT0 tan�kLT� + ZG0kLG

ZG0 − ZT0 tan�kLT�kLG
. �3�

ZG will exhibit minima when

ZT0 tan�kLT� = − ZG0kLG. �4�

After the substitution x=kLT, Eq. �4� can be written in the
form

tan x = − Qminx , �5�

where

Qmin = �rT
2/rG

2��LG/LT� . �6�

Similarly ZG will exhibit maxima when

tan x = Qmax/x , �7�

where

Qmax = �rT
2/rG

2��LT/LG� = Qmin�LT
2/LG

2� . �8�

These transcendental equations determine x, and thus the
frequencies fmin and fmax at which the extrema occur in ZG.
The tan function is periodic, and Eqs. �5� and �7� will thus
exhibit multiple solutions that correspond to the various
resonances of the system—see Fig. 2. The minima in ZG will
correspond to maxima in the transfer function between the
glottis and the mouth, and will consequently be associated
with peaks in the spectral envelope of the output sound.

A new value of Qmin can thus be calculated from a
change in the resonance frequency. Qmin depends on the rela-

tive areas and lengths of the glottis and vocal tract �see Eq.
�6��. Small values of Qmin correspond to a glottis whose area
is a larger fraction of the vocal tract area and/or whose ef-
fective length is a smaller fraction of the vocal tract length.
For very small values of Qmin, corresponding to a cylinder
that was ideally open at the glottis, the maxima and minima
would be evenly distributed with frequency at the expected
harmonic frequencies. If Qmin increases due to a decrease in
glottal effective area, the frequency fmin decreases and even-
tually becomes very similar to fmax for large values of Qmin

�Fig. 2�.
An increase in the effective glottal area from its low

value in normal speech will thus cause an increase in the
resonance frequencies. The value of Qmin at which a given
shift in fmin occurs moves to lower values of Qmin as the
order of the resonance increases—see Fig. 3. This figure also
shows that the frequency shift due to a decrease in Qmin

associated with a small glottis is predicted to become smaller
as the order of the resonance increases. Similarly a decrease
in the effective glottal length will cause an increase in the
resonance frequencies.

The effect of changes in the geometry of the epilaryn-
geal region can now be included in the mathematical treat-
ment using the same approach and approximations as that
used above. Qmin and Qmax can then be replaced with Q�min
and Q�max and are given by

Q�min

rT
2

LT
� LG

rG
2 +

LS

rS
2� , �9�

Q�max = rT
2�LS

LT

1

rS
2 +

LT

LG

1

rG
2� , �10�

where the epilaryngeal region has an effective length LS and
radius rS. In general the second term in Eq. �9� will be less
important. However, Eq. �9� does predict that a decrease in rS

�while other parameters remain constant� will increase Q�min
and thus decrease the resonance frequencies.
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III. MATERIALS AND METHODS

A. The subjects

Ten Australian women, aged between 20 and 30 years,
volunteered to participate. All were native speakers of Aus-
tralian English, were judged to have similar Australian ac-
cents, and none reported or showed evidence of speech prob-
lems or abnormalities. Nine had lived in Australia for all
their lives, and the other for half her life. Each subject was
given a brief explanation of the University’s ethics policy,
signed a consent form, and was then given a lesson �typically
3 min� on how to produce creak phonation. The instruction
“Hum your lowest note and then go lower” began the in-
struction, and the experimenter gave demonstrations and
feedback. One subject was not able to produce the creak
voice reliably and consequently only her results for the whis-
per were recorded.

Women were chosen as subjects because their higher
fundamental frequency generally improves the precision of
resonance estimates using external broadband excitation.
This is because it is then easier to separate the speech signal
from the response to the broadband signal. This is the oppo-
site result to methods that use the speech signal alone, where
the precision decreases with increasing fundamental fre-
quency.

B. Resonance frequencies in different phonation
modes

The technique reported by Epps et al. �1997� and Dowd
et al. �1998� was used to estimate the vocal tract resonances
using broadband external excitation. The excitation signal
was synthesized from harmonics of a signal with a frequency
of 5.383 Hz �i.e., 44 100 Hz /213�. The harmonics that fell
between 200 Hz and 4.5 kHz were summed, with relative
phases chosen to improve the signal to noise ratio �Smith,
1995�. This signal was amplified and delivered to an en-
closed loudspeaker �150 mm diameter�, which was attached
to an exponential horn of 600 mm length and coupled to a
flexible tube �300 mm length with inner radius 6 mm�, and
which contained acoustic fiber to reduce resonances—see
Fig. 4. This source of acoustic flow was placed at the sub-
ject’s lower lip. Next to the source, a small electret micro-
phone �Optimus 33-3013� recorded both the sound of the
voice, and the sound of the acoustic source interacting with
the subject’s vocal tract and the radiation field.

In an initial calibration stage, a measurement is made
with the subject’s mouth closed, i.e., when the measurement
device is effectively loaded only by the impedance of the
radiation field Zrad at the lips and baffled by the subject’s
face. The relative amplitude of harmonics in the synthesized
signal is then adjusted so that the measured pressure signal at
the lips is independent of frequency. Measurements are then
made during vocalization with the mouth open. The imped-
ance measured is then Z�, the impedance of the vocal tract
Ztract, in parallel with Zrad. The variable �, the ratio of the
pressure measured during vocalization to that measured with
the mouth closed, in response to the same acoustic flow, is

then calculated. Because the output impedance of the acous-
tic flow source is large, this ratio equals the ratio of the
impedances in the two cases; i.e.,

� = Z�/Zrad = Ztract/�Ztract + Zrad� . �11�

At resonance, the imaginary components of Ztract and
Zrad are equal and opposite, so the denominator is very small
and maxima in � identify resonances. The relationship be-
tween maxima in the transfer functions from glottis to exter-
nal radiation field and maxima in the impedance measured
just outside the lips is complicated, but they generally agree
for our experimental conditions �Smith et al., 2007�. Experi-
ments with simple physical models of the vocal tract suggest
that a resolution around �20 Hz is possible.

For whisper and creak phonations, the power spectra
were calculated using a window of 8192 points and a sam-
pling rate of 44.1 kHz, and edited and displayed using the
program AUDACITY �http://audacity.sourceforge.net�. Reso-
nance frequencies were estimated visually from the maxima
in the spectral envelope. Examples are shown in Fig. 5.

C. The experimental sessions

The sessions were conducted in a “quiet room” inside
the acoustics department. It was designed specifically for
acoustic experiments. The walls and ceiling are treated to

microphone

exponential
horn

flexible tube

speaker

acoustic
fibre

FIG. 4. Schematic �not to scale� showing how an external broadband signal
is used to estimate the resonance frequencies of the vocal tract. The vocal
tract is measured in parallel with the external radiation field. The micro-
phone �8 mm diameter� is located immediately adjacent to the source of
acoustic flow. It thus measures not only the sound produced by the subject,
but also the response to the broadband signal interacting with the vocal tract.
Initial calibration measurements are made with the subject’s mouth closed.
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reduce external sounds by around 30 dB and surfaces treated
to reduce reverberation. Background noise was always below
35 dBA.

Subjects were asked to produce one of five vowels, be-
ing those in the English words “head” �ε�, “hard” �Ä�,
“who’d” �u�, “hoard” �Å�, and “heard” �/�. The desired vowel
was indicated to the subject by showing one of these words
on a card.

The estimated values of resonance frequencies for a par-
ticular vowel are not important to the primary aim, which is
to determine, for a given vowel gesture, the differences
among the frequencies of the resonances during normal pho-
nation, creak phonation, and whisper phonation. The context
of the vowel was completely artificial: Subjects produced a
particular vocal tract articulation and held it constant for sev-
eral seconds. This would be a limitation in a study of accent,
but here it is not a disadvantage. Rather, it allows the subject
to concentrate on using the same articulation for each mecha-
nism.

Each example of each vowel was produced in the order
normal-whisper-normal-whisper or normal-creak-normal-
creak. Subjects were asked to take a deep breath and, in a
single gesture, to produce about 2.5 s of each of the four
phonations without changing the position of tongue and
mouth—see Fig. 6. During the second normal phonation, the
vocal tract resonances were measured by broadband excita-
tion. The whole gesture was digitally recorded and a 2 s
sample of each of the whisper or creak segments was subse-
quently analyzed.

All subjects were able to perform this procedure com-
fortably. None reported being perturbed by the broadband
signal, which had a sound level of about 70 dBA at the
subject’s ears, or by having the flexible tube touch their
lower lip.

Once the resonances of each of the five vowels had been
measured using both whisper and creak phonations, the se-
quence of measurements was repeated twice, giving a total of
30 vocal gestures for each subject. Our method involving
external broadband excitation means that the impedance of
the tract is measured in parallel with the external radiation

field and consequently a weak tract resonance may not al-
ways be capable of resolution at low frequencies. It was also
occasionally difficult to identify a particular resonance from
the recorded sound in whisper and creak phonations. Both
problems reduced the number of samples available for analy-
sis.

IV. RESULTS AND DISCUSSION

A. Phonetic values

The average values of the first four resonances R1–R4
for the normal voice are given in Table I. They agree with
those given by Donaldson et al. �2003� for young Australian
women. Because the vowels studied were sustained, they are
not necessarily the same as ordinary spoken vowels. How-
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FIG. 6. Schematic showing the sequences used to compare whisper or creak
phonation with normal phonation in a single vocal gesture.

TABLE I. The measured resonant behavior of the tract for the ten subjects
during normal, whisper, and creak phonations. Data in this and subsequent
tables are presented as mean�standard deviation �number of samples�.

Vowel
R1

�Hz�
R2

�Hz�
R3

�Hz�
R4

�Hz�

Normal phonation
Head 605�55 �53� 1860�133 �52� 2800�220 �55� 3960�345 �52�
Hard 780�95 �41� 1370�45 �53� 2895�130 �48� 3950�150 �53�
Who’d 435�70 �50� 1480�355 �53� 2695�95 �35� 3755�200 �37�
Hoard 590�60 �55� 1135�80 �55� 2910�100 �45� 3865�215 �55�
Heard 625�60 �52� 1555�100 �54� 2810�65 �48� 3910�330 �53�

Whisper phonation
Head 875�55 �50� 1960�235 �50� 2915�260 �52� 4015�365 �51�
Hard 1010�60 �55� 1520�120 �48� 2990�120 �54� 4000�130 �50�
Who’d 755�230 �19� 1655�395 �49� 2840�120 �45� 3905�150 �42�
Hoard 885�80 �41� 1200�65 �51� 3035�190 �54� 3930�205 �56�
Heard 870�60 �52� 1700�105 �58� 2905�180 �54� 3945�355 �56�

Creak phonation
Head 665�65 �52� 1890�140 �51� 2870�105 �51� 4040�190 �43�
Hard 800�60 �50� 1365�70 �50� 2975�113 �50� 3965�185 �48�
Who’d 480�55 �50� 1440�325 �49� 2750�145 �50� 3800�250 �48�
Hoard 640�70 �52� 1126�80 �52� 3000�145 �52� 3845�220 �50�
Heard 665�75 �51� 1550�120 �51� 2850�100 �52� 3925�240 �51�
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ever, this study is concerned with how the values of Ri de-
pend on the phonation mechanism, rather than their absolute
values.

The average values of the resonance frequencies R1–R4
for creak phonation given in Table I are similar to the aver-
age values for the normal voice. However, the average values
of R1–R4 for whisper phonation were always higher than
the average R1–R4 for the normal voice. The difference for
the first resonance between whisper and normal phonations
was large; when averaged across all vowels, the difference
was 270 Hz and the frequency ratio of whisper to normal
was 1.45. The effect was reduced for the second resonance;
the difference being 125 Hz and the ratio 1.09. These values
are similar to those found by Jovocic �1998� for Serbian
vowels, with the exception of /u/ where Jovocic �1998�
found that the resonance frequencies decreased significantly
during whispering. Although the average values of R3 and
R4 for whispering were always slightly higher than those for
the normal voice, the differences are not often substantially
larger than the experimental uncertainties.

These differences between the average values of the
resonance frequency for whispered and normal phonations
are either similar �Jovocic, 1998� or somewhat larger than
some reported previously �Kallail and Emanuel 1984a,
1984b; Matsuda and Kasuya, 1999�, and also show a similar
decrease for higher resonances. Where comparison is pos-
sible, the absolute values for the increase in R1–R3 with
whispering are consistent with an earlier study on female
subjects �Kallail and Emanuel, 1984a�, except that a consid-
erably higher value for the shift in R1 in who’d using whis-
per phonation was found. However, the difference might be
partly because Kallail and Emanuel rejected over 30% of
their samples because of incorrect identification by a listen-
ing panel, whereas this project is primarily concerned with
acoustical rather than perceptual aspects.

B. Stability of vocal tract configuration

Sensitive comparisons between the tract resonances in
the different phonation modes can be made using data mea-
sured during the same vocal gesture. Consequently, it is im-
portant to confirm first that the tract remained effectively in
the same configuration during each sequence. Table II shows
the average differences between pairs of resonance frequen-
cies estimated “before” and “after” the period of whispering
in the same vocal gesture. Some differences were negative
and some positive. A paired t-test was applied to these pairs
of data to determine whether there was a statistically signifi-
cant difference between the before and after measurements.
Of the values in the table, two values �R2 for head and
who’d� are significantly different from zero at the 5% level,
which is a little more than one would expect in 20 tests. �R2
for these two vowels was also significantly different for
creak phonation.� It is therefore possible that there is a slight
non-random variation in the value of R2 �by tens of hertz or
a few percent� between the initial and final whispers in each
sequence. The very good reproducibility for whispering is

perhaps because subjects would be experienced in occasion-
ally making transitions between whispered and normal
speech in various conversations.

Table II also shows the changes between pairs of reso-
nance frequencies for creak phonation made during the same
vocal gesture. Here there are larger differences, again with
both positive and negative signs, and an increased number
are significantly different at the 5% level. This is perhaps a
consequence of the subjects being less familiar with creak
phonation than whisper phonation. The differences are still
relatively small, of the order of 10 Hz for R1, which is
around the limit of resolution of the resonance estimates.

Are the resonances for normal speech different in our
sequences when immediately preceded by whisper or creak
phonation in the same vocal gesture? This was tested for
each subject and vowel by comparing the average values of
Ri measured for the normal speech in each sequence involv-
ing whispering with those involving creak phonation—see
Table III. The differences in Ri associated with an interven-
ing segment of whispering vs creak phonation are not sig-
nificant. When averaged over all resonances, the difference
was only 0.3�7.3% �168�: The effect of context was small.

TABLE II. The stability of vocal gestures. The table presents the average
difference between the pairs of resonance frequencies �for either whisper or
creak phonation� that were measured immediately before and after each
normal phonation within each sustained vocal gesture. The symbol * indi-
cates that the difference was significant at the 5% level or lower as indicated
by a paired t-test.

Vowel
�R1
�Hz�

�R2
�Hz�

�R3
�Hz�

�R4
�Hz�

Whisper phonation
Head −5�40 �23� 60�85 �23�* 20�75 �24� −20�75 �25�
Hard 0�25 �27� −10�80 �23� −10�80 �25� −5�75 �22�
Who’d −5�15 �8� 85�235 �24�* −15�95 �22� 10�125 �20�
Hoard −5�35 �19� −15�40 �25� 5�100 �25� −25�85 �27�
Heard −5�45 �25� 20�75 �29� 20�70 �27� 5�75 �27�

All vowels 0�35 �102� 30�125 �124�* 5�85 �123� −10�85 �121�

Creak phonation
Head −10�20 �26�* 60�55 �25�* 25�60 �25�* 20�70 �19�
Hard 0�15 �25� 10�30 �25�* 30�70 �25�* −10�70 �23�
Who’d −10�35 �25� 55�55 �24�* −30�70 �25�* −20�80 �24�
Hoard −10�20 �26�* −10�40 �26� 15�75 �26� 0�75 �25�
Heard −5�25 �25� 0�60 �25� −5�70 �26� −15�60 �25�

All vowels −5�25 �127�* 25�55 �125�* 5�70 �127� −5�70 �116�

TABLE III. The influence of the immediately preceding phonation mode on
normal phonation. The table presents the fractional difference in average
resonance frequency measured during normal phonations immediately be-
fore and after a whisper vs a creak phonation for a particular subject/vowel
combination. Data were normalized by dividing by the average resonance
frequency for that subject/vowel combination.

�R1 /R1 �R2 /R2 �R3 /R3 �R4 /R4

0.011�0.094 �44� 0.012�0.050 �45� −0.002�0.06 �39� 0.010�0.072 �40�
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C. Resonance shifts due to whispering

Comparison between the average values for resonance
frequencies measured during whispering and the average val-
ues measured during normal phonation �Table I� shows that
R1 for whispering is distinctly higher than R1 for normal
speech for all vowels. However, it is not immediately appar-
ent that the other Ri are significantly higher during whisper-
ing. It is now possible to make use of the facts that pairs of
estimates of the resonance frequencies for both normal and
whispered phonations were made during the same vocal ges-
ture, and that Table II indicates that the only properties of the
tract that changed significantly over time during a vocal ges-
ture were those associated with the change in phonation. The
resonance frequencies for whispering in each individual ges-
ture are taken to be the average of the values measured im-
mediately before and immediately after each normal phona-

tion in that gesture. The value of R1 measured during
whispering was always found to be higher than the value of
R1 measured during normal phonation in each individual vo-
cal gesture; this was true for all subjects and vowels
studied—see Table IV. The situation was similar for R2 with
the value for whisper being higher than that for normal pho-
nation for 115 of the 119 vocal gestures studied. R3 was
higher for whisper than normal phonation in 94 of the 109
gestures, and R4 was higher for whisper in 88 of 118 ges-
tures.

Table V shows the average values of the difference be-
tween pairs of values of the resonance frequency measured
during whispering and during normal phonation, when mea-
sured during the same vocal gesture. It can be seen that all
the resonance frequencies of the tract are significantly higher
during whispering, and that the difference usually decreased
for the higher resonances.

When averaged across subjects, the differences are al-
ways positive and always statistically significant at the 5%
level for all vowels and all resonances, according to paired
t-tests. Further, the magnitude of the difference decreases
with the order of the resonance as predicted by Eq. �5�—see
Fig. 3. �Shifts due to creak phonation are discussed later.�

D. Effective glottal dimensions during whispering

The estimated resonance frequencies for normal and
whispered speech measured during the same vocal gesture
can be used to estimate changes in glottal dimensions. For
example, rGW, the effective glottal radius during whispering,
can be estimated. In the absence of appropriate information,
the calculation presented here first assumes that the effective
glottal length remains unaltered. Equations �5� and �6� can be
rearranged to allow calculation of the effective length of the

TABLE IV. The estimated difference �R1 in the first resonance frequency
of the ten different subjects when changing from normal to whispered pho-
nation, or from normal to creak phonation, measured in the same vocal
gesture. Results from the five vowels studied have been combined. Subject
No. 10 was not able to produce a satisfactory creak phonation.

Subject

�R1
�Hz�

Normal to whisper Normal to creak

1 255�75 �12� 75�50 �14�
2 185�45 �9� 10�20 �15�
3 235�130 �5� 35�45 �13�
4 260�65 �9� 85�30 �14�
5 235�85 �7� 25�30 �15�
6 215�60 �13� 55�35 �13�
7 290�70 �12� 50�45 �15�
8 235�90 �4� 25�70 �10�
9 360�135 �12� 50�50 �12�
10 245�25 �9� ¯

TABLE V. The average differences �R in resonance frequency between whisper and normal phonations, or
creak and normal phonations, measured in the same vocal gesture. The symbol * indicates that the difference
was significant at the 5% level as indicated by a paired t-test.

Vowel
�R1
�Hz�

�R2
�Hz�

�R3
�Hz�

�R4
�Hz�

Whisper phonation
Head 255�65 �21�* 140�95 �20�* 145�130 �24�* 105�135 �25�*
Hard 220�75 �20�* 155�100 �23�* 120�165 �22�* 45�90 �22�*
Who’d 330�190 �8�* 55�140 �23�* 120�105 �18�* 125�150 �17�*
Hoard 280�80 �19�* 70�55 �25�* 115�115 �20�* 45�115 �27�*
Heard 250�70 �24�* 150�65 �28�* 110�95 �25�* 75�95 �27�*

All vowels 255�90 �92�* 115�105 �119�* 125�125 �109�* 75�120 �118�*

Creak phonation
Head 60�45 �26�* 35�80 �25�* 40�95 �25�* 20�85 �19�
Hard 40�55 �21�* −5�50 �24� 60�155 �23�* 25�105 �22�
Who’d 45�40 �24�* 20�40 �24�* −60�145 �16�* 25�170 �18�
Hoard 40�45 �26�* −15�50 �26� 90�105 �22�* 10�110 �25�
Heard 35�50 �24�* 10�70 �25� 70�90 �23�* −10�85 �24�

All vowels 45�50 �121�* 10�60 �124� 65�120 �109�* 15�110 �108�
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vocal tract �not including the glottis� in normal speech from
the measured resonance frequency. Thus for the nth reso-
nance of the tract

LT = tan−1�− kNrT
2LG/rGN

2�/kN, �12�

where kN=2�fN /c and fN is the nth resonance frequency
measured in normal speech. This requires that values have to
be assumed for rT, LG, and also rGN, the effective glottal
radius in normal speech. Providing that LT does not change
during the transition to and from whispering, then

rGW = �− kWrT
2LG/tan�kWLT��1/2, �13�

where kW=2�fW /c and fW is the nth resonance frequency
measured during whispering.

Thus, if estimates are available for the lowest resonance
frequency in two different phonation modes, assumption of
the geometry in one mode allows an estimate of the effective
glottal area in the other mode. This estimation, based on the
simple cylindrical model described above, also assumes that
the rest of the tract geometry remains unchanged. Certainly,
different vowels will produce different values of rT for the
upper vocal tract; however, the simple model is primarily
concerned with the transition from glottis to the lower vocal
tract, where rT does not vary substantially from vowel to
vowel.

Figure 7 presents the values of rGW calculated from the
measured values of R1 during a single vocal gesture using
Eqs. �12� and �13�. With one exception, the values were con-
sistent across all ten subjects. The data for this one subject
�subject 9—second from the right� were atypical �see Table
IV� and were not used in further calculations of glottal ra-
dius. Figure 7 also indicates that a similar range of values of
rGW was associated with each of the five vowels studied; the
average value being 3.4�1.1�79� mm. The increased glottal
opening is consistent with observations made via laryngeal
endoscopy �Matsuda and Kasuya, 1999�. The glottal area
during whispering was thus found to be 40�30�79� mm2, a
range that is consistent with directly measured glottal areas
�Sundberg et al., 2009�.

The calculated values of rGW will of course depend on
the values assumed for rT, LG, and rGN. However, the values

used for the calculations shown in Fig. 7 produce a value of
Qmin�4, where the dependence of frequency shift on Qmin

�and thus on the initial assumptions of rT, LG, and rGN� is
relatively small—see Fig. 3.

There is also evidence that the supra-glottal region is
constricted during whispering �Tsunoda et al., 1997; Mat-
suda and Kasuya, 1999�. The inclusion of such supra-glottal
narrowing would lead to a smaller estimated value for
rGW—see Eq. �9�.

The values shown in Fig. 7 assumed that the effective
length of the glottis remained unchanged during the transi-
tion to whispering. In practice, for most tract geometries, an
increase in rGW is likely also to increase the effective LG

because of an increase in the end effect associated with a
larger aperture. Thus a given change in frequency will be
associated with a greater change in rGW. To model this effect
properly would require a more detailed model of the glottal
geometry. However, an estimate may be obtained by continu-
ing the simple cylindrical model and incorporating an end
effect at the glottis/tract boundary by replacing LG with LG

+0.85rGN in Eq. �12� and LG+0.85rGW in Eq. �13�. This pro-
duces a quadratic equation in rGW.

LT = tan−1�− kNrT
2�LG + 0.85rGN�/rGN

2�/kN, �14�

tan�kWLT�rGW
2 + 0.85kWrT

2rGW + kWrT
2LG = 0. �15�

As expected, this approach yields an appreciable larger
value; rGW=6.3�3.5�79� mm. For geometries lacking cir-
cular symmetry, the influence of end effects is likely to be
smaller.

In terms of this very simplified model the measured in-
crease in estimated resonance frequency from normal phona-
tion to whispering is consistent with a plausible increase in
glottal aperture. The real anatomy is obviously much more
complicated, but changes of similar order would be ex-
pected.

E. Resonance shifts due to creak phonation

The average values for resonance frequencies measured
during creak phonation are slightly higher than the average
values measured during normal phonation for all vowels
�Table I�. However, the standard deviations in R1 are large.
The differences in the averages are smaller for the higher
resonances, while the standard deviations remain large.
However, it is again possible to examine pairs of resonances
for different phonation modes measured during the same vo-
cal gesture. �The resonance frequencies for creak phonation
in each individual gesture are taken to be the average of the
values measured immediately before and immediately after
each normal phonation in that vocal gesture.�

Table V shows that the average frequency shift from
normal phonation to creak is positive, small, and significant
for the first and third resonances, the exception being the
third resonance of who’d. The differences are usually not
significant for the second and fourth resonances. The values
of R1, R2, R3, and R4, measured during a single vocal ges-
ture, were found to increase from normal to creak phonation
in 84%, 59%, 81%, and 64%, respectively, of the gestures
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FIG. 7. Values of rGW, the “effective” glottal radius during whispering for
different subjects and vowels. They were calculated using the resonance
frequencies for normal speech and whispering measured during individual
vocal gestures. Values were calculated using Eqs. �10� and �11�, assuming
that rT=15 mm and LG=3 mm. The effective glottal radius in normal
speech, rGN, was assumed =1 mm as �indicated by the dashed lines on the
figure�. Error bars indicate standard deviations.
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measured. The differences are generally positive, and this is
consistent with the results of Ladefoged et al. �1988� and
Ananthapadmanabha �1984�, and inconsistent with the
�small� decreases reported by Moosmüller �2001�. However,
these researchers used the peaks in the spectral envelope of
normal phonation to estimate the resonances, which implies
additional imprecision in the estimate of the resonance.

The observed average small increase in resonance fre-
quency can be associated with a decrease in Qmin during
glottal phonation, and this is consistent with a decrease in the
ratio of glottal length to glottal area.

V. CONCLUSIONS

The resonance frequencies for whispered phonation for
all subjects and vowels were found to be substantially higher
than for the normal voice measured during the same vocal
gesture, although the difference was greater than that found
by other investigators. The increases are largest for R1 and
decrease with increasing frequency. Calculations using a
simple cylindrical model of the vocal tract, and assuming
that the effective radius of the glottis is 1.0 mm for normal
speech, yield a reasonable value of 40�30 mm2 for the ef-
fective glottal area during whispering. The lowest resonance
frequencies of creak phonation were found to differ from
those of normal speech by an average of 45�50 Hz. This
difference will usually be smaller than half of the fundamen-
tal frequency f0, and then creak phonation might determine
resonances with more precision than is available from the
peaks in the spectral envelope of voiced speech, and be use-
ful in teaching resonance tuning to singers �Miller et al.,
1997�.
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A psychoacoustic method to find the perceptual cues of stop
consonants in natural speech
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Synthetic speech has been widely used in the study of speech cues. A serious disadvantage of this
method is that it requires prior knowledge about the cues to be identified in order to synthesize the
speech. Incomplete or inaccurate hypotheses about the cues often lead to speech sounds of low
quality. In this research a psychoacoustic method, named three-dimensional deep search �3DDS�, is
developed to explore the perceptual cues of stop consonants from naturally produced speech. For a
given sound, it measures the contribution of each subcomponent to perception by time truncating,
highpass/lowpass filtering, or masking the speech with white noise. The AI-gram, a visualization
tool that simulates the auditory peripheral processing, is used to predict the audible components of
the speech sound. The results are generally in agreement with the classical studies that stops are
characterized by a short duration burst followed by a F2 transition, suggesting the effectiveness of
the 3DDS method. However, it is also shown that /ba/ and /pa/ may have a wide band click as the
dominant cue. F2 transition is not necessary for the perception of /ta/ and /ka/. Moreover, many stop
consonants contain conflicting cues that are characteristic of competing sounds. The robustness of
a consonant sound to noise is determined by the intensity of the dominant cue.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3295689�

PACS number�s�: 43.71.Es �ADP� Pages: 2599–2610

I. INTRODUCTION

Speech sounds are characterized by time-varying spec-
tral patterns called acoustic cues. When a speech wave
propagates on the basilar membrane �BM�, unique perceptual
cues �named events�, which define the basic units for speech
perception, become resolved. The relationship between the
acoustic cues and perceptual units has been a key research
problem for speech perception �Fletcher and Galt, 1950;
Allen, 1996, 2005a�.

Bell Labs �1940�: The first search for acoustic cues dates
back to 1940s at Bell Laboratories, when Potter et al. �1966�
began their visible speech project, with the goal of training
the hearing-impaired to read spectrograms. Five normal hear-
ing �NH� and one hearing-impaired �HI� listeners partici-
pated in the study. Following a series of lectures on the spec-
trograph and its use on isolated syllables and continuous
speech, the subjects were successfully trained to “read”
speech spectrographs. Even though the acoustic cues identi-
fied by visual inspection were not very accurate, this pioneer-
ing work laid a solid foundation for subsequent quantitative
analysis.

Haskins Laboratories �1950�: Cooper et al. �1952�, along
with other researchers at the Haskins Laboratories over the
following decade, conducted a series of landmark studies on
the acoustic cues of consonant sounds. A speech synthesis
system, called the Pattern Playback, was created to convert a
spectrograph into �low quality� speech. Based on the spec-
trographs of real speech, it was postulated that stop conso-

nants are characterized by an initial burst and the following
consonant-vowel transition. In this 1952 study �Cooper et al.,
1952�, the authors investigated the effect of center frequen-
cies of the burst and the second formant �F2� transition, on
the percept of unvoiced stop consonants, by using a set of
“nonsense” consonant-vowel �CV� speech sounds synthe-
sized from 12 bursts followed by seven F2 formant frequen-
cies. The subjects were instructed to identify the stimulus as
/p/, /t/, or /k/ �a closed-set task�. Results show that most
people hear /t/ when the burst-frequency is higher than the F2

frequency; when the two frequencies are close, most listeners
report /k/; otherwise they hear /p/. In a following study
�Delattre et al., 1955�, the authors dropped the burst and
examined the effect of F2 transition only on the percept of
stop consonants. It was found that stimuli with rising F2

transition were identified as /b/, those with F2 emanating
from 1.8 kHz were associated with /d/ and those with a fall-
ing transition were reported as /g/.

Follow-up studies �1960–1990�: These early Haskins
studies have had a major impact on the research of speech
perception. Since then speech synthesis has become a stan-
dard method for feature analysis. It was used in the search of
acoustic correlate for stops �Blumstein et al., 1977�, frica-
tives �Hughes and Halle, 1956; Heinz and Stevens, 1961�,
nasals �Malécot, 1973; Liberman, 1957; Recasens, 1983�, as
well as distinctive and articulatory features �Blumstein and
Stevens, 1979, 1980; Stevens and Blumstein, 1978�. Similar
approach was taken by Remez et al. �1981� to generate
highly unintelligible “sine-wave” speech, and then concluded
that the traditional cues, such as bursts and transitions, are
not required for speech perception.

a�Author to whom correspondence should be addressed. Electronic mail:
fli2@illinois.edu
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The status quo is extremely confusing in that most
people strongly believe that the stop consonants are defined
by the bursts and transitions �Cooper et al., 1952; Delattre
et al., 1955�, yet still argue that modulation is the key to
understand speech perception �Drullman et al., 1994a,
1994b; Shannon et al., 1995; Elliott and Theunissen, 2009�.
They failed to point out that the two views are actually in
conflict.

The argument in favor of the speech synthesis method is
that the features can be carefully controlled. However, the
major disadvantage of synthetic speech is that it requires
prior knowledge of the cues being sought. This incomplete
and inaccurate knowledge about the acoustic cues has often
led to synthetic speech of low quality, and it is common that
such speech sounds are unnatural and barely intelligible,
which by itself is a strong evidence that the critical cues for
the perception of target speech sound are poorly represented.
For those cases, an important question is “How close are the
synthetic speech cues to those of natural speech?” Another
key issue is the variability of natural speech, due to the talker
�Hazan and Rosen, 1991�, accent, masking noise, etc., most
of which are well beyond the reach of the state-of-the-art
speech synthesis technology. To answer questions such as
“Why /ba/s from some of the talkers are confused with /va/,
while others are confused with /ga/?” or “What makes one
speech sound more robust to noise than another?,” it is nec-
essary to study the acoustic cues of naturally produced
speech, not artificially synthesized speech.

This study explores a psychoacoustic method for isolat-
ing speech cues from natural CV speech. Rather than making
assumptions about the cues to be identified, each natural
speech utterance is modified by �1� adding noise of variable
type and degree, �2� truncation of the speech from the onset,
and �3� highpass and lowpass filtering the speech with vari-
able cutoff frequencies. For each of these modifications, the
identification of the sound is judged by a large panel of lis-
teners. We then analyze the results to determine where in
time, frequency, and at what signal to noise ratio �SNR� the
speech identity has been masked and we characterize the
confusion. In this way we triangulate on the location of the
speech cues and the events, along the three independent di-
mensions. This procedure is thus called the three-
dimensional deep search �3DDS� method.

A. Principle of the 3DDS

Speech sounds are characterized in three dimensions:
time, frequency, and intensity. Event identification involves
isolating the speech cues along these three dimensions. In the
past studies, confusion test on nonsense syllables has long
been used for the exploration of speech features. For ex-
ample, Fletcher and colleagues investigated the contribution
of different frequency bands to speech intelligibility using
highpass and lowpass filtered CV and CVC syllables
�Fletcher and Galt, 1950; French and Steinberg, 1947�, re-
sulting in the articulation index �AI� model. Furui �1986�
examined the relationship between dynamic features and the
identification of Japanese syllables modified by initial and
final truncations. More often masking noise was used to

study consonant �Miller and Nicely, 1955; Wang and Bilger,
1973� and vowel �Phatak and Allen, 2007� recognition.
Régnier and Allen �2008� successfully combined the results
of time truncation and noise-masking experiments for the
identification of /ta/ events. However, it has remained un-
clear how many speech cues could be extracted from real
speech by these methods. In fact, there seems to be high
skepticism within the speech research community as the gen-
eral utility of any proposed methods.

In the present investigation, we have integrated the three
types of tests, thus proposing the “3DDS” method for explor-
ing the events of consonants from natural speech. To evalu-
ate the acoustic cues along the three dimensions, speech
sounds are truncated in time, highpass/lowpass filtered, and
masked with white noise, as illustrated in Fig. 1, and then
presented to NH listeners for identification. Small close set
tasks are avoided because of their inherent bias.

Imagine that an acoustic cue, critical for speech percep-
tion, has been removed or masked. Would this degrade the
speech sound and reduce the recognition score significantly?
For the sound /t/, Régnier and Allen �2008� answered this
question: The /t/ event is entirely due to a single short �20
ms burst of energy, between 4 and 8 kHz. To estimate the
importance of individual speech perception events for sounds
other than /t/, the 3D approach requires three independent
experiments for each CV utterance. The first experiment de-
termines the contribution of various time intervals, by trun-
cating the consonant into multiple segments of 5, 10, or 20
ms per frame, depending on the sound and its duration. The
second experiment divides the fullband into multiple bands
of equal length along the BM and measures the score in these
different frequency bands. Once the time-frequency coordi-
nates of the event have been identified, a third experiment
assesses the strength of the speech event by masking the
speech at various signal-to-noise ratios. This experiment de-
termines the score as a function of the SNR, as required for
an AI calculation. To reduce the length of the experiments,
the three dimensions, i.e., time, frequency, and intensity, are
independently measured. The identified events have been
further verified by a special software package designed for
the manipulation of acoustic cues �Allen and Li, 2009� based
on the short-time Fourier transform �Allen, 1977; Allen and
Rabiner, 1977�.

In order to understand continuous speech, it is necessary
to first identify the acoustic correlates of the individual pho-
nemes, for which the movement of the articulators are more
easily interpretable �Fant, 1973�. For this reason, as in the
1950 Haskins studies, we first look at the normal events of
individual consonants in isolated CV syllables. The interac-
tion between the events in continuous speech must be ad-
dressed in future studies. Finally, the 3DDS method has been
successfully applied to all of the 16 Miller–Nicely conso-
nants followed by three vowels /i, Ä, u/, but for both space
and pedagogical reasons, the discussion here has been lim-
ited to the six stop consonants /p, t, k, b, d, g/ preceding
vowel /a/. Brief summaries of portion of this study have been
presented in Allen et al., 2009 and Allen and Li, 2009. The
work was done as part of the Ph.D. thesis of Li.
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II. METHODS

The detail of the time-truncation �TR07�, highpass/
lowpass filtering �HL07�, and noise-masking “Miller–Nicely
�2005�” �MN05� experiments are described below. Each ab-
breviation gives the experiment type followed by the year the
experiment was executed. An analysis of the MN05 experi-
ment �also known as experiment: MN16R, publication:
PLA08� has since been previously published �Phatak et al.,
2008�, and results of HL07 can be found in Allen and Li
�2009�.

A. Subjects

In all, 61 listeners were enrolled in the study, of which
19 subjects participated in HL07, 19 in TR07. One subject
participated in both of the experiments. The rest of the 24
subjects were assigned to experiment MN05 �Phatak et al.,
2008�. The large majority of the listeners were undergraduate
students, while the remaining were mothers of teenagers. No
subject was older than 40 years, and all self-reported no his-
tory of speech or hearing disorder. All listeners spoke fluent
English, with some having slight regional accents. Except for
two listeners, all the subjects were born in the United States
with their first language �L1� being English. The subjects
were paid for their participation. University IRB approval
was obtained.

B. Speech stimuli

A significant characteristic of natural speech is the vari-
ability of the acoustic cues. Thus we designed the experiment
by manually selecting six different utterances per CV conso-
nant based on the criterion that the samples be representative
of the corpus. This decision was based on the scores from

MN05. In retrospect this was a minor tactical mistake, as the
most is learned from the sounds having 100% scores in quiet.

Six talkers saying the 16 Miller and Nicely �1955�
�MN55� CVs /pa, ta, ka, fa, �a, sa, ʃa, ba, da, ga, va, ða, za,
ca, ma, na/ were chosen from the University of Pennsylva-
nia’s Linguistic Data Consortium �LDC� LDC2005S22 “Ar-
ticulation Index Corpus,” which is used as the common
speech source for the three experiments. This corpus is de-
scribed in some detail by Fousek et al. �2004�. Briefly, the
speech sounds were sampled at 16 kHz using a 16 bit analog
to digital converter. Each CV was spoken by 20 talkers of
both genders. Experiment MN05 uses 18 talkers
�16 consonants. For the other two experiments �TR07 and
HL07�, six talkers, half male and half female, each saying
each of the 16 MN55 consonants, were manually chosen for
the test. These 96 �6 talkers�16 consonants� utterances
were selected such that they were representative of the
speech material in terms of confusion patterns and articula-
tion scores based on the results of two earlier speech percep-
tion experiments �Phatak and Allen, 2007; Phatak et al.,
2008�.

The speech sounds were presented diotically �same
sounds to both ears� through a Sennheisser “HD 280 Pro”
headphone, at each listener’s “most comfortable level”
�MCL� �i.e., between 75 and 80 dB sound pressure level, and
calibrated using a continuous 1 kHz tone into a homemade
3 cm3 flat-plate coupler, as measured with a Radio Shack
sound level meter�. All experiments were conducted in a
single-walled IAC sound-proof booth. Typically the room
holding the booth had the door shut and people in the room
were instructed to speak softly, so that their speech would
not distract with the subject in the booth.

FIG. 1. �Color online� The 3D approach for the identification of acoustic cues: �1� to isolate the cue along the time, speech sounds are truncated in time from
the onset with a step size of 5, 10, or 20 ms, depending on the duration and type of consonant; �2� to locate the cue along the frequency axis, speech sounds
are highpass and lowpass filtered before being presented to normal hearing listeners; and �3� to measure the strength of the cue, speech sounds are masked by
white noise of various signal-to-noise ratio. The three plots on the top row illustrate how the speech sound is processed. Typical correspondent recognition
scores are depicted in the plots on the bottom row.
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C. Conditions

Three independent experiments were performed, de-
noted TR07, HL07, and MN05. All three experiments in-
cluded a common condition of fullband speech at 12 dB
SNR in white noise, as a control.

Experiment TR07 evaluates the temporal property of the
events. Truncation starts from just before the beginning of
the utterance and stops at the end of the consonant. The
starting, stopping, and truncation times were manually cho-
sen, such that the duration of the consonant was divided into
nonoverlapping consecutive intervals of 5, 10, and 20 ms. An
adaptive scheme was applied for the calculation of the
sample points. The basic idea was to assign more points
where the speech changed rapidly, and fewer points where
the speech was in a steady condition, in a manner consistent
with the findings of Furui �1986�. Starting from the end of
the consonant, near the consonant-vowel transition, 8 frames
of 5 ms were allocated, followed by 12 frames of 10 ms, and
as many 20 ms frames, as needed, until the entire interval of
the consonant was covered. To make the truncated speech
sounds more natural and to remove possible minor onset
truncation artifacts, white noise was used to mask the speech
stimuli, at a SNR of 12 dB.

Experiment HL07 investigates the frequency properties
of the events �Li and Allen, 2009�. Nineteen filtering condi-
tions, including one full-band �250–8000 Hz�, nine highpass,
and nine lowpass conditions, were included. The cutoff fre-
quencies were calculated using Greenwood function �Green-
wood, 1990� so that the full-band frequency range was di-
vided into 12 bands, each having equal length along the
basilar membrane. The highpass cutoff frequencies were
6185, 4775, 3678, 2826, 2164, 1649, 1250, 939, and 697 Hz,
with an upper limit of 8000 Hz. The lowpass cutoff frequen-
cies were 3678, 2826, 2164, 1649, 1250, 939, 697, 509, and
363 Hz, with the lower limit being fixed at 250 Hz. Note that
the highpass and lowpass filtering share the same cutoff fre-
quencies over the middle range. The filters were imple-
mented in MATLAB

© �The Mathworks Inc.� via a sixth order
elliptical filter, with a stop band of 60 dB. White noise hav-
ing a 12 dB SNR was added, to assure that the modified
speech has no audible out-of-band component.

Experiment MN05 assesses the strength of the event in
terms of noise robust speech cues, under adverse conditions
of high noise. Besides the quiet condition, speech sounds
were masked at eight different SNRs: �21, �18, �15, �12,
�6, 0, 6, and 12 dB, using white noise. The results reported
here are a subset of the Phatak and Allen �2007� study, which
provides the full details.

D. Procedures

The three experiments employed similar procedures. A
mandatory practice session was given to each subject at the
beginning of each experiment. The stimuli were fully ran-
domized across all variables when presented to the subjects,
with one important exception to this rule being MN05 where
effort was taken to match the experimental conditions of
Miller and Nicely �1955� as closely as possible �Phatak
et al., 2008�. Following each presentation, subjects re-

sponded to the stimuli by clicking on a button labeled with
the CV that they heard. In case the speech was completely
masked by the noise, the subject was instructed to click a
“noise only” button. If the presented token did not sound like
any of the 16 consonants, the subject were told to either
guess 1 of the 16 sounds, or click the noise only button. To
prevent fatigue, listeners were told to take frequent breaks, or
break whenever they feel tired. Subjects were allowed to
play each token for up to three times before making their
decision, after which the sample was placed at the end of the
list. Three different MATLAB programs were used for the con-
trol of the three procedures. The audio was played using a
SoundBlaster 24 bit sound card in a standard PC Intel com-
puter, running Ubuntu Linux.

III. MODELING SPEECH RECEPTION

The cochlea decomposes each sound through an array of
overlapping nonlinear �compressive�, narrow-band filters,
splayed out along the BM, with the base and apex of BM
being tuned to 20 kHz and 20 Hz, respectively �Allen, 2008�.
Once a speech sound reaches the inner ear, it is represented
by a time-varying response pattern along the BM, of which
some of the subcomponents contribute to speech recognition,
while others do not. Many components are masked by the
highly nonlinear forward spread �Duifhuis, 1980; Harris and
Dallos, 1979; Delgutte, 1980� and upward spread of masking
�Allen, 2008�. The purpose of event identification is to iso-
late the specific parts of the psychoacoustic representation
that are required for each consonant’s identification �Régnier
and Allen, 2008�.

To better understand how speech sounds are represented
on the BM, the AI-gram �see Appendix A� is used. This
construction is a signal processing auditory model tool to
visualize audible speech components �Lobdell, 2006, 2008;
Régnier and Allen, 2008�. The AI-gram is thus called, due to
its estimation of the speech audibility via Fletcher’s AI
model of speech perception �Allen, 1994, 1996�, was first
published by Allen �2008�, and is a linear Fletcher-like criti-
cal band filter-bank cochlear simulation. Integration of the
AI-gram over frequency and time results in the AI measure.

A. A preliminary analysis of the raw data

The experimental results of TR07, HL07, and MN05 are
presented as confusion patterns �CPs�, which display the
probabilities of all possible responses �the target and compet-
ing sounds�, as a function of the experimental conditions,
i.e., truncation time, cutoff frequency, and signal-to-noise ra-
tio.

Notation: Let cx�y denote the probability of hearing con-
sonant /x/ given consonant /y/. When the speech is truncated
to time tn, the score is denoted cx�y

T �tn�. The scores of the
lowpass and highpass experiments at cutoff frequency fk are
indicated as cx�y

L �fk� and cx�y
H �fk�. Finally, the score of the

masking experiment as a function of signal-to-noise ratio is
denoted cx�y

M �SNRk�.
The specific example of Fig. 2 is helpful to explain the

3DDS method and to show how speech perception is af-
fected by the events. It depicts the CPs of a /ka/ produced by
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talker m118 �utterance m118_ka�. The lower-left panel �a�
shows the AI-gram. The results of the time-truncation experi-
ment �TR07� is given in upper-left panel �b�, lowpass/
highpass of HL07 in lower-right panels ��d� and �e��, and
MN05 in upper-right panel �c�. To facilitate the integration of
the three experiments, the AI-gram and the three scores are
aligned in time t �in centiseconds� and frequency �along the
cochlear place axis, in kilohertz� and thus depicted in a com-
pact and uniform manner. Note that 1 cs=10 ms=0.01 s.

The CP of TR07 �Fig. 2�a�� shows that the probability of
hearing /ka/ is 100% for t�26 cs, where no speech compo-
nent are removed. At 29 cs where the /ka/ burst has been
completely truncated, the score for /ka/ drops sharply to 0%,
within a span of 1 cs. For truncation times greater than 29 cs,
only the transition region is heard, and 100% of the listeners
report hearing a /pa/. Once the transition region is truncated
�t�35 cs�, listeners report hearing only the vowel /a/.

A related conversion occurs in the lowpass and highpass
experiment HL07 for /ka/ �Figs. 2�d� and 2�e��, in which
both the lowpass score ck�k

L and highpass score ck�k
H abruptly

plunge from 100% to less than 10% at a cutoff frequency of
fk=1.4 kHz, thereby precisely defining the frequency loca-
tion of the /ka/ cue. For the lowpass case, listeners reported a
morphing from /ka/ to /pa/ with score cp�k

L reaching 70% at
0.7 kHz, and for the highpass case, /ka/ morphed to /ta/, but
only at the ct�k

H =0.4 �40%� level. To reduce clutter, the re-
maining confusions are not shown.

The MN05 masking data �Fig. 2�d�� show a fourth CP.
When the masker level increases from quiet to 0 dB SNR,
the recognition score of /ka/ is close to 1 �i.e., 100%�, signi-

fying the presence of a robust cue. At SNR90=−8 dB, the
score sharply drops to chance performance where it is con-
fused with /t/ and /p/.

IV. RESULTS

In this section we demonstrate how the events of stop
consonants are identified by applying the 3DDS method.
Again the results from the three experiments are arranged in
an abbreviated and even more compact form. In Fig. 3�a�
panel 1□�middle left� shows the AI-gram of the speech sound
at 18 dB SNR. Each event hypothesis is highlighted by a
rectangular box. The middle vertical dashed line denotes the
voice-onset time, while the two vertical solid lines on either
side of the dashed line denote the starting and ending points
for the time-truncation experiment �TR07�. Directly above
the AI-gram, panel 2□shows the scores from TR07, while to
the right, panel 4□shows the scores from HL07. Panel 3□�up-
per right� depicts the scores from experiment MN05. The CP
functions are plotted as solid �lowpass� or dashed �highpass�
curves, with competing sound scores with a single letter
identifier next to each curve. The � in panel 3□ indicates
SNR90=−2 dB where the listeners just begin to confuse the
sound in MN05, while the � in panel 4□ indicates the inter-
section point �1.3 kHz� of the highpass and lowpass scores.
The six small figures along the bottom show partial AI-grams
of the consonant region, delimited in panel 1□ by the solid
lines, at �12, �6, 0, 6, 12, and 18 dB SNRs. A box in any of
the seven AI-grams of panel 1□or 5□ indicates a hypothetical
event region, and for panel 5□, indicates its audible threshold
predicted by the AI-gram model.

FIG. 2. �Color online� Various CPs of /ka/ spoken by talker m118 under various experimental conditions. �a� AI-gram at 12 dB SNR. The left and right vertical
lines denote the start and end times for truncation. The middle line denotes the time of voice �sonorant� onset. �b� The temporal truncation CP as a function
of truncation time from experiment TR07. �c� CP as a function of SNR for experiment MN05. The SNR90 point indicated by � is at �8 dB SNR. Finally, the
�d� low and �e� high CPs as a function of cutoff frequency for HL07. The text provides further details.
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In Secs. IV A–IV C, we study the six stop consonants
/t/, /d/, /k/, /g/, /p/, and /b/ followed by vowel /a/ as in “fa-
ther.” For each consonant, the six token utterances were ana-
lyzed by the members of our research group, and the most
representative example was subjectively chosen to be pre-
sented, since it is impossible to publish all the data. An ex-
tensive attempt was made to automatically quantify the mea-
sures objectively; however, eventually this approach was
abandoned, as it seriously obscured the raw data. Thus for
this initial presentation of the 3DDS method, we decided to
stick with a raw data presentation.

A. /ta/ and /da/

/ta/: Results of the three experiments �TR07, HL07, and
MN05� clearly indicates that the /ta/ event �refer to Fig. 3�a�
for a /ta/ from talker f105� is a high-frequency burst above 3
kHz, 1.5 cs in duration and 5–7 cs prior to the vowel. Panel
1□ shows the AI-gram of the sound at 18 dB SNR in white
noise with the hypothetical /ta/ event being highlighted by a
rectangular frame. Above, panel 2□depicts the results of the
time-truncation experiment. When the burst is completely
removed at 28 cs, the score for the time-truncated /t/ drops
dramatically from 1 to chance, and listeners start reporting
/pa/, suggesting that the high-frequency burst is critical for
/ta/ perception. This is in agreement with the highpass and
lowpass data of panel 4□. Once the high-frequency burst has
been removed by the lowpass filtering �solid curve�, the /ta/
score ct�t

L drops dramatically and the confusion with /pa/ in-
creases significantly. The intersection of the highpass and the
lowpass perceptual scores �indicated by the �� is �5 kHz,
consistent with a high-frequency burst dominant cue. These
results are then confirmed by the noise-masking experiment.
From the AI-grams in panel 5□, we see that the high-
frequency burst becomes inaudible when the SNR is lower
than 0 dB, as a consequence, the recognition score drops
sharply at �1 dB SNR �labeled by a � in panel 3□�, proving
that the perception of /ta/ is dominated by the high-frequency
burst.

Of the six /ta/ sounds, five morph to /pa/ once the /ta/
burst was truncated, while one morphs to /ka/ �m112ta�. For
this particular sound, it is seen that the /ta/ burst precedes the
vowel only by around 2 cs as opposed to 5–7 cs as is the case
for a typical /ta/. This timing cue is especially important for
the perception of /pa/, as we will discuss later in Sec. IV C.

/da/: Consonant /da/ �Fig. 3�b�� is the voiced counterpart
of /ta/. It is characterized by a high-frequency burst above 4
kHz and a F2 transition near 1.5 kHz, as shown in panel 1□.
Truncation of the high-frequency burst �panel 2□� leads to an
immediate drop in the score of cd�d

T from 100% at 27 cs to
about 70% at 27.5 cs. The recognition score keeps decreas-
ing until the F2 transition is removed completely at 30 cs.
From the highpass and lowpass data �panel 4□�, it is seem that
subjects need to hear both the F2 transition and the high-
frequency burst to get a full score of 100%, Lack of the burst
usually leads to the /da / → /ga/ confusion, as shown by the
lowpass confusion of cg�d

L =30% at fc=2 kHz �solid curve
labeled “g” in panel 4□�, meaning that both the high-
frequency burst and F2 transition are important for the iden-
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FIG. 3. �Color online� Hypothetical events for high-frequency stop conso-
nants /ta/ and /da/. The multiple panels in each subfigure are 1□AI-gram. A
dashed vertical line labels the onset of voicing �sonorance�, indicating the
start of the vowel. The solid and dashed boxes indicate the dominant and
minor events, respectively. 2□CPs as a function of truncation time tn. 3□CPs
as a function of SNRk. 4□ CPs as a function of cutoff frequency fk. 5□AI-
grams of the consonant region �defined by the solid vertical lines on panel 1□�
at �12, �6, 0, 6, 12, and 18 dB SNRs.
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tification of a high quality /da/. This is confirmed by the
results of the noise-masking experiment. From the AI-grams
�panel 5□�, the F2 transition becomes masked by noise at 0 dB
SNR; accordingly the /da/ score cd�d

M in panel 3□ drops
quickly at the same SNR. When the remnant of the high-
frequency burst is finally gone at �6 dB SNR, the /da/ score
cd�d

M decreases even faster, until cd�d
M =cm�d

M at �10 dB SNR;
namely, the /d/ and /m/ scores are equal.

Some of the /da/’s are much more robust to noise than
others. For example, the SNR90, defined as the SNR where
the listeners begin to lose the sound �Pc=0.90�, is �6 dB for
/da/-m104, and +12 dB for /da/-m111. The variability over
the six utterances is impressive, yet the story seems totally
consistent with the requirement that both the burst and the F2

onset need to be heard.

B. /ka/ and /ga/

/ka/: Analysis of Fig. 4�a� reveals that the event of /ka/ is
a mid-frequency burst around 1.6 kHz, articulated 5–7 cs
before the vowel, as highlighted by the rectangular boxes in
panels 1□ and 5□. The truncation data in panel 2□ show that
once the mid-frequency burst is truncated at 16.5 cs, the
recognition score ck�k

T jumps from 100% to chance level
within 1–2 cs. At the same time, most listeners report /pa/.
The highpass score ck�k

H and the lowpass score ck�k
L �panel 4□�

both label 1.6 kHz with a sharp intersection, suggesting that
the perception of /ka/ is dominated by the mid-frequency
burst. Based on the AI-grams �panel 5□�, the 1.6 kHz burst is
just above its detection threshold at 0 dB SNR, accordingly
the recognition score of /ka/ ck�k

M �panel 3□� drops dramatically
below 0 dB SNR. Thus the results of the three experiments
seem in perfect agreement in identifying a 1

2 octave wide
burst around 1.6 kHz as the single dominant cue of /ka/.

The identified /ka/ burst is consistent across all talkers.
Four of the six /ka/ sounds morph to /pa/ once the /ka/ burst
was truncated. Two have no morphs, remaining a very weak
/ka/ �m114ka, f119ka�.

/ga/: Consonant /ga/ �Fig. 4�b�� is the voiced counterpart
of /ka/. Like /ka/, it is represented by a 1

2 octave burst from
1.4 to 2 kHz, immediately followed by a F2 transition be-
tween 1 and 2 kHz, all highlighted with boxes in panel 1□.
According to the truncation data �panel 2□�, the recognition
score of /ga /cg�g

T starts to drop once the mid-frequency burst
is truncated beyond 21 cs. By 23 cs, a /ga / → /da/ confusion
appears with cd�g

T =40%. The highpass and lowpass scores
�panel 4□� fully overlap at 1.6 kHz, where both show a sharp
decrease of more than 60%, consistent with the time-
truncation data for /ga/. Based on the AI-grams in panel 5□,
the F2 transition is masked by 0 dB SNR, while SNR90

�−2 dB, as labeled by a � in panel 3□. When the mid-
frequency burst is fully masked at �6 dB SNR, /ga/ becomes
confused with /da/, suggesting that the perception of /ga/ is
dominated by the mid-frequency burst.

All six /ga/ sounds have well defined bursts between 1.4
and 2 kHz. Most of the /ga/s �m111, f119, m104, and m112�
have a perfect score of cg�g

M =100% at 0 dB SNR. The other
two /ga/s �f109 and f108� are a few dB weaker.

It is interesting to note that these two mid-frequency

sounds all have conflicting cues that are characteristic of
competing sounds. For example, the /ka/ sound �Fig. 4�a��
also contains a high-frequency burst around 5 kHz and a
low-frequency burst around 0.5 kHz that that could be used
as a perception cue of /ta/ and /pa/, respectively. As a conse-
quence, listeners hear /ta/ when the highpass cutoff fre-
quency is higher than the upper limit of /ka/ burst �2 kHz�. In
the lowpass experiment, people hear /pa/ when the lowpass
cutoff frequency is smaller than 1.2 kHz, the lower limit of
/ka/ cue. Similarly the /ga/ also contains a high-frequency
burst above 4 kHz that promotes the confusion of /da/.

C. /pa/ and /ba/

/pa/: The AI-gram in Fig. 5�a� 1□ for /pa/ spoken by fe-
male talker f103 reveals that there could be two different
potential events: �1� a wide band click running from 0.3 to
7.4 kHz, maskable by white noise at 6 dB SNR and �2� a
formant resonance at 1–1.4 kHz, maskable by white noise at
0 dB SNR. Panel 2□ shows the truncated /p/ score cp�p

T �tn�. It
starts at 100%. Once the wide band click spanning 0.3–7
kHz is truncated at �22–23 cs, the score drops out of satu-
ration. Once the transition is removed at 27 cs it further
drops to chance �1/16�. The lowpass and highpass scores
�panel 4□� start at 100% at each end of the spectrum, and drop
around the intersection point between 1.4 and 2 kHz. This
broad intersection �indicated by a �� appears to be a clear
indicator of the center frequency of the dominant perceptual
cue, which is at F2�0.7–1.0 kHz and before 22–26 cs. The
recognition score of noise-masking experiment �panel 3□�
drops dramatically at SNR90� =−1 dB SNR �denoted by a
��. From the six AI-grams �panel 5□�, we can see that the
predicted audible threshold for the F2 transition is at 0 dB
SNR, the same as SNR90 �� � in panel 3□ where the listeners
just begin to lose the sound. Thus both the wide band click
and the F2 onset contribute to the perception of /pa/.

Stop consonant /pa/ is characterized as having a wide
band click, as seen in this /pa/ example, but not in the five
others we have studied. For most /pa/’s, the wide band click
diminishes into a low-frequency burst. When the click is
partially removed by filtering, the score remains at 100% as
long as the F2 region is audible. The click appears to con-
tribute to the overall quality of /pa/. The 3D displays of other
five /pa/s are in basic agreement with that of Fig. 5�a�, with
the main difference being the existence of the wideband
burst at 22 cs for f103, and slightly different highpass and
lowpass intersection frequencies, ranging from 0.7 to 1.4
kHz. The required duration of the F2 energy before the onset
of voicing �around 3–5 cs� is consistently critical for all the
/pa/ utterances.

/ba/: Identifying the perceptual events for /ba/ are per-
haps the most difficult of the six stops. For the 3DDS method
to work well, 100% scores in quiet are required. Among the
six /ba/ sounds, only the one in Fig. 5�b� has 100% scores at
12 dB SNRs and above. Based on the analysis of the AI-
gram of Fig. 5�b�, the potential features for /ba/ is a wide
band click in the range of 0.3–4.5 kHz. Once the wide band
click is completely truncated by tn=27 cs, the /ba/ score cb�b

T

�Fig. 5�b� 2□� drops dramatically from 80% to chance, at the
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FIG. 4. �Color online� Hypothetical events for mid-frequency stop conso-
nants /ka/ and /ga/. The multiple panels in each subfigure are 1□AI-gram. A
dashed vertical line labels the onset of voicing �sonorance�, indicating the
start of the vowel. The solid and dashed rectangular boxes indicate the
dominant and minor events, respectively. The ellipses denote the conflicting
cues that cause the confusions. 2□CPs as a function of truncation time tn. 3□
CPs as a function of SNRk. 4□ CPs as a function of cutoff frequency fk. 5□
AI-grams of the consonant region �defined by the solid vertical lines on
panel 1□� at �12, �6, 0, 6, 12, and 18 dB SNRs.

25 30 35 40 45

0
0.2
0.4
0.6
0.8

1

f

b

v

nR
es

p/
nP

re
se

nt
s

TR07

2

−18 −12 −6 0 6 12 18 Q

b

v

MN05

3

−0.2 0 0.2 0.4 0.6 0.8 1
HL07

p

b

b

d

4 LP

HP

Time [cs] (1 cs = 0.01 s)

F
re

qu
en

cy
[k

H
z]

f101ba@12dB

1

25 30 35 40 45
0.2

0.3

0.5

0.7

1

1.4

2

2.8

3.9

5.4

7.4

F
re

qu
en

cy
[k

H
z]

5

−12 dB

30
0.2

0.3

0.5

0.7

1

1.4

2

2.8

3.9

5.4

7.4
−6 dB

30

0 dB

30

6 dB

30

12 dB

30

18 dB

30

(b)

0
0.2
0.4
0.6
0.8

1 p a

nR
es

p/
nP

re
se

nt
s

TR07

2

−18 −12 −6 0 6 12 18 Q

p

k

MN05

3

−0.2 0 0.2 0.4 0.6 0.8 1
HL07

p

p

4 LP

HP

Time [cs] (1 cs = 0.01 s)

F
re

qu
en

cy
[k

H
z]

f103pa@18dB

1

20 25 30 35 40
0.2

0.3

0.5

0.7

1

1.4

2

2.8

3.9

5.4

7.4

F
re

qu
en

cy
[k

H
z]

5

−12 dB

20 25
0.2

0.3

0.5

0.7

1

1.4

2

2.8

3.9

5.4

7.4
−6 dB

20 25

0 dB

20 25

6 dB

20 25

12 dB

20 25

18 dB

20 25

(a)

FIG. 5. �Color online� Hypothetical events for low-frequency stop conso-
nants /pa/ and /ba/. The multiple panels in each subfigure are 1□AI-gram. A
dashed vertical line labels the onset of voicing �sonorance�, indicating the
start of the vowel. The solid and dashed boxes indicate the dominant and
minor events, respectively. 2□CPs as a function of truncation time tn. 3□CPs
as a function of SNRk. 4□ CPs as a function of cutoff frequency fk. 5□AI-
grams of the consonant region �defined by the solid vertical lines on panel 1□�
at �12, �6, 0, 6, 12, and 18 dB SNRs.
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same time the /ba / → /va/ confusion cv�b
T for and /ba /

→ / fa/ confusion cf �b
T rapidly increase, indicating that the

wide band click is important to distinguish of /ba/ from the
two fricatives /va/ and /fa/. Panel 4□shows that the highpass
and lowpass scores cross each other at 1.3 kHz, the center
frequency of F2 and change abruptly, indicating that the lis-
teners need to hear both F2 and a significant segment of the
wide band click to decide the stimulus as a /ba/. From the
AI-grams in panel 5□, the wide band click becomes masked
by the noise somewhere below 0 dB SNR. Accordingly the
listeners begin to lose /ba/ sound at the same SNR, as repre-
sented by an � in panel 3□. Once the wideband click has been
masked, the confusions with /va/ increase and become equal
to /ba/ at �12 dB SNR with a score of 40%.

There are only three LDC /ba/ sounds out of 18 with
100% scores at and above 12 dB SNR, i.e., /ba/ from f101/
shown here, and /ba/ from f109 and m120, all have a salient
wide band click at the beginning. The remaining /ba/ utter-
ances have /va/ confusions between 5% and 20%, in quiet.
These nonzero quiet errors are the main difficulty in identi-
fying the /ba/ event with certainty since the 3DDS method
requires 100% in quiet for its proper operation. We do not
know if it is the recordings in the LDC database that are
responsible for these low scores, or if /ba/ is inherently dif-
ficult. A few high-error consonants with error rates greater
than 20% were observed in LDC by Phatak and Allen
�2007�. From unpublished research, and not fully described
here, we have found that in order to achieve a high quality
/ba/ �defined as 100% identification in quiet�, the wide band
burst must exist over a wide frequency range. For example, a
well defined 3 cs click from 0.3 to 8 kHz will give a strong
percept of /ba/, which if missing or removed, may likely be
heard as /va/ or /fa/.

D. Event variability

A significant characteristic of natural speech is the large
variability of the acoustic cues across utterances. Typically
this variability is characterized using the spectrogram. For
this reason, we designed the experiment by manually select-
ing six utterances to have their natural variability, represen-
tative of the corpus. Since we did not, at the time, know the
exact acoustic features, this was a design variable.

The center frequency of the burst �click� and the time
difference between the burst and voicing onset for the 36
utterances are depicted in Fig. 6. Only the /ba/ from talker
f101 is included because others do not have a wide band
click and therefore highly confused with /va/ even in quiet.
The figure shows that the burst times and frequencies for
stop consonants are generally separated across the six differ-
ent consonants.

E. Robustness

We have shown that the robustness of each consonant, as
characterized by SNR90 is determined mainly by the strength
of a single dominant cue. It is common to see the 100%
recognition score drops abruptly within 6 dB, when the
masking noise reaches the threshold of the dominant cue.
The same observation was reported by Régnier and Allen

�2008� that the 90% threshold �SNR90� is directly propor-
tional to the audible threshold of the /t/ burst based on the
prediction of the AI-gram. This simple rule generalizes to the
remaining five stop consonants. Figure 7 is the scatter plot of
SNR90 versus the audibility threshold of the dominant cue.
For a particular utterance �a point on the plot�, the psycho-
logical threshold SNR90 is interpolated from the PI function�,
while the threshold of audibility for the dominant cue is es-
timated from the AI-gram. The two sets of threshold are
nicely correlated over a 20 dB range, indicating that the rec-
ognition of each stop consonant is mainly dependent on the
audibility of the dominant cue. Speech sounds with stronger
cues are easier to hear in noise than weaker cues because it
takes more noise to mask them.

F. Conflicting cues

It is interesting to see that many speech sounds contain
conflicting cues. Take f103ka �Fig. 4�a��, for example. In
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addition to the mid-frequency /ka/ burst, it also contains two
bursts in the high- and low-frequency ranges that greatly
increase the probability of perceiving the sound as /ta/ and
/pa/, respectively. When the dominant cue becomes masked
by noise, the target sound is easily confused with other con-
sonants within the same group. The conflicting cues have
little impact on speech perception when the dominant cue is
available. However, when the dominant cue is masked, the
conflicting cues can cause the sound morph to another con-
sonant. The masking range of a feature is typically 6 dB, and
not more. Thus event detection is an all or nothing binary
task. The spread of the event threshold is 20 dB, not the
masking of a single cue. The existence of conflicting cues
could make automatic speech recognition much more diffi-
cult, especially during training, because the training must
sort out these false cues from the true target cues.

V. GENERAL DISCUSSION

The speech events are the perceptual information bear-
ing aspects of the speech code. From what we have found,
the density of the acoustic cues that support the events has a
very low density in time-frequency space.

It was shown by Shannon �1948a, 1948b� that the per-
formance of a communication system is dependent on the
code of the symbols to be transmitted. The larger the “dis-
tance” between two symbols, the less likely the two will be
confused. Shannon’s proof of this principle equally applies to
the case of human speech perception. For example, the /pa,
ta, ka/ have common perceptual cues, i.e., a burst followed
by a sonorant vowel. Once the burst is removed or masked
by noise, the three sounds are highly confusable.

In all the speech perception tests, /pa, ta, ka/ commonly
form a confusion group. This can be explained by the fact
that the stop consonants share the same type of event pat-
terns. The relative timing for these three unvoiced sounds is
nearly the same. The major difference lies in the center fre-
quencies of the bursts, with /pa/ having a click or low-
frequency burst, /ka/ burst in the mid-frequency, and /ta/
burst in the high frequency. Similar confusions are observed
for the voiced stop consonants /da/ and /ga/.

An especially interesting case is the confusions between
/ba/ and /va/ �Fig. 5�b��. Traditionally these two consonants
were attributed to two different confusion groups based on
their articulatory and distinctive features. However, in our
experiments, we find that consonants with similar events
tend to form a confusion group. Thus /ba/ and /va/ are highly
confusable with each other because they share a common F2

transition. This is strong evidence that events, not distinctive
features, are the basic units for speech perception.

A. Summary

The six stop consonants are defined by a short duration
burst �e.g., 2 cs�, characterized by its center frequency �high,
medium, and wide band�, and the delay to the onset of voic-
ing. This delay, between the burst and the onset of sono-
rance, is a second parameter called “voiced/unvoiced.”

There is an important question about the relevance of the
wide band click at the onset of the bilabial consonants /p/

and /b/. For /pa/ this click appears to be an option that adds
salience to the sound. For /ba/ our source data are clearly
insufficient because the /ba/ sounds that we chose were of
poor quality; we hypothesize based on all the available data
that the click is the key to a high quality /ba/ event, without
which the unvoiced bilabial /ba/ is often confused with the
fricatives /v/ and /f/, seen in many CPs.

In contrast, /ta/ and /ka/ are dominated by the burst fre-
quency and delay to the sonorant onset. The voiced and un-
voiced stops differ in the duration between the burst and the
voicing onset. Confusion is much more common between /g/
and /d/ than with /t/ and /k/.

In other experiments, we have tried shifting the burst
along the frequency axis, reliably morphing /ka/ into /ta/ �or
vice versa�. When the burst of /ka/ or /ta/ is masked or re-
moved, the auditory system is sensitive to residual transitions
in the low frequency, which cause the sound to morph to
/pa/. Similarly we can convert /ga/ into /da/ �or vice versa�
by using the same technique. The unvoiced stop consonants
/p, t, k/ can be converted to their voiced counterpart /b, d, g/
by reducing the duration between the bursts and the onset of
sonorance.

The timing, frequency, and intensity parameters may
change, to a certain degree, in conversational speech, de-
pending on the preceding and following vowels, and other
factors. In a recent experiment, we investigate the effect of
coarticulation on the consonant events. Instead of using
vowel /a/, multiple vowels on the vertexes of the vowel tri-
angle were selected for the study. Compared to the identified
events for stops preceding vowel /a/, the identified bursts
generally shift up in frequency for high vowels such as /i/ but
change little for low vowels such as /u/. These recent results
will be presented in a future paper.

B. Limitations of the method

It is important to point out that the AI-gram is imperfect,
in that it is based on a linear model which does not account
for cochlear compression, forward masking, upward mask-
ing, and other well known nonlinear phenomena seen in the
auditory-nerve responses. These important nonlinearities are
discussed in length in many places, e.g., Harris and Dallos
�1979�; Duifhuis �1980�; Delgutte �1980�; Allen �2008�. A
major extension of the AI-gram is in order, but not easily
obtained. We are forced to use the linear version of the AI-
gram until a fully tested time-domain nonlinear cochlear
model becomes available. The model of �Zilany and Bruce,
2006� is a candidate for such testing.

Nevertheless, based on our many listening tests, we be-
lieve that the linear AI-gram generates a useful threshold
approximation �Lobdell, 2006, 2008; Régnier and Allen,
2008�. It is easy �trivial� to find cases where time-frequency
regions in the speech signals are predicted audible by the
AI-gram, but when removed, results in a signal with inau-
dible differences. In this sense, the AI-gram contains a great
deal of “irrelevant” information. Thus it is a gross “overpre-
dictor” of audibility. There are rare cases where the AI-gram
“underpredicts” audibility, namely, where it fails to show an
audible response, yet when that region is removed, the modi-
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fied signal is audibly different. Such cases, to our knowledge,
are rare, but when discovered, are examples of serious fail-
ures of the AI-gram. This is more common below 1 kHz.

Finally, and perhaps most important, the relative
strengths of cues can be misrepresented. For example, it is
well know that onsets are strongly represented in neural re-
sponses due to adaptation �Delgutte, 1980�. Such cues are
not properly present in the AI-gram, and this weakness may
be easily fixed, using existing hair-cell and neural models.
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APPENDIX A: THE AI MODEL

Fletcher’s AI model is an objective appraisal criterion of
speech audibility. The basic concept of AI is that every criti-
cal band of speech frequencies carries a contribution to the
total index, which is independent of the other bands with
which it is associated and that the total contribution of all
bands is the sum of the contribution of the separate bands.

Based on the work of speech articulation over commu-
nication systems �Fletcher and Galt, 1950; Fletcher, 1995�,
French and Steinberg developed a method for the calculation
of AI �French and Steinberg, 1947�.

AI�SNR� =
1

K
�
k=1

K

AIk, �A1�

where AIk is the specific AI for the kth articulation band
�Kryter, 1962; Allen, 2005b�, and

AIk = min�1

3
log10	�s+n

2

�n
2 
,1� , �A2�

where �s+n
2 /�n

2 is the mean-square speech+noise over noise
power ratio in the kth frequency band �French and Steinberg,
1947�.

Given AI�SNR� for the noisy speech, the predicted av-
erage speech error is �Allen, 1994, 2005b�

ê�AI� = emin
AI · echance, �A3�

where emin is the maximum full-band error when AI=1, and
echance is the probability of error due to uniform guessing
�Allen, 2005b�.

APPENDIX B: THE AI-GRAM

The AI-gram is the integration of the Fletcher’s AI
model and a simple linear auditory model filter-bank �i.e.,
Fletcher’s SNR model of detection �Allen, 1996��. Figure 8
depicts the block diagram of AI-gram. Once the speech
sound reaches the cochlea, it is decomposed into multiple
auditory filter bands, followed by an “envelope” detector.
Fletcher audibility of the narrow-band speech is predicted by
the formula of specific AI �Eq. �A2��. A time-frequency pixel
of the AI-gram �a two-dimensional image� is denoted
AI�t , f�, where t and f are the time and frequency, respec-
tively. The implementation used here quantizes time to 2.5
ms and uses 200 frequency channels, uniformly distributed
in place according to the Greenwood frequency-place map of
the cochlea, with bandwidths according to the critical band-
width of Fletcher �1995�.

The average of the AI-gram over time and frequency,
and then averaged over a phonetically balanced corpus,
yields a quantity numerically close to the AI as described by
Allen �2005b�. An average across frequency at the output of
the AI-gram yields the instantaneous AI

a�tn� � �
k

AI�tn, fk� �B1�

at time tn.
Given a speech sound, the AI-gram model provides an

approximate “visual detection threshold” of the audible
speech components available to the central auditory system.
It is silent on which component is relevant to the speech
event. To determine the relevant cues, it is necessary to di-
rectly relate the results of speech perception experiments
�events� with the AI-grams �or perhaps some future nonlinear
extensions of the AI-gram�.
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Although recent evidence reconfirmed the importance of spectral peak frequencies in vowel
identification �Kiefte and Kluender �2005�. J. Acoust. Soc. Am. 117, 1395–1404�, the role of
formant amplitude in perception remains somewhat controversial. Although several studies have
demonstrated a relationship between vowel perception and formant amplitude, this effect may be a
result of basic auditory phenomena such as decreased local spectral contrast and simultaneous
masking. This study examines the roles that local spectral contrast and simultaneous masking play
in the relationship between the amplitude of spectral peaks and the perception of vowel stimuli.
Both full- and incomplete-spectrum stimuli were used in an attempt to separate the effects of local
spectral contrast and simultaneous masking. A second experiment was conducted to measure the
detectability of the presence/absence of a formant peak to determine to what extent identification
data could be predicted from spectral peak audibility alone. Results from both experiments indicate
that, while both masking and spectral contrast likely play important roles in vowel perception,
additional factors must be considered in order to account for vowel identification data. Systematic
differences between the audibility of spectral peaks and predictions of perceived vowel identity
were observed. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3353124�

PACS number�s�: 43.71.Es, 43.71.An �RSN� Pages: 2611–2621

I. INTRODUCTION

The experiments described in the present paper examine
the role of formant amplitude in vowel perception while fac-
toring out the effects of simultaneous masking and local
spectral contrast. It is widely believed that the frequencies of
the first two or three lowest formants are the most important
for vowel perception �Peterson and Barney, 1952�, and that
secondary spectral properties such as formant bandwidth,
global spectral tilt, or formant amplitude are relatively unim-
portant for preserving vowel identity �Klatt, 1982�. However,
the inability to predict listeners’ identification of vowel-like
stimuli on the basis of formant frequency alone with a high
degree of accuracy has led to several alternative models of
vowel perception �see Rosner and Pickering, 1994 for a re-
view�.

Some authors suggest that formant frequency models are
overly simplistic and that broadly defined global spectral
properties must be considered instead �Bladon and Lind-
blom, 1981; Miller, 1984; Ito et al., 2001�. In support of this
view, Zahorian and Jagharghi �1993� found that spectral
shape parameters in the form of cosine series coefficients
were superior to any combination of formant and fundamen-
tal frequencies in an automatic classification task. Spectral
shape parameters also corresponded better to error patterns in
listeners’ identifications.

Spectral shape models are completely agnostic with re-
spect to the relative importance of atomic spectral properties
such as formant frequencies or, more generally, the frequen-
cies of local spectral maxima. However, spectral shape mod-
els can be criticized for lacking succinctness. An intermedi-
ate position is that a secondary perceptual analysis of vowel
stimuli results in an integration of spectral peaks over a

broad frequency range, which may obscure the relationship
between raw formant frequencies and perceived vowel qual-
ity. Although the final perceptual representation of vowels in
such models is still based on perceived peaks, these peaks do
not correspond directly to formants. Following previous
work on the equivalent second formant �F2�; Carlson et al.,
1970, 1975; Bladon and Fant, 1978�, Chistovich et al. �1979�
suggested that formant peaks closer than 3–3.5 bark are
merged into a single perceived spectral prominence �see also
Chistovich and Lublinskaya, 1979�. In this model, additional
spectral properties such as formant amplitude may alter per-
ceived vowel quality by influencing local spectral balance,
thereby causing a shift in the perceived spectral peak. Her-
mansky �1990� offered an explicit computational model that
includes this broadband processing of spectra, which effec-
tively smears narrowly spaced spectral peaks.

Although this model proposes a role for formant ampli-
tude under certain conditions, Assmann �1991� found little or
no effect for formant amplitude on perceived vowel identity
across a range of �6 dB, even when formants were within 3
bark. One source for this discrepancy may be the use of
perceptual matching tasks �Chistovich et al., 1979; Chistov-
ich and Lublinskaya, 1979�, which may measure psychoa-
coustic similarity rather than actual phonetic distance �Klatt,
1982�. While it is known that changes in formant amplitude
can be perceived independently of changes in formant fre-
quency �Bernstein, 1981� and that global spectral shape or
loudness density patterns are good correlates to psychoa-
coustic distance �Bladon and Lindblom, 1981�, it has been
claimed that variations in formant amplitude have otherwise
no effect on phonetic quality �Lindblom et al., 2009�.

Only a few studies have systematically examined the
role of formant amplitude in vowel identification �Lindqvist
and Pauli, 1968; Carlson et al., 1970; Ainsworth and Millar,
1972; Aaltonen, 1985; Schwartz and Escudier, 1989�. Miller
�1953� found changes in listeners’ identifications of synthetic
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vowels with variation in relative formant amplitude: As am-
plitude of the second formant �F2� peak was lowered, there
was a tendency toward back vowel responses in two-formant
stimuli. Similarly, Chistovich and Chernova �1986� also
showed that variations in relative formant amplitude can
transform a high-front vowel into a high-back vowel as F2

level was reduced in synthetic, two-formant stimuli. Hedrick
and Nabelek �2004� varied F2 amplitude across a range of 20
dB within a /u/–/i/ continuum and showed that this range of
variation was sufficient to shift the perceived phonetic
boundary. Jacewicz �2005� also found that variations in level
of F2 affected identification of the vowels /i/ and /(/.

Aaltonen �1985� manipulated F2 amplitude over a range
of 20 dB; reduction by as little as 5–10 dB increased the
number of /i/ identifications in an /i/–/y/ continuum, irrespec-
tive of formant frequencies. Aaltonen suggested that this
change in response pattern was due to the perception of the
F3 peak as F2 with decrease in relative F2 amplitude. Ná-
bflek et al. �1992� arrived at an analogous conclusion, fol-
lowing an experiment in which listeners misidentified /u/ as
/i/ when presented against speech-spectrum noise—i.e., they
speculated that F2 at low amplitudes may be masked by
noise, resulting in the misidentification of the F3 peak as F2.

While it has been argued that these results could also be
due to a secondary broadband integration of vowel spectra
�Chistovich et al., 1979; Chistovich and Lublinskaya, 1979�,
it is also possible that basic psychoacoustic processes such as
simultaneous masking may be involved. For example,
Ainsworth and Millar �1972� concluded that F2 frequency is
independent of formant amplitude in perception of two-
formant stimuli when the F2 peak is no more than 28 dB
below that of F1. Below this threshold, listeners’ responses
resemble those to one-formant stimuli—i.e., similar to re-
sults reported by Miller �1953� and Chistovich and Chernova
�1986�, listeners largely perceive back vowels �Delattre et
al., 1952�. In support of this conclusion, Nearey and Levitt
�1974� and Rand �1974� found that F1 peak can mask higher
formants and that dichotic presentation provides a release
from this masking.

Other basic psychoacoustic processes may also play a
role in vowel perception that confound the relationship be-
tween formant amplitude and vowel identification. For ex-
ample, Kiefte and Kluender �2005� found that the perceptual
effects of formant amplitude may be exaggerated in isolated
synthetic monophthongs, which differ from naturally pro-
duced tokens by virtue of the absence of natural vowel-
inherent spectral change �Nearey and Assmann, 1986; Hill-
enbrand et al., 1995�. Kiefte and Kluender �2008� also found
that the effects of spectral tilt or relative formant level could
be exaggerated by a contrast effect with its surrounding
acoustic context if the latter were filtered to enhance this
contrast. Conversely, they found that the effects of spectral
tilt or formant level were largely eliminated in synthetic
monophthongs when they were presented with an unproc-
essed carrier phrase, which served as a spectrally neutral
reference—i.e., the effect for spectral tilt was largely miti-
gated, even with unfiltered context sentences. These contrast
effects are supported by observations by Lindqvist and Pauli
�1968� and Lea and Summerfield �1994�, who found that, for

stimuli that were not blocked by signal manipulation, there
was a larger effect for formant level presumably due to
across-trial contrast effects.

Despite evidence that formant amplitude may provide
additional phonetic information in vowel perception, it has
been observed that the relationship between formant fre-
quency and amplitude is entirely lawful and predictable in
naturally produced speech. Given that formant amplitudes
can be deduced largely from formant frequencies and that
formant bandwidth also varies lawfully as a function of for-
mant frequency in naturally produced speech �Fant, 1956,
1972; Stevens, 1998�, it would seem that formant amplitude
provides no more information regarding vowel identity than
formant frequencies themselves. Jacewicz and Fox �2008�
found that naturally occurring variation in formant amplitude
corresponds well to predicted patterns. In addition, with the
exception of /u/, which showed very large context effects on
both formant frequency and amplitude, they found that natu-
rally occurring variation in formant amplitude was much
smaller than those changes that have been previously shown
to induce a change in perceived vowel quality �Miller, 1953;
Carlson et al., 1970; Ainsworth and Millar, 1972; Aaltonen,
1985�. In naturally occurring speech in ideal acoustic envi-
ronments, one would not expect that significant gains could
be made in predicting vowel perception through the addition
of formant amplitude information.1

One might expect perceptual trading relations between
formant frequency and amplitude in cases where one prop-
erty is either distorted or ambiguous. However, other factors
beyond formant frequency can have an even stronger effect
on formant level. For example, de Cheveigné and Kawahara
�1999� and Lindblom et al. �2009� point out that fundamental
frequency �f0� has a highly nonlinear effect on formant am-
plitude that can result in deviations much larger than those
observed between vowel categories—especially for high fun-
damental frequencies. In addition, Jacewicz and Fox �2008�
found that consonantal context has a significant effect on the
amplitudes of individual formants. Due to this variation, for-
mant amplitude may instead be a particularly unreliable cor-
relate to vowel identity.

It was noted above that some effects of formant ampli-
tude may be due to simultaneous masking—e.g., where F1

peak masks that of F2 �e.g., Ainsworth and Millar, 1972�. If
the F2 peak is inaudible or masked by F1, the F3 peak may
instead be perceived as F2, resulting in a misidentification
�or, if there is no F3 peak, a back vowel may instead be
heard�. Alternatively, if the level of the F2 peak is low, rela-
tive to the immediately surrounding harmonics, the peak may
not be prominent enough to alter the perceived identity of a
vowel; while lowering the amplitude of a formant may result
in masking by a lower spectral peak, it is also possible that
the lowered spectral peak may not have enough local spectral
contrast to be perceived as such �e.g., Fig. 1�.

Some studies have shown that a spectral peak does not
have to be substantially higher in level than surrounding har-
monics to have a perceptual effect. Lea and Summerfield
�1994� found that the contrast threshold for a formant peak
was 1.2–1.5 dB, which also agrees with results obtained in
spectral enhancement studies �Summerfield et al., 1987;
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Leek et al., 1987�. However, formants in these studies con-
sisted of only two harmonics presented against a flat com-
plex periodic spectrum. When stimuli that resemble naturally
produced vowels more closely are used, somewhat larger
thresholds for the perception of a spectral notch between
formants were found �Turner and Van Tasell, 1984�.

The relatively small amount of spectral contrast required
for perception of a distinct peak is likely due to suppression
effects, and the effective increase in peak level can be as
much as 15 dB �Moore and Glasberg, 1983a,1983b�. Addi-
tionally, Assmann and Summerfield �1989� and Lea and
Summerfield �1994� suggested that even spectral shoulders
could serve the same role as spectral peaks in perception,
suggesting that listeners are sensitive to even small perturba-
tions of vowel spectra.

Evidence of suppression effects were demonstrated indi-
rectly by Kakusho et al. �1971� and Chistovich and Lublin-
skaya �1979�, who showed that formant peaks largely mask
surrounding harmonics. Kakusho et al. additionally con-
cluded that only two or three harmonics near each formant
frequency are sufficient to obtain 100% correct identification
rates, as well as preserve vocalic pitch—a result that was
also demonstrated by Assmann and Nearey �1987� for F1.
Kakusho et al. also found that decreases in the amplitude of
harmonics far from formants were largely inaudible, and
therefore, could have no effect on phonetic identity.

In summary, several factors could account for observed
effects of formant amplitude on vowel perception: global
spectral tilt—the effects of which are exaggerated by acous-
tic context �Kiefte and Kluender, 2005, 2008�; simultaneous
masking of a formant peak by a lower-frequency formant
�Nearey and Levitt, 1974�; and degree of local spectral
prominence or the amplitude of a peak relative to nearby
spectral energy �Turner and Van Tasell, 1984�. However, the
use of full-spectrum vowels such as that illustrated by Fig. 1
in studies of formant amplitude does not allow the experi-
menter to distinguish two different types of basic auditory

effects: When F2 amplitude is low, the peak may be masked
by lower formant peaks, or it may simply lose local spectral
contrast.

Therefore, to factor out these effects, the present experi-
ments use the following two sets of stimuli for listener iden-
tification:

1. Full spectrum �normally produced via cascade formant
synthesis�: With these stimuli, effects for formant ampli-
tude may be the result of either peripheral masking effects
or effects of local spectral contrast.

2. Incomplete spectrum �only harmonics at or adjacent to
formant peaks preserved; Kakusho et al., 1971; Assmann
and Nearey, 1987�: Observed perceptual effects of for-
mant amplitude with these stimuli cannot result from re-
duced local spectral contrast as this property is effectively
maximized.

Two types of experiments are described here: a basic
vowel perception task, as well as a detection task, which
probes whether the presence of the F2 peak in the spectrum
has a perceptual effect. In all experiments, the amplitudes of
both F2 and all higher formants are varied in a fully crossed
design in order to factor out the perceptual effect of spectral
tilt, which may be a potential confound �Kiefte and Klu-
ender, 2005, 2008�. Similar to Hedrick and Nabelek �2004�,
the endpoint vowel stimuli for these experiments were /i/ and
/u/.

II. EXPERIMENT 1

The purpose of the first experiment was to examine the
influence of formant amplitude on vowel perception and to
examine the effects of local spectral contrast, simultaneous
masking, and global spectral tilt separately. Previously, He-
drick and Nabelek �2004� have shown that formant ampli-
tude does have an effect on vowel perception in an /i/–/u/
continuum, in which the second formant peak of /u/ is ma-
nipulated. Like the previous study, when the amplitude of F2

approaches a level at which the amplitudes of harmonics
close in frequency to the formant peak are not emphasized,
we expect more /i/ responses. However, in the current study,
two sets of stimuli are presented to listeners for identifica-
tion: one with all harmonics present �full-spectrum� and an-
other set in which each formant peak is represented by only
three harmonics �incomplete-spectrum�, thereby ensuring
maximum local spectral contrast. Significant differences in
response patterns between the full-spectrum and incomplete-
spectrum stimuli would indicate that local spectral contrast
plays an important role in the relationship between formant
amplitude and vowel perception, as local spectral contrast is
effectively maximized in the incomplete-spectrum stimuli.

A. Participants

Participants were 14 native speakers of Canadian Eng-
lish with normal hearing. Eligibility was determined using
pure-tone audiometry to establish thresholds bilaterally at
standard octave-spaced audiometric frequencies between 500
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FIG. 1. Do listeners hear /u/ or /i/ when presented with the stimuli repre-
sented by the spectrum above? Formant frequencies are appropriate for /u/
while spectral tilt is intermediate between that for /i/ and /u/. However, F2

amplitude is very low and the peak is not prominent relative to the surround-
ing harmonics. Second formant peak could either be masked by that of F1 or
it may not have sufficient local spectral prominence to be audible.
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and 4000 Hz, as well as at 1500 and 3000 Hz. All subjects
had hearing thresholds at or below 15 dB HL across all tested
frequencies.

B. Stimuli

Forty-nine synthetic vowel-like stimuli were created in a
two-way continuum ranging from /u/ to /i/ in both global
spectral tilt and amplitude of the F2 peak of /u/ �which was
absent for the /i/ endpoint� in a fully crossed 7�7 design.
The cascade branch of a flexible implementation of the
KLATT80 speech synthesizer written for MATLAB was used to
create the /i/ and /u/ endpoints �Klatt, 1980; Kiefte et al.,
2002�. Fundamental frequency �f0� was 100 Hz for all
stimuli. The frequencies of F1−F6 were held constant at 300,
900, 2300, 3000, 3500, and 4500 Hz, respectively. For the /i/
endpoint, the 900 Hz parameter was skipped, and the remain-
ing frequencies were reassigned to the next lower formant
synthesis parameter �i.e., /i/ only had five formants with F2 at
2300 Hz—henceforth, the amplitude of F2 will be defined as
the amplitude of the harmonic at 900 Hz irrespective of
whether a spectral peak is actually present at that frequency
or not�. To generate an initial one-dimension series, the lev-
els of the resultant harmonics were interpolated linearly in
decibels from the spectra of the two endpoints, /i/ and /u/, in
seven equal steps to create variations in both the amplitude
of F2 and spectral tilt �i.e., relative amplitude of higher for-
mants�. Unwrapped phase was also interpolated linearly.
Waveforms were then created from the spectra via inverse
Fourier transform. The range in F2 amplitude �i.e., amplitude
of the 900-Hz harmonic� between /u/ and /i/ was 21.4 dB.

Stimuli were 245 ms in duration and normalized on the
basis of F1 amplitude. Formant values of stimulus endpoints
were similar to those recommended by Hillenbrand et al.
�1995� while making formant frequencies constant across the
series. Endpoints of the continuum were judged to be an
appropriate representation of either /i/ or /u/.

Because synthesis resulted in spectral variation in both
F2 level and spectral tilt, amplitude variations for spectral tilt
�i.e., relative amplitude of peaks at 2300, 3000, 3500, and
4500 Hz� were further manipulated in the same manner as
Kiefte and Kluender �2005�: A filter analogous to that used
by the KLSYN88 speech synthesizer was used to impose a
dB/octave difference between F1 and F3 peaks on the target
stimuli in order to adjust source tilt �i.e., the TL parameter in
KLSYN88; Klatt and Klatt, 1990�. The spectral tilt �defined as
the difference between amplitudes of peaks at 300 and 2300
Hz in dB/octave� of each stimulus in the initial one-
dimensional series was adjusted to match that of every other
stimulus in the series for a total of 49 stimuli. For stimuli that
required an increase in spectral tilt rather than a decrease, a
single-zero filter was used instead of a single-pole. A recur-
sive algorithm was used to determine the level of attenuation
or amplification of the 2300 Hz peak. The total range of
spectral tilts was �9.6 to �3.9 dB/octave.2

Presentation of each stimulus was preceded by the
phrase “You will now hear the vowel…,” which was re-
corded from a male speaker of Canadian English �MK�,
sampled at 10 kHz, analyzed via 11-coefficient LPC, and

resynthesized with 100 Hz f0 to match that of the following
target vowel. This phrase acted as a perceptual anchor to
reduce the effect of spectral tilt on vowel identification that
has been observed in studies using isolated synthetic vowels
�Kiefte and Kluender, 2008�.

In addition to the full-spectrum stimuli just described,
incomplete-spectrum stimuli were also generated. These con-
sisted of three harmonics centered at each of the six formant
frequencies above �Fig. 2�. The amplitudes of each of the
three harmonics around each formant are unchanged from
the original stimuli. The stimulus at the /i/ endpoint of the
incomplete-spectrum continuum also has harmonics at and
around 900 Hz in the incomplete-spectrum condition, even
though this does not represent a formant for /i/. These har-
monics, which correspond to the F2 of /u/, have the same
amplitudes as those around 900 Hz for the original /i/ end-
point. If there is no masking of this peak by F1 and formant
level has only a minor impact on vowel perception, one
might expect a much larger number of /u/ responses with the
incomplete-spectrum series due to the presence of these har-
monics at 900 Hz.

Subjectively, it was judged that there was a not a sub-
stantial perceptual difference between the incomplete and
full-spectrum stimuli and informal reactions from subjects
suggested the same conclusion �cf., Kakusho et al., 1971;
Assmann and Nearey, 1987�.

C. Procedure

Following hearing screening, eligible participants com-
pleted a two-alternative forced-choice �2AFC� vowel identi-
fication task with both sets of stimuli—full- and incomplete-
spectrum—which were blocked into two separate sessions.
Session order was counterbalanced across participants. After
listening to each stimulus, participants pressed one of two
buttons labeled “ee” or “oo.” Each of the 49 stimuli was
presented in random order to each participant with eight rep-
etitions of each stimulus.

Stimuli were presented at an average level of 72 dB
sound pressure level �SPL� through circumaural Beyer Dy-
namic DT 150 headphones in a sound-attenuated booth.
Stimulus presentation and response collection were con-
trolled by a Tucker-Davis RP 2.1 digital signal processor.
Data were collected from up to two subjects simultaneously
and stored on a desktop computer. Stimulus order was ran-
domized separately for each subject. The task took approxi-
mately 60 min to complete.

D. Results

Responses to both full- and incomplete-spectrum condi-
tions were each pooled across subjects and are presented in
Fig. 3 as a function of both F2 peak amplitude and spectral
tilt �i.e., the difference between F3 and F1 amplitude in dB/
octave�. As expected, as the amplitude of the F2 peak is
reduced in either condition, there is an increase in the num-
ber of /i/ responses. However, there is also an increase in the
number of /i/ responses as the spectral tilt is increased—i.e.,
with an increase in the relative amplitudes of F3 and higher
spectral peaks. Comparison of the two figures reveals that
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the effect for F2 amplitude was stronger for the full-spectrum
stimuli �i.e., there is a wider range of responses across levels
of F2 amplitude in Fig. 3�a� than in Fig. 3�b��.

Each listener’s responses to both identification tasks
were analyzed via two-way logistic regression �McCullagh
and Nelder, 1989� and regression coefficients across listeners
were subjected to t-tests to determine if there was a signifi-
cant effect for either changes in F2 amplitude or spectral tilt,
both within and between the full- and incomplete-spectrum
conditions �Gumpertz and Pantula, 1989�.

For the full-spectrum condition, changes in F2 amplitude
were highly significant �p�0.001; d=2.27�, as were changes
in spectral tilt �p�0.001; d=3.43�. For the incomplete-
spectrum condition, changes in F2 amplitude and spectral tilt
were also both highly significant �p�0.001; d=3.03 and
4.03, respectively�.

A comparison of regression coefficients between the two
conditions revealed that there was no significant difference
for changes in the amplitude of higher peaks �spectral tilt�
across the two conditions �p=0.56�. A significant difference
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FIG. 3. Total /i/ responses to �a� full- and �b� incomplete-spectrum stimuli as a function of F2 amplitude �A2−A1� and F3 amplitude �A3−A1� �which is a linear
function of spectral tilt�. Amplitude measurements were calculated at formant frequencies via Fourier transform of the stimuli. Maximum possible number of
responses is 112 for each condition. Lines give the 30%, 50%, and 70% crossovers in responses as determined via cubic interpolation.2
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FIG. 2. Schematized spectra of stimuli at the �a� F2 amplitude and �b� spectral tilt endpoints for both �c� full and �d� incomplete spectrum stimuli. Note that
the �d� incomplete-spectrum /i/ has a peak around 900 Hz, consisting of harmonics with the same levels as those in the full-spectrum /i/.
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for changes in F2 amplitude across the conditions was found,
however �p=0.001�, with an effect size of d=1.15. The sign
of the difference indicates that F2 amplitude had a signifi-
cantly larger effect in the full-spectrum condition. Given the
differences between stimuli in the two continua, this suggests
that local spectral contrast may play some role in the effect
of F2 amplitude; some full-spectrum stimuli with low-
amplitude F2 peaks were more likely to be heard as /i/ than
the corresponding incomplete-spectrum stimuli, which have
greater spectral contrast.

E. Discussion

Although masking may play some role in vowel identi-
fication in both conditions, differences in responses between
the two conditions could be attributed to a reduction in spec-
tral contrast in the full-spectrum condition as F2 peak level is
reduced. In addition, there are several instances where a ma-
jority of participants identified incomplete-spectrum stimuli
as /i/, even though a spectral local maximum was clearly
present at 900 Hz, which is the frequency of the F2 of /u/.
Therefore, simultaneous masking effects may still also play a
role in the perception of these stimuli.

It is surprising that there was a significant effect for
gross spectral tilt in these stimulus sets. This contradicts re-
sults obtained by Kiefte and Kluender �2008�, who used
similar stimuli. However, Kiefte and Kluender did not also
vary amplitude of F2 in their study. It is possible that with
higher levels of the F3 peak, there is greater perceptual
masking of F2—i.e., with shallower spectral slope, the
boundary between /i/ and /u/ is shifted toward higher levels
of F2 amplitude.

If it is true that simultaneous masking can account for
much of the response patterns presented here, then it should
be the case that eliminating the peak at 900 Hz �i.e., F2 of
/u/� entirely should not have any effect on the perception of
many of the stimuli identified as /i/. Likewise, if it is true that
local spectral contrast plays a role in the perception of full-
spectrum stimuli, then excising the F2 peak should also not
be detectable for many stimuli identified as /i/ in the full-
spectrum condition. In the following experiment, listeners
are asked if they can detect the elimination of this peak and
responses are compared with categorization data.

III. EXPERIMENT 2

The purpose of the second experiment was to determine
whether vowel identification can be predicted solely on the
basis of whether the presence or absence of the peak at 900
Hz �i.e., F2 of /u/� can be detected auditorily. Subjects are
asked to detect differences between stimuli that are identical,
except for the presence/absence of a spectral peak at 900 Hz.
If subjects largely identify a stimulus as /u/ when the peak at
900 Hz is detectable, and as /i/ otherwise, this would suggest
that much of the relationship between formant amplitude and
vowel perception can be attributed to peripheral auditory
processes.

A. Participants

Participants were 24 speakers of English with normal
hearing. Eligibility criteria were identical to those in experi-
ment 1. No subject participated in both experiments 1 and 2.

B. Stimuli

Stimuli similar to those used in the identification task
were presented in pairs that were spectrally identical, except
as noted. In two-thirds of the pairs, the F2 peak around 900
Hz was removed from one of the two stimuli �Fig. 4�. Three
different pairings were used: �1� identical, unaltered stimuli
�same trials�; �2� one unaltered stimulus followed by one
altered stimulus �different trials�; and �3� one altered stimulus
followed by one unaltered stimulus �different trials�. The
stimuli were separated by 250 ms of silence. Presentation of
each pair of stimuli was preceded by the phrase “You will
now hear the vowel…” identical to that used in experiment
1. The distribution of pairs presented to listeners was equal
�i.e., 33.3%�.

For incomplete-spectrum stimuli, the altered stimulus
was missing the three harmonics around 900 Hz. For full-
spectrum stimuli, harmonic levels between 300 �F1� and
2300 Hz �F3� were taken from the spectrum of /i/ at the
appropriate spectral tilt. At the lowest extreme of F2 peak
amplitude, there is no spectral peak at 900 Hz, and thus,
there is no difference between the altered and unaltered
stimuli. Responses to these pairs were always recorded as
correct rejection or false alarm.

C. Procedure

Following hearing screening, eligible participants were
assigned to one of two conditions: either incomplete- or full-
spectrum. Subjects in both conditions completed two tasks:
2AFC vowel identification and difference detection. Presen-
tation of the two tasks were counterbalanced across subjects.
The 2AFC task was identical to that in experiment 1, except
that each stimulus was presented only six times.

The detection task was given to determine if participants
were able to hear the presence versus absence of the F2 peak
at 900 Hz. Participants were asked whether stimuli were
same or different. Each pair of stimuli was presented ran-
domly to the participant once per each of all possible pair-
ings �one same and two different pairings per stimulus in the
7�7 continuum�. Subjects were asked to respond by press-
ing one of two buttons marked “same” or “diff.”

The stimuli were presented at an average level of 72 dB
SPL with a roving amplitude of �1.5 dB through circumau-
ral headphones in a sound-attenuated booth. Both the identi-
fication and detection tasks took a total of approximately 60
min to complete. In the detection task, subjects received
feedback regarding the correct response via a light above the
corresponding button.

D. Results

Results for the identification task in experiment 2 were
very similar to those in experiment 1, and are not presented
here, except indirectly in Fig. 6. Total number of hits across
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subjects for the detection task are represented in Figs. 5�a�
and 5�b� for both the full- and incomplete-spectrum stimuli,
respectively.

It was impossible to calculate d�-scores �Green and
Swets, 1966� from the results as the false-alarm rate was
very low �approximately 10% for both groups�, resulting in a
large number of zeros for false-alarm. This suggests that: �a�
step sizes were not small enough to obtain an estimate of the
slope of the psychometric function; �b� there were not
enough trials; and/or �c� there was a substantial conservative
bias toward same responses. Given that false-alarm rates

were very similar for both tasks �9.8% and 10.6% for the
full- and incomplete-spectrum condition, respectively�, and
that the distribution of false alarms was roughly uniform
across the independent variables, it may be assumed that any
response bias is roughly the same for both conditions and not
stimulus-dependent. This is also supported by the fact that
the data in Fig. 5 are subjectively very similar. In addition,
this potential bias effect has no effect on the conclusions
regarding the importance of F2 peak amplitude in vowel per-
ception discussed below.

Similar to the categorization task, hits in the detection
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FIG. 4. Spectra of stimuli used in Exp. 2. �a� and �b� have a peak at 900 Hz, while in �b� and �d�, the peak has been excised.
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task were analyzed using logistic regression, and the coeffi-
cients were then subjected to t-tests. For both the full- and
incomplete-spectrum conditions, there was a significant ef-
fect for the amplitude of the F2 peak at 900 Hz �p�0.001 for
both conditions; d=2.9 and d=2.3, respectively�. There was
also a significant effect for spectral tilt for both conditions
�p�0.001; d=1.4 and d=1.1, respectively�.

A significant difference was found between the full-
spectrum condition and the incomplete-spectrum condition
for F2 amplitude �p=0.03, d=0.94�, indicating that the effect
for level was significantly stronger for the full-spectrum con-
dition. No significant difference was found between condi-
tions for changes in spectral tilt �p=0.40�.

For the majority of stimuli, if a listener successfully re-
sponded with different for a given stimulus pair �i.e., one
stimulus had a spectral peak at 900 Hz and the other did not�,
they identified the token which had the F2 peak as /u/ in the
identification task. In the full-spectrum condition, data from
the signal-detection task could be used to predict 76% of the
identification responses. Similarly, the responses from the
incomplete-spectrum signal-detection task could be used to
predict 71% of responses in the identification task.

Figure 6 gives a graphical representation of the predict-
ability of vowel identification responses, based on the hit rate
for corresponding stimuli as a function of both the amplitude
of F2 peak and spectral tilt �which is a linear function of F3

amplitude�. Data in the figures give the total number of sub-
jects for whom the percent hit rate exceeded the total propor-
tion of /u/ responses—i.e., stimuli for which the presence/
absence of the F2 peak at 900 Hz was detected more often
than the corresponding stimulus was identified as /u/. The
contours in the figures delineate those stimuli that showed
statistically significant deviations from predictability
��9�—i.e., subjects identified those stimuli as /i/ signifi-
cantly more often than would be predicted from the
F2-peak-detection data. As can be seen from the figures,
there were a large number of stimuli with F2 levels between
�32 and �15 dB, which were identified as /i/, even though

a peak appropriate for the F2 of /u/ was detectable. This
generally was the case when the spectral tilt was relatively
shallow—i.e., with higher levels of F3 and higher formants.

E. Discussion

The signal-detection task provides some evidence that
basic psychoacoustic phenomena such as masking and local
spectral contrast may play important roles in vowel percep-
tion. It is likely that many of the responses in the 2AFC task
are attributable to the audibility of the F2 peak at 900 Hz.

Given the significant difference in the effect of F2 am-
plitude between full- and incomplete-spectrum continua in
the detection task, it is likely that reduced local spectral con-
trast plays some role in the detection of spectral peaks in this
experiment. Masking also likely plays a role given the large
number of misses in the signal-detection task with
incomplete-spectrum stimuli, which always contained a peak
at 900 Hz, due to the absence of surrounding harmonics.

However, the predictability of categorization data from
the detection data is lower than one might expect, given a
very strict formant frequency model of vowel identification,
in which every spectral peak is assigned to a formant. The
present data show that, for a large number of stimuli, listen-
ers identified a stimulus as /i/, even when a peak appropriate
for the F2 of /u/ was clearly audible �Fig. 6�. This was gen-
erally true for stimuli with extremely shallow spectral slope.
This was also true despite the possible conservative bias to-
ward same responses in the signal-detection task. Similar
results were also obtained for incomplete-spectrum stimuli.

IV. GENERAL DISCUSSION

Using stimuli similar to those used in the present experi-
ments, Hedrick and Nabelek �2004� revealed that reduction
in F2 amplitude for /u/ resulted in an increase in the number
of /i/ responses in normal hearing listeners. However, like
similar studies �Ainsworth and Millar, 1972; Aaltonen,
1985�, only the level of a single formant peak was manipu-
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FIG. 6. Total number of subjects for whom hit rate was greater than the proportion of /u/ responses for �a� full- and �b� incomplete-spectrum stimuli in Exp.
2—i.e., the number of subjects who detected the F2 peak at 900 Hz in the detection task more frequently than they labeled the corresponding stimulus as /u/
in the identification task as a function of both F2 peak level �A2−A1� and spectral tilt �A3−A1�. Ties were recorded as 0.5. The left-most column of responses
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lated. In addition, the full-spectrum stimuli used by Hedrick
and Nábflek did not permit separate analysis of the effects of
simultaneous masking and local spectral contrast.

The present results show that simultaneous masking and
local spectral contrast likely both play some role in vowel
perception. Differences in responses between the full- and
incomplete-spectrum conditions can possibly be attributed to
the effects of local spectral contrast, given that this property
was maximized in the incomplete-spectrum stimuli through
the absence of harmonics surrounding formant peaks. Iden-
tification of some incomplete-spectrum stimuli as /i/ indi-
cates that masking also likely plays a role, given that a peak
appropriate for the F2 of /u/ was present in all such stimuli
irrespective of its amplitude. The view that simultaneous
masking and local spectral contrast play roles in vowel per-
ception is at least partially supported by the observation that
many of the responses in the identification tasks could be
predicted by responses to the detection task in experiment 2.

By using two sets of stimuli, the current study was able
to provide more information regarding the specific factors
responsible for changes in vowel identification with changes
in formant amplitude. However, results from the identifica-
tion and detection tasks revealed that changes in vowel per-
ception cannot be attributed only to simultaneous masking or
reduced local spectral contrast. Although both processes may
be important in vowel perception, they did not predict the
identification of several stimuli used here.

Several stimuli were identified by a majority of listeners
as /i/, despite the fact that they could detect a peak at 900 Hz,
which should instead predict a majority of /u/ responses. This
appears to contradict the relatively narrow view that the fre-
quencies of audible formant peaks are the primary predictors
of vowel identity. There was also a very strong effect for
spectral tilt in all these stimuli; an increase in the levels of
F3−F5 of /u/ resulted in an increase in the number of /i/
responses, irrespective of the perceived presence/absence of
a peak at 900 Hz. This further contradicts the observation
made by Kiefte and Kluender �2008�, who found that spec-
tral tilt played a very minor role in similar stimuli. However,
it should be noted that only two of the present stimuli �the /i/
and /u/ endpoints of the full-spectrum continuum� are the
same as those used in the study by Kiefte and Kluender.

A similar result regarding the role of higher formant
level, or spectral tilt, was obtained by Bonneau and Laprie
�1998�, who found that raising the level of F3 of /u/ by 20 dB
resulted in a majority of /i/ or /e/ responses. The results in the
present study were not obviously as drastic, however. Over a
range of 16.6 dB in F3 level, no change in spectral tilt re-
sulted in a majority of /i/ responses for an unattenuated F2 of
/u/ �i.e., F2 level between �17.2 and �12.7 dB—the far
right column of each figure in Fig. 3�. However, /e/ was not
given as a possible response category in the present experi-
ments. Nevertheless, there were statistically significant ef-
fects for spectral tilt in all conditions in both experiments,
indicating that the conclusions made by Bonneau and Laprie
are basically correct.

The most immediate conclusion that can be drawn from
this is that some spectral shape information is important in
the perception of synthetic monophthongs; it is possible that

the relationship between formant frequency and vowel qual-
ity is spurious and that vowel perception is more directly
related to global spectral details, which necessarily include
spectral peak information �Bladon and Lindblom, 1981�. An-
other possibility is that more general spectral properties are
an important factor in the psychoacoustics of peak-detection
in that the perceived frequency of a formant peak is deter-
mined by multiple factors, including formant amplitude
�Chistovich et al., 1979; Chistovich and Lublinskaya, 1979�.
Given the present data, however, the relationship between
perceived formant frequency and physical vowel spectrum is
much more complicated than the center-of-gravity hypoth-
esis would predict. For example, although the two peaks cor-
responding to F1 and F2 of /u/ may be merged perceptually,
the theory does not explain why an increase in the amplitude
of F3 of /u/ would result in an increase in the total number of
/i/ responses. In addition, the peaks corresponding to the F1

and F2 of /u/ in this study are 4.8 bark apart—well beyond
the 3.5 bark window of integration proposed by Chistovich
and colleagues.

Alternatively, from the point of view of a formant fre-
quency model of vowel perception, it is clear that some
mechanism of filtering out spurious spectral peaks must be
included. In systems for automatic identification of formant
frequencies �e.g., automatic speech recognition�, spectral
peaks are frequently pruned, prior to assignment to vowel
formants. Although such peaks may result from overspeci-
fied linear-prediction models �McCandless, 1974�, they can
also occur via direct spectral analysis �Schafer and Rabiner,
1970�. Given that even spectral shoulders influence percep-
tion �Assmann and Summerfield, 1989; Lea and Summer-
field, 1994�, a spectral analysis would need to be relatively
liberal with respect to identification of possible formant can-
didates. However, human listeners must use some criterion
for segregating spurious acoustic properties in perception. It
has been noted that, “outside of the soundproof, anechoic
chamber, properties of the recorded soundwave will not cor-
respond in a simple way with properties of the spoken sound
wave” �Darwin, 1984�. Some perceptual mechanism must
exist that segregates such spurious peaks.

One strategy for excluding such peaks from analysis is
formant tracking �McCandless, 1974�. While similar phe-
nomena may be observed in human perception �Darwin,
1981; Bregman, 1990�, it is not relevant here due to the
stationary nature of the target stimuli. However, Schafer and
Rabiner �1970� use the relationships between formant levels
in selecting spectral peaks. For example, a peak is not as-
signed to F2 if it falls below some threshold determined from
an empirical analysis of spectra from male speakers that is a
function of both F1 and F2 frequency. From their data, F2

amplitude should be no less than �21.5 dB relative to F1

amplitude for F1 and F2 frequencies of 300 and 900 Hz,
respectively.3 Interestingly, this agrees with Ainsworth and
Millar �1972�, who found that perception of two-formant
stimuli changed markedly when F2 level was more than 20
dB below that of F1. The results of experiment 1 suggest that
such a model may be appropriate for perception of the
present stimuli with one addition: This threshold must also
be modulated by the relative balance between low- and high-
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frequency energy �i.e., spectral tilt�, or the amplitude of the
F3 peak. It should be noted that this threshold has nothing to
do with the audibility of a spectral peak, however.

Another explanation for the pattern of data—i.e., that a
majority of listeners identified several stimuli as /i/ when
they could detect the absence of a spectral peak at 900 Hz
when excised—is that the psychoacoustic difference between
stimuli in many stimulus pairs in the detection task may not
be large enough to trigger a phonetic difference in the vowel
identification task �Klatt, 1982�. While this phenomenon
could still be related to the peak-selection problem described
above, it could also be more subtle as, for example, in a case
where no vowel-like spectral peak is heard, yet a change in
timbre is still perceived.

One phenomenon that has received little attention in
speech-perception research, and which may explain some of
the present results, is the perception of simultaneous vowels
with same fundamental frequency. For example, Zwicker
�1984� and Assmann and Summerfield �1989� found that lis-
teners can identify two simultaneous vowels with identical f0

with an accuracy much better than chance. Summerfield and
Assmann �1989� found that listeners perceive concurrent
vowels as consisting of a “dominant” vowel against a back-
ground of a second vowel. It is possible that listeners in the
present experiment actually heard concurrent /i/ and /u/, but
gave responses on the basis of a perceived dominant stimu-
lus. This possibility is also supported by the fact that sum-
mation of the /i/ and /u/ endpoints would result in a stimulus
with a high-amplitude peak at 2300 Hz �corresponding to the
F3 of /u/ and the F2 of /i/�, and a lower-amplitude peak at
900 Hz corresponding to the F2 of /u/. It is expected, there-
fore, that listeners in this study would associate a clearly
audible peak at 900 Hz with the F2 of a background /u/ and
still respond on the basis of the perceived foreground vowel
/i/, especially when the spectral slope was relatively shallow
�i.e., elevated high-frequency formants�.

In modeling listeners’ responses to concurrent vowels,
Assmann and Summerfield �1989� found that models that
emphasize spectral peaks and shoulders gave the best fit to
their data. Although the best model tested de-emphasized
properties such as spectral tilt and relative formant ampli-
tude, it was not completely insensitive to these properties. In
addition, a spectral peak-based model that includes formant
amplitude more explicitly was never tested. Their finding
that listeners could identify concurrent vowels in the absence
of any formant amplitude information does not preclude the
possibility that this information does indeed help in segregat-
ing them perceptually, when natural covariation of formant
frequency and amplitude is present.

In the absence of differing source characteristics, it is
possible that the amplitudes of formants can help segregate
competing vowels by virtue of the established relationships
between formant frequency and amplitude �Fant, 1956, 1972;
Stevens, 1998�. Listeners’ experience with this natural varia-
tion can aid in what Bregman �1990� refers to as schema-
based segregation, which is based on learned patterns as op-
posed to fundamental psychoacoustic processes. It is known
that this type of natural covariation across multiple stimulus
properties contributes to the resilience of perception in the

face of extreme signal degradation �Kluender and Kiefte,
2006�, and it is not unbelievable that formant amplitude can
aid in signal segregation in this manner.

Finally, it is not known whether similar effects would be
observed in more natural-sounding dynamically specified
vowels. For example, Kiefte and Kluender �2005� found that
effects of spectral tilt were largely mitigated in stimuli with
changing formant frequencies, and it is possible that the ef-
fects of formant amplitude observed here may be likewise
attenuated in stimuli with inherent spectral change.

In summary, additional evidence is presented that for-
mant amplitude does play a role in vowel perception. This
effect is likely related to three factors: simultaneous masking
of spectral peaks, local spectral contrast near spectral peaks,
and a third factor not at all related to peripheral auditory
phenomena. This third factor could include auditory segrega-
tion of spectral peaks that fall below some threshold, which
is determined by listeners’ experience with natural variation
between formant frequency and amplitude in naturally pro-
duced speech.
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1Nearey and Kiefte �2003� found that adding relative formant amplitude
information significantly improved model fit to vowel perception data, and
that such models compared favorably to models of global spectral shape
�Hermansky, 1990�. These results are surprising, as stimuli used in these
experiments were generated via cascade synthesis with constant formant
bandwidths—i.e., formant amplitude was guaranteed to be predictable on
the basis of formant frequency. These results suggest that synthesis param-
eters for formant frequency are inadequate for predicting listeners’ re-
sponses and that some auditory processing must be accounted for in a
model of vowel perception.
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�empirical measurements from Fourier transform�. The effect of the spec-
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3This takes into account their spectrum equalizing curve as well as first
formant frequency.
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Cortical bone and the surrounding soft tissues are attenuating and heterogeneous media, which
might affect the signals measured with axial transmission devices. This work aims at evaluating the
effect of the heterogeneous acoustic absorption in bone and in soft tissues on the bone ultrasonic
response. Therefore, a two-dimensional finite element time-domain method is derived to model
transient wave propagation in a three-layer medium composed of an inhomogeneous transverse
isotropic viscoelastic solid layer, sandwiched between two viscous fluid layers. The model couples
viscous acoustic propagation in both fluid media with the anisotropic viscoelastic response of the
solid. A constant spatial gradient of material properties is considered for two values of bone
thicknesses �0.6 and 4 mm�. In the studied configuration, absorption in the surrounding fluid tissues
does not affect the results, whereas bone viscoelastic properties have a significant effect on the first
arriving signal �FAS� velocity. For a thin bone, the FAS velocity is governed by the spatially
averaged bone properties. For a thick bone, the FAS velocity may be predicted using a
one-dimensional model. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3353091�

PACS number�s�: 43.80.Ev, 43.20.Mv, 43.20.Px, 43.40.Rj �CCC� Pages: 2622–2634

I. INTRODUCTION

Different metabolic diseases such as osteoporosis may
affect bone quality �WHO Study Group, 1994�, resulting in a
decrease in bone mass and micro-architectural deterioration
of bone tissue, which implies an increase in bone fragility.
The diaphysis of long bones such as radius and femur is
mainly constituted of cortical bone. Investigating cortical
bone quality is of interest �Rico, 1997� because it accounts
for about 80% of the skeleton, supports most of the load of
the body, and is mainly involved in osteoporotic fractures
�Seeley et al., 1991�. Moreover, cortical bone quality has
recently been shown to be determinant for bone mechanical
stability �Mayhew et al., 2005� at the femur neck.

In axial transmission �AT� technique �which is particu-
larly adapted to cortical long bone evaluation�, both ultra-
sound emitter and receivers, are placed in the same side of
the investigated skeletal site, along a direction close to the
long bone axis. The earliest event or wavelet �usually called

first arriving signal, FAS� of the multicomponent signal re-
corded by the receivers has been the most widely investi-
gated. The wave velocity associated with this signal, which
is measured in the time domain, can be used to discriminate
healthy subjects from osteoporotic patients, and is therefore
considered as a relevant index of bone status �Hans et al.,
1999; Muller et al., 2005; Stegman et al., 1995; Talmant et
al., 2009; Weiss et al., 2000�. Both experimental �Bossy et
al., 2004c; Raum et al., 2005� and simulation studies �Bossy
et al., 2004b� have shown that the FAS velocity was related
to different bone properties �bone mineral density, cortical
thickness and bone elastic properties�. Numerical simulations
have been employed to show that when the cortical thickness
is comparable or larger than the wavelength, the type of
wave contributing to the FAS corresponds to a lateral wave,
whereas when the wavelength is larger than the cortical
thickness divided by four, the received signal corresponding
to the FAS comes from the first symmetric Lamb wave mode
�S0� guided by the cortical thickness �Bossy et al., 2002�.

Cortical bone is a complex medium from a biomechani-
cal point of view. Its elastic behavior has been described as
transverse isotropic in different works �Dong and Guo, 2004;
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Haïat et al., 2009�. At the macroscopic scale, porosity in the
radial direction �which is associated with the cross-section of
the bone� is heterogeneous at all ages and for both genders
�Bousson et al., 2001; Thomas et al., 2005�: the mean poros-
ity in the endosteal region �inner part of the bone� is signifi-
cantly higher than in the periosteal region �outer part of the
bone�. Moreover, cortical bone is affected by age-related
bone resorption and osteoporosis. It undergoes a thinning of
the cortical shell, as well as an increase in porosity, mainly in
the endosteal region �Bousson et al., 2001�. An increase in
porosity is likely to affect bone material properties �mass
density and elasticity� �Fritsch and Hellmich, 2007�, which
may in turn impact bone quality �Ammann and Rizzoli,
2003�. Similarly, a thinning of the cortical shell is an impor-
tant indicator of decreasing bone strength and of fracture risk
�Turner, 2002�. Moreover, cortical bone is a strongly attenu-
ating medium where ultrasonic propagation occurs with
losses �Han et al., 1996; Lakes et al., 1986; Langton et al.,
1990; Lees and Klopholz, 1992; Serpe and Rho, 1996�. Ul-
trasonic attenuation may be due to the viscoelastic behavior
of the bone matrix, as well as to the presence of the pores
�through scattering effects of the ultrasonic wave� �Sasso et
al., 2007, 2008�. The feasibility of frequency dependent at-
tenuation coefficient measurements has been demonstrated in
bovine cortical bone samples of a scale of the centimeter
�Sasso et al., 2007�. Interestingly, broadband ultrasonic at-
tenuation �BUA, defined as the slope of the curve of the
frequency dependent attenuation coefficient� measurements
have recently been shown to be significantly related to the
microstructure, as well as to bone physical properties such as
mass and bone mineral densities �Sasso et al., 2008�. There-
fore, BUA has been evoked as a suitable parameter for cor-
tical bone quality estimation. Similarly, human soft tissues
such as skin, fat, and muscles �between the transducers and
bone� or bone marrow �inside cortical bone� are also media
where ultrasonic attenuation has been measured.

The potential advantage of numerical simulation tools
over experimental approaches is that it can be used to deter-
mine the influence of each bone property independently,
which is difficult when working with real samples, as all
bone geometrical and mechanical properties evolve in paral-
lel. Modeling the FAS in AT experiment is a time-domain
elasto-acoustic problem. Time-domain analytical methods
have been used in the past to solve the elasto-acoustic wave
system in simple AT models �Grimal and Naili, 2006; Ma-
cocco et al., 2005, 2006�. Bossy et al. �2004b� have assessed
the influence of a gradient of longitudinal wave velocity due
to a heterogeneous distribution of porosity on the FAS veloc-
ity. More recently, our group has determined �using the COM-

SOL Multiphysics software �COMSOL Multiphysics, 2005��
the effect of heterogeneous material bone properties on the
ultrasonic response, and more specifically, on the FAS veloc-
ity using 2-D finite element model �FEM� �Haïat et al.,
2009�. Most models of AT developed in the past have con-
sidered cortical bone and the surrounding soft tissues as an
elastic material. However, the influence of ultrasonic attenu-
ation �in bone and/or in the surrounding soft tissues� on the
ultrasonic response of the investigated anatomical site in the
framework of the AT device remains unclear. Studying the

influence of attenuation in bone on the FAS velocity is of
particular interest since BUA has been suggested as a poten-
tial indicator of bone status. In addition, the determination of
the sensitivity of the ultrasonic response of bone to attenua-
tion variations may be considered as a first step toward the
resolution of the inverse problem.

The aim of this paper is to assess the effect of the vis-
coelastic nature of cortical bone and of the viscous nature of
the surrounding soft tissues on the ultrasonic response ob-
tained with an AT device. Here, bone is modeled as an an-
isotropic �transverse isotropic� heterogeneous �a gradient of
material properties in the radial direction is considered� vis-
coelastic material, and the surrounding soft tissues are mod-
eled as homogeneous viscous liquids. More specifically, we
aim at investigating the potentiality of 2-D finite element
numerical simulation tools to assess the sensitivity of the
FAS velocity to variations of different viscoelastic param-
eters.

With this introduction as background, a 2-D finite ele-
ment model briefly described in Sec. II is used to compute
the dependence of the FAS velocity on all viscoelastic coef-
ficients of cortical bone at the organ level, as well as on the
viscous nature of the surrounding soft tissues. The models
used for the viscoelastic tensor are presented and discussed.
Section III describes �i� the sensitivity of the FAS velocity to
changes of each viscoelastic coefficient for homogeneous
material properties, �ii� the effect of a constant gradient of
each viscoelastic coefficient affecting the FAS velocity, and
�iii� the effect of a constant gradient of porosity. Results are
then discussed in Sec. IV.

II. METHOD

A. Simulation of the axial transmission configuration

The geometrical configuration used in the present study
is the same as the one used by Haïat et al. �2009�, and read-
ers are referred to this previous study for details on the con-
figuration. Briefly, cortical bone is modeled as a two-
dimensional multilayer medium composed of one
heterogeneous viscoelastic transverse isotropic solid layer,
sandwiched between two homogeneous viscous fluid layers,
as shown in Fig. 1. The cortical thickness is denoted h and
the direction z corresponds to the bone radial direction.

FIG. 1. Schematic representation of the simulation domain corresponding to
a three-layer medium. The emitter and receivers are indicated by indents.
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In the simulation, a pressure source is positioned in the
fluid and the excitation signal is a Gaussian pulse with a
center frequency of 1 MHz, identical to the one given and
plotted by Desceliers et al. �2008�. The geometrical arrange-
ment shown in Fig. 1 mimics that of the probe developed by
the “Laboratoire d’Imagerie Paramétrique” �France� �Bossy
et al., 2004a�. The FAS velocity is then determined following
the procedure used in experiments with the actual probe
�Bossy et al., 2004a�. Signals are collected for each one of
the 14 receivers located in the soft tissue. The time ti of the
first maximum of each of the 14 signals recorded at the sen-
sor #i was then determined using a thresholding method. The
FAS velocity estimate is then given by the slope of the po-
sition of each sensor #i versus ti, obtained through a least-
square linear regression.

Moreover, we also consider the dependence of the am-
plitude of the first maximum of the signal recorded at the
sensor #i as function of i, in order to assess the effect of
viscoelasticity on the amplitude of the FAS.

In both fluid media, the formulation is written in terms
of pressure. The equation of propagation in the viscous fluid
is given by

� f p̈ = � f�ṗ + K�p , �1�

where p�x ; t� denotes the pressure field, � f mass density, K
the fluid compressibility, and � f the bulk viscosity of the
fluid. The acoustic wave velocity cf in absence of viscosity
�� f =0� is given by cf =�K /� f.

In the solid media, the formulation is written in terms of
displacement. Neglecting body forces, the momentum con-
servation equation writes

div � = �sü , �2�

where ��x ; t� is the stress tensor, �s is the bone mass density,
and u�x ; t� is displacement vector.

Cortical bone is modeled as an heterogeneous material
using the linear theory of viscoelastic without memory. In
this theory, the stress tensor � is linearly related to the strain
tensor ��x ; t� and to the rate-of-deformation tensor �̇�x ; t�

� = C� + E�̇ , �3�

where C�x� is the stiffness tensor and E�x� is the viscoelastic
tensor. For a 2-D transverse isotropic medium �in the plane
defined by �x ,z��, the stiffness tensor writes

C = �C11�z� C13�z� 0

C13�z� C33�z� 0

0 0 C55�z�
� , �4�

where all stiffness coefficients only depend on z because
only the heterogeneity in the radial direction is modeled,
similarly as what was done by Haïat et al. �2009�.

Cortical bone has been shown to be a significantly an-
isotropic medium in terms of ultrasonic attenuation, as BUA
values measured in the axial direction are significantly
smaller than BUA values obtained in the radial and tangen-
tial directions �Lakes et al., 1986; Lees and Klopholz, 1992;
Sasso et al., 2007�. Therefore, we have considered an aniso-
tropic �transverse isotropic� tensor E to describe the bone

dissipative behavior. In order to retrieve a physiological
range of variation for the attenuation in cortical bone, we
have used a study carried out with bovine cortical bone
samples �Sasso et al., 2007� because we could not find in the
literature a sufficient amount of data in human cortical.

Moreover, BUA values depend significantly on bone
mineral density and on mass density �Sasso et al., 2008�,
which are two quantities closely related to the porosity. As
the spatial distribution of porosity is heterogeneous in corti-
cal bone �Bousson et al., 2001�, the viscoelastic properties of
cortical bone are also expected to be spatially dependent.
Therefore, we have considered an heterogeneous behavior of
the viscoelastic tensor E, similar to the one given in Eq. �4�,
and the viscoelastic tensor E writes

E = ��11�z� �13�z� 0

�13�z� �33�z� 0

0 0 �55�z�
� , �5�

where all viscoelastic coefficients, written using the Voigt
notation, only depend on z.

The boundary conditions at the edges of the simulation
domain are identical to the one used by Desceliers et al.
�2008�. At both interfaces between the fluid layers and the
solid layer, the boundary conditions in terms of displacement
and normal stresses are taken into account. The model there-
fore fully describes the fluid-structure interaction between
the three sub-domains. For each computation, around
186 000 triangular elements are used, resulting in about
393 000 degrees of freedom. The simulation software is the
3.5 version of COMSOL Multiphysics �2005�.

The physiological variations of the different material
properties are indicated in Appendix.

B. Lamb and bulk wave modes

When the thickness h is smaller than the wavelength �
�typically h /��0.25�, the FAS velocity tends toward the so-
called plate velocity, which is the phase velocity of the first
symmetric Lamb wave mode S0 in the large wavelength limit
�Bossy et al., 2002, 2004b; Haïat et al., 2009�, with the ex-
pression

vp =�C11

�s
� �1 +

C13
2

C11 � C33
	 , �6�

which is only valid in the case of an elastic material.
When the thickness h is large compared to wavelength,

the FAS velocity tends toward the bulk longitudinal wave
velocity inside the material constituting the solid layer:

vb =�C11

�s
, �7�

which is again only valid in the case of an elastic material.
In the present study, simulations were performed with

two different solid layer thicknesses, h=0.6 mm and h
=4 mm, because these two values of h correspond to cases
where the behavior of the FAS velocity can be explained in
terms of guided and bulk waves, respectively. Considering
the dominant frequency of the broadband ultrasonic pulse
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and the range of variation in C11, it means that h /� varies in
the intervals defined from 0.14 to 0.19, and from 0.96 to
1.25, respectively, for the thin and thick solid layers.

For the thinnest layer, the propagation in the solid layer
is analyzed on the basis of the propagation of S0 wave in an
immersed homogeneous plate after adjustment of the mate-
rial properties. Therefore, roots associated with the charac-
teristic equation of the S0 wave for homogenous transverse
isotropic plate are calculated in the limit of large wave-
lengths.

C. Gradient of material property

Similarly, as what was done by Haïat et al. �2009�, the
impact of a controlled gradient vector � of a given material
property S on the FAS velocity is investigated. In what fol-
lows, the scalar S corresponds to one of the viscoelastic co-
efficients �ij defined in Eq. �5�. In each set of simulations, all
the material properties �stiffness and viscoelastic coeffi-
cients� are constant and equal to their reference value, while
S is subjected to a gradient defined below.

The gradient vector �=grad S=�z is assumed to be in-
dependent of x in all cases, where z is a unit vector along the
z-axis and grad is the gradient operator acting on a scalar
field. The quantity � is always taken as negative because
attenuation increases with porosity �Sasso et al., 2008�, and
porosity is higher in the endosteal part than in the periosteal
part of the bone. Moreover, only the simple situation of af-
fine spatial variations of S is considered, corresponding to a
constant value of �. This affine spatial variation in S is cho-
sen because the actual physiological spatial dependence of S
remains unknown. Two different affine spatial dependences
of the studied viscoelastic property are considered and are
illustrated in Fig. 2. The associated gradient � will be re-

ferred to as type 1 or 2, and corresponds to simple descrip-
tion of the spatial dependence of material properties. We
choose this linear variation because the precise spatial varia-
tions of bone material properties remain poorly documented.
Type 1. The gradient of type 1 is such that the physical
property S takes the same value Sm at the upper interface z
=0 of the solid plate for all values of the gradient �. The
quantity S�z� is therefore given by

S�z� = Sm + � � z , �8�

where Sm corresponds to the minimal value of the material
property S considered. The minimal value �m of � �which
corresponds to its maximum in absolute value as ��0� is
chosen so that S�−h� is equal to SM, where SM is the maximal
value of S. The gradient �m is given by

�m =
�Sm − SM�

h
� 0. �9�

Type 2. The gradient of type 2 is such that S takes the same
value at the middle of the solid plate �z=−h /2� for all values
of gradient �. Furthermore, the mean value of the property S
is identical for all �, and the quantity S�z� is given by

S�z� =
�Sm + SM�

2
+ � � �z +

h

2
	 . �10�

The minimal value of � is also given by Eq. �9� so that
all values of S�z� are again always comprised between Sm

and SM.
For both types of spatial variation, five different values

of � regularly distributed between �m and 0 are arbitrarily
considered for each layer thickness. In what follows, the no-
tations �11, �13, �33, and �55 correspond to � when S is de-
fined by �11, �13, �33, and �55, respectively.

D. Gradient of porosity

In the case of bone, all material properties �mass density,
stiffness, and viscoelastic coefficients� are expected to ex-
hibit coupled spatial variations because they are all related to
porosity, which increases from the periosteal to the endosteal
part �Bousson et al., 2001�. When porosity increases, the
values of the homogenized elastic constants and of mass den-
sity are expected to decrease, having opposite and competing
effects on the wave velocity. In addition, the viscoelastic
constants are expected to increase with porosity �Sasso et al.,
2008�. Here, spatial variations of types 1 and 2 are consid-
ered for the porosity �noted P�, with the minimum and maxi-
mum values of porosity Pm and PM equal, respectively, to 3
and 15%. In the case of a spatial variation in types 1 and 2,
the porosity writes, respectively,

P�z� = PM + �P � z , �11�

P�z� =
�Pm + PM�

2
+ �P � �z +

h

2
	 . �12�

The dependence of mass density and of the stiffness
coefficients is similar to what has been done by Haïat et al.

FIG. 2. Schematic representation of the two types of spatial variation con-
sidered for the material property S corresponding the viscoelastic coeffi-
cient. The lines in the solid layer indicate the spatial dependence of S. The
dotted line indicates homogeneous material properties corresponding the
reference material properties. The variation in type 1 �respectively, 2� shown
in �a� �respectively, �b�� corresponds to a constant value at the bone-soft
tissues interface �respectively in the middle of the bone�.
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�2009�, and is briefly recalled in what follows. Following a
simple rule of mixture, a variation in porosity induces an
affine variation in mass density given by

�s�z� = �m + �� � �P − 3� . �13�

Here, we choose �m in order to obtain a variation in
mass density from 1.753 to 1.66 g cm−3 when P varies from
3% and 15%, which leads to ��=7.7�10−3 g cm−3. These
values correspond to a mass density equal to 1.722 g cm−3

when P=7%.
The variations in all material properties with porosity

are taken from the literature. Affine dependence of diagonal
components of C with porosity was derived from Baron et al.
�2007�, where a variation of porosity between 3% and 15%
corresponds approximately to a change of C11 and C33 of 7.8
and 4 GPa, respectively,

C11�z� = C11
m + �C � �P − 3�, C33�z� = C33

m + �C� � �P − 3� .

�14�

The variations of C11 and C33 are centered on their ref-
erence value. Therefore, C11

m and C33
m are respectively equal

to 19.7 and 16.85 GPa; the quantities �C and �C� are respec-
tively equal to 0.65 and 0.33 GPa. Note that taking into
account a slight nonlinear variation in C11 and C33 as a func-
tion of porosity should not modify significantly our results.
Similarly as what was done by Haïat et al. �2009�, we did not
consider any variation in C13, which was taken to be equal to
its reference value.

Although BUA has been shown to increase when mass
density and bone mineral density �which are both negatively
correlated with porosity� decrease �Sasso et al., 2008�, the
precise relationship between porosity and attenuation re-
mains unknown. Therefore, for each viscoelastic constant
�ij, we assume �i� a linear relation between the correspond-
ing attenuation at 1 MHz and porosity, and �ii� that the ul-
trasonic attenuation value at Pm �respectively PM� corre-
sponds to its minimal �respectively maximal� value within
the physiological range. This approach constitutes a simple
mean of investigating the effect of viscoelasticity variations
due to heterogeneous porosity.

III. RESULTS

A. Physiological material properties

The same approach as the one described by Haïat et al.
�2008a� is used to derive the attenuation coefficient � f in
bone marrow �see Appendix�. We assumed that the bone
marrow viscosity is similar to that of soft tissues, and the

range of variation used for � f is shown in Table I. The cor-
responding values of � f were obtained using Eq. �A2�.

The values used for the stiffness tensor of cortical bone
are the same as the ones given by Haïat et al. �2009� and are
shown in Table II.

The values of the longitudinal attenuation coefficients
associated with the axial and radial directions ��L,x and �L,z,
respectively� at 1 MHz were obtained from the axial and
radial BUA values, respectively, assuming a linear frequency
dependence of the attenuation coefficients within the entire
frequency bandwidth. The mean value of the attenuation co-
efficient �t �see Appendix� indicated in Table III was taken
from Garcia et al. �1978�. The corresponding value of �55

was obtained using Eq. �A5� by considering the reference
values of the material properties indicated in Table II.

B. Analytical validation of the finite element model

In order to validate our simulation code in the frame-
work of a viscoelastic constitutive law, the results obtained
numerically in a simple geometrical situation �planar propa-
gation� are compared to analytical results. Therefore, a
through transmission experiment was simulated using the nu-
merical simulation tool in order to verify that the material
properties used as input parameters could be retrieved by
analyzing the simulation results. Briefly, a 2-D plane wave
propagation was considered in a rectangular simulation do-
main �10�5 mm2� in the x-axis. A linear emitter was posi-
tioned at x=0, generating a broadband ultrasonic signal simi-
lar to that described by Desceliers et al. �2008�. A linear
receiver is located at the other end of the simulation domain
�at x=10 mm� to record the ultrasonic wave after its propa-

TABLE I. Mean, maximum, and minimum values of the attenuation coef-
ficient at 1 MHz and of the corresponding viscosity of bone marrow and of
soft tissues considered in the present study. These values are taken from
Dussik and Fritch �1956�; Goss et al. �1978�; Lehman and Johnson �1958�.

Physical property
� f �1 MHz�
�dB cm−1�

� f

�Pa s�

Mean value �reference� 1 1.97
Minimum value 0 0
Maximum value 2 3.94

TABLE II. Mean, maximum, and minimum values of the four homogenized
elastic constants and of mass density affecting the ultrasonic propagation in
the framework of the 2D model of Fig. 1.

Mechanical quantity
C11

�GPa�
C13

�GPa�
C33

�GPa�
C55=GL

�GPa�
�s

�g cm−3�

Mean value �reference� 23.05 8.7 15.1 4.7 1.722
Minimum 17.6 5.1 11.8 3.3 1.66
Maximum 29.6 11.1 25.9 5.5 1.753

TABLE III. Average, minimum, and maximum values of attenuation and
corresponding viscoelastic coefficient taken for cortical bone. The values of
�L,x and �L,z were taken from Table 1 of Sasso et al. �2007�. The mean value
of �T was taken from Garcia et al. �1978�. The corresponding values of �55

was obtained using Eq. �A5� by considering the reference values of the
material properties indicated in Table II. The mean value of �13 was ob-
tained using Eq. �A7� and the maximum and minimum values of �13 were
obtained by verifying that the thermodynamical stability condition given by
Eq. �A8� is always respected when �11 and �33 vary within their physiologi-
cal range.

Mechanical
quantity

�L,x
�dB cm−1�

�L,z
�dB cm−1�

�T
�dB cm−1�

�11
�Pa s�

�33
�Pa s�

�55
�Pa s�

�13
�Pa s�

Mean value
�reference� 3.2 4.2 4 157 109 18 121
Minimum 0.8 1.7 0 39 44 0 39
Maximum 10.6 12.8 8 521 334 36.2 131
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gation in the viscoelastic domain where the stiffness �respec-
tively viscoelastic� coefficients correspond to the mean val-
ues indicated in Table II �respectively Table III�. Longitu-
dinal and transverse wave modes were successively tested by
considering a time-dependent displacement in the x and z
directions at the emitter as boundary conditions.

Meanwhile, the propagation of a longitudinal ultrasonic
wave in water was simulated using the formulation in terms
of pressure, leading to the reference signal, which is similar
in shape to the input signal �data not shown�. The reference
signal is necessary in the framework of a through transmis-
sion configuration to derive the phase velocity. The black
solid lines in Figs. 3�a� and 3�b� �respectively Figs. 3�c� and
3�d�� show the behavior of the frequency dependent attenu-
ation coefficient �respectively of the phase velocity� within
the frequency bandwidth of interest, obtained using the ratio
of the spectra of the reference signal and of the signal trans-
mitted in the simulation domain for the longitudinal and
transverse wave modes �Haïat et al., 2008b; Sasso et al.,
2008�.

These last simulation results were compared to analyti-
cal results obtained by considering a plane wave propagation
in a viscoelastic medium under the same assumptions of rela-
tively weak absorption given in Appendix3, where �i� the
attenuation coefficient varies has a f-square dependence, as
indicated by Eqs. �A3� and �A5�, and �ii� the longitudinal and
transverse phase velocities vL,x

	 and vT
	 vary as a second order

polynomial as a function of frequency, as indicated by Eqs.
�A4� and �A6�. The gray dashed lines in Fig. 3 show the
frequency dependences of the attenuation coefficient and of
phase velocity obtained using the analytical model described
above. A good agreement between analytical and numerical
results is obtained for the frequency dependences of �L,x and
�T as the maximum difference between the two results is
equal to 0.01 dB cm−1 for �L,x and 0.012 dB cm−1 for �T.
Slightly more important discrepancies are obtained between
the analytical and the numerical results for the frequency
dependence of phase velocity as the difference between the
two results slightly increases with frequency, and its maxi-
mum value is equal to 0.7 m s−1 for vL,x

	 and to 0.3 m s−1

for vT
	. These discrepancies may be explained by effects re-

lated to numerical error in the scheme of the spatio-temporal
discretization, which have been pointed out for example in
Warren and Scott �1996�, and are known to be due to the
discretization. This numerical error is not due to the distor-
tion effects during the pulse propagation related to disper-
sion, which has been detailed by Haïat et al. �2006� when the
velocity is measured using a time marker such as the first
zero crossing. Figure 3 thus constitutes a validation of the
simulation method and an estimation of the error.

C. Effect of absorption on the first wavefront
amplitude

In order to assess the qualitative effect of viscous prop-
erties of both fluids and of the viscoelastic properties of the
solid on the FAS, Fig. 4 shows the amplitude of the first
maximum of each signal recorded by the 14 receivers corre-
sponding to the computation of the FAS velocity for a bone
thickness equal to 4 mm. The amplitude of the signal at the

first sensor with no attenuation was used to normalize the
signals recorded at all the sensors in the elastic and vis-
coelastic case. The values of the components of the stiffness
tensor were taken equal to their reference value indicated in
Table II. The solid line corresponds to the normalized ampli-
tude of the signal obtained without any absorption neither in
the fluids nor in the solid. The dashed line corresponds to the
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FIG. 3. Comparison between numerical �black solid lines� and analytical
�gray dashed lines� results obtained for a plane wave propagation through an
homogeneous transverse isotropic viscoelastic medium. ��a� and �b�� Attenu-
ation coefficient of the longitudinal �transverse� wave mode. ��c� and �d��
Phase velocity of the longitudinal �transverse� wave mode. All velocities are
plotted within the bandwidth of interest.
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normalized amplitude of the signal obtained by considering
absorption in both fluids and in the solid, the viscous and
viscoelastic parameters being equal to their reference values
given in Tables I and III.

The difference between the dashed and solid lines illus-
trates the influence of viscous and viscoelastic effects on the
amplitude of the FAS. For both configurations �elastic and
viscous cases�, the amplitude of the signal is shown to de-
crease as a function of the position of the receiver, which can
be explained by the fact that the wave radiates in fluid while
it propagates in the bone structure, leading to a loss of en-
ergy. As shown in Fig. 4, including viscous and viscoelastic
absorptions in the simulation model leads to a decrease in the
amplitude of the first arriving wavefront.

When the reference material properties are considered,
the FAS velocity obtained without absorption is equal to
3484 m s−1, whereas it is equal to 3733 m s−1 when absorp-
tion is taken into account. The difference between these two
values is significant, compared to the precision of the probe,
and will be investigated in what follows.

D. Dependence of the FAS velocity to absorption in
the surrounding fluids

From the analysis of numerical simulations, the varia-
tion in the FAS velocity due to changes of viscous properties
of the soft tissues and of bone marrow within a realistic
range was assessed for h=0.6 and 4 mm, and for homoge-
neous material properties. The material properties of cortical
bone were taken equal to their reference values, as given in
Table II for the stiffness tensor C, and in Table III for the
viscoelastic tensor E. The minimal �m� and maximal �M�
values of � f are tested for the soft tissues and for bone mar-
row; the other material properties remaining equal to their
reference values.

Table IV shows that the FAS velocity is independent of
the viscous properties of the soft tissues, as well as of mar-

row within the physiological range. Therefore, the soft tis-
sues and bone marrow will be considered as nonviscous flu-
ids in what follows.

E. Dependence of the FAS velocity to homogeneous
viscoelastic absorption in cortical bone

The variation in the FAS velocity due to changes of the
viscoelastic parameters of cortical bone within a realistic
range was assessed for h=0.6 and 4 mm, and for homoge-
neous material properties, in order to determine which vis-
coelastic parameters play a role in the FAS velocity and must
thus be considered to have spatial variations. Therefore, the
material properties of the surrounding soft tissues and of the
stiffness tensor were taken equal to their reference values, as
indicated in Tables I and II. The minimal �m� and maximal
�M� values of each component of the viscoelastic tensor E of
cortical bone indicated in Table III were tested; the other
material properties remaining equal to their reference values,
except for C13, which was taken equal to its minimum value
when considering variations of C11 and C33 �in order to sat-
isfy the thermodynamical stability conditions for all values,
see Appendix�. Table V shows the FAS velocity correspond-
ing to a variation of each material property.

According to the value of h and to the considered vis-
coelastic property S, two situations may be distinguished: the
difference of the FAS velocities obtained when considering
the maximum and minimum values of S may be relatively
“large” �above 67 m s−1� or relatively “small” �lower than
3 m s−1�. Considering the thick solid layer �h=4 mm�,
Table V shows that small differences of the FAS velocity are
obtained, when �13, �33, and �55 take their minimum or
maximum values defined above. On the contrary, the FAS
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FIG. 4. Variation in the amplitude of the first arriving wave front as a
function of the sensor number �increasing number corresponds to sensors
farther to the emitter�. The amplitude of the signal at the first sensor with no
attenuation was used to normalize the signals recorded at all the sensors in
the elastic and viscoelastic case. The values of the components of the stiff-
ness tensor are equal to the reference values indicated in Table I. The solid
line indicates the results when no absorption was accounted for and the
dashed line indicates the case where viscous losses are considered in both
surrounding fluids as well as in the solid �reference values indicated in Table
III are used for viscous and viscoelastic parameters�.

TABLE IV. Sensitivity of the FAS velocity to changes of the viscous prop-
erties of the soft tissues and of bone marrow for two values of the cortical
thickness and homogeneous bone material properties. The computed FAS
velocity is indicated for the minimal and maximal values of each variable
corresponding to the realistic range of variation shown in Table II.

Material property S
� f in soft tissues

�Pa s�
� f in bone marrow

�Pa s�

Cortical thickness h �mm� 0.6 4 0.6 4
FAS velocity for Sm �m s−1� 3483 3731 3484 3731
FAS velocity for SM �m s−1� 3484 3732 3484 3731

TABLE V. Sensitivity of the FAS velocity to changes of the viscoelastic
properties of cortical bone for two values of the cortical thickness and ho-
mogeneous bone material properties. The computed FAS velocity is indi-
cated for the minimal and maximal values of each variable corresponding to
the realistic range of variation shown in Table II.

Material
property S

�11

�Pa s�
�13

�Pa s�
�33

�Pa s�
�55

�Pa s�

Cortical thickness
h �mm� 0.6 4 0.6 4 0.6 4 0.6 4
FAS velocity for
Sm �m s−1� 3456 3654 3543 3738 3544 3732 3484 3734
FAS velocity for
Sm �m s−1� 3787 3956 3475 3735 3469 3734 3484 3733
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velocity varies significantly when �11 varies within the limits
defined above. The solid line in Fig. 5 shows the variation in
the FAS velocity as a function of �11 in the case of homo-
geneous bone properties; the other components of E and C
remaining constant and equal to their reference value. The
FAS velocity is shown to be an increasing function of �11

within the physiological range.
When considering the thin solid layer �h=0.6 mm�,

changes in �55 weakly affect the FAS velocity, while varia-
tions of �11, �13, and �33 lead to significantly larger changes
of the FAS velocity. As shown in Fig. 6, the FAS velocity is
an increasing function of �11 and �33, and a decreasing func-
tion of �13 within the physiological range. The components
of the viscoelastic tensor ��11, �13, and �33�, which influence
the FAS velocity are the same than the components of the
stiffness tensor �C11, C13, and C33� having an effect on the
FAS velocity �Haïat et al., 2009� and determining the plate
velocity vp �see Eq. �6��.

Figure 7 shows the variation in the FAS velocity for
homogeneous cortical bone where the porosity is assumed to
vary within the physiological range, inducing a simultaneous
variation in mass density and of all components of C and of
E. The results shown in Fig. 7 indicate that the FAS velocity
is a decreasing function of the porosity for thick and thin

bone widths, and that the dependence of the FAS velocity on
the porosity is approximately similar for both thickness val-
ues.

In what follows, the effect of a gradient of each vis-
coelastic property playing a role in the determination of the
FAS velocity will be investigated for both values of the bone
thickness.

F. Gradient of bone viscoelastic properties

1. A thick solid layer

Figure 8 shows the dependence of the FAS velocity on
the gradient of �11 in the case of a thick solid layer �h
=4 mm�. For a gradient of type 1, the FAS velocity in-
creases when �11 increases, whereas for gradient of type 2,
the FAS velocity slightly decreases with �11. The dashed
lines of Fig. 8 describe the FAS velocity obtained for a con-
stant value of �11 equal to its spatially averaged values,
which corresponds to the value of �11 at z=−0.5h. The
dashed lines of Fig. 8 were derived from the results shown in
Fig. 5. The results indicate that in the case of a thick bone
width with heterogeneous bone properties, an important dis-

0 200 400 600
3600

3700

3800

3900

4000

η
11

(Pa.s)

V
F

(m
.s

−
1 )

__ FEM
−−− one−dimensional model
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�vF� versus �11 for homogeneous bone properties, the other material prop-
erties remaining equal to their reference value. The solid �respectively
dashed� line indicates the results obtained using the finite element model
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crepancy is obtained when comparing the numerical results
and the FAS velocity obtained by spatially averaging �11

across the bone width.

2. A thin solid layer

When considering the thin solid layer �h=0.6 mm�, the
effect of a gradient of �11, �13, and �33 was investigated
according to the results presented in Sec. III E. The results
are shown in Fig. 9.

For a gradient of type 1, the FAS velocity is shown to
increase when �11 and �33 increase, whereas it decreases
when �13 increases. For a gradient of type 2, the FAS veloc-
ity stays approximately constant with �11, �13, and �33.

The dashed lines of Fig. 9 show the FAS velocity ob-
tained for a constant values of �11, �33, and �13 equal to their
spatially averaged values, which correspond to the values of

�11, �33, and �13 at z=−0.5h. The dashed lines of Fig. 9 were
derived by considering the results shown in Fig. 5. For both
types of gradient, the FAS velocity is accurately predicted by
considering the spatially averaged values of �11, �33, and
�13, which shows that in the case of a thin bone width with
heterogeneous bone properties; the FAS velocity is governed
by the spatially averaged values of the viscoelastic properties
�11, �13, and �33.

G. Gradient of porosity

Figures 10�a� and 10�b� show the variation in the FAS
velocity obtained for h=0.6 and 4 mm, respectively, when
considering a gradient of porosity �P. The black and gray
solid lines show the FAS velocity obtained numerically for a
gradient of porosity of types 1 and 2, respectively. Note that
the porosity induces a variation in mass density, as well as of
the stiffness and viscoelastic coefficients, as described in
Sec. II D. The dashed lines of Fig. 10 are the results de-
scribed by Haïat et al. �2009�, corresponding to the results
obtained by only accounting for variations of stiffness coef-
ficients and of mass density due to changes of porosity �elas-
tic case�.

As shown in Fig. 10, the viscoelastic behavior of cortical
bone induces an increase in the FAS velocity compared to
the elastic case. In the case of a thin bone width �Fig. 10�a��,
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the FAS velocity does not depend on �P for a gradient of
type 2, which is a result similar to what has been obtained in
the elastic case. However, for a gradient of type 1, the FAS
velocity decreases with �P with a slope approximately di-
vided by 2, compared to the elastic case. The dashed line in
Fig. 10�a� shows the FAS velocity obtained for a constant
value of the porosity equal to its spatially averaged values,
which corresponds to the value of the porosity at z=−0.5h. A
good agreement is obtained between the results found with a
gradient and with spatially averaged material properties,
which confirms that in the case of a thin bone width with
heterogeneous porosity, the FAS velocity is governed by the
spatially averaged values of the porosity.

In the case of a thick bone width �see Fig. 10�b��, the
FAS velocity increases with �P for a gradient of type 2, with
a slope slightly lower than what is obtained in the elastic
case. However, for a gradient of type 1, the FAS velocity
slightly increases with �P, whereas it decreases with �P in the
elastic case.

IV. DISCUSSION

To the best of our knowledge, this study is the first one
to focus on the effect of ultrasonic attenuation on the FAS
velocity estimated with an axial transmission configuration
for different solid layer thicknesses.

The present study shows that in the studied geometrical
configuration, ultrasonic attenuation effects related to the
surrounding soft tissues are not likely to modify the results
compared to the case with no losses. However, as shown in
Fig. 4, attenuation effects strongly influence the amplitude of
the signal associated with the FAS velocity. Our results show
that in the case of bone with strong attenuation, the ampli-
tude of the FAS may be significantly reduced compared to
the elastic case �a factor of 3 may be expected�. In some
situations of strong bone attenuation, this decrease might
lead to wrong estimation of the time of the FAS if the FAS
amplitude does not cross the threshold used for the determi-
nation of the FAS, which is more likely for the receivers
located far from the emitter because losses of amplitude are
comparatively more important.

The results shown in Table V suggest that the effect of
changes of viscoelastic properties within their estimated
physiological range may be of the same order of magnitude
as the effect of changes of the stiffness coefficients or mass
density within the physiological range �Haïat et al., 2009�.
These results indicate that attenuation is an important prop-
erty, which should be accounted for when modeling the ul-
trasonic propagation in cortical bone in the context of axial
transmission. Moreover, for both thin and thick bone widths,
the components of the viscoelastic tensor affecting the FAS
velocity are the same as the components of the elastic tensor
influencing the value of the FAS velocity found in Table II of
Haïat et al. �2009�.

A. A one-dimensional model

To understand the results shown in Figs. 5 and 6, a one-
dimensional model using linear filters similar to what has
been developed by Haïat et al. �2006� has been applied. This

model corresponds to a 1-D model in a viscoelastic medium
where bone thickness is not taken into account. The approach
is based on results obtained in trabecular bone showing that
speed of sound values measured using a time marker in the
early part of the signal increases when BUA increases �Haïat
et al., 2005, 2006; Wear, 2000, 2001�.

Briefly, we employed a linear filter with a quadratic fre-
quency dependent attenuation coefficient in order to generate
14 radio frequency signals on which the FAS velocity will be
estimated using the model described in Sec. II A. Signal
simulation was performed in order to understand the effects
of the frequency dependent attenuation coefficient on the ve-
locity measurements. For a given quadratic frequency depen-
dent attenuation coefficient in bone ��f�=
f2, a transfer
function was determined so that the effect of the propagation
in bone could be modeled as a quadratic filter. In this last
relation, 
 is a constant, consistently with the constant value
of the viscoelastic coefficients.

In the model, the simulated signal ss�t� �with Fourier
transform Ss�f��, corresponding to a propagation in bone
over a distance of L, was obtained using the emitted signal
e�t� �Fourier transform E�f�� through

Ss�f� = E�f�exp�− 
f2L�exp�− 2i�f
L

vL,x
	 �f�	 , �15�

where the transfer function H1�f�=exp�−
f2L� accounts for
the attenuation in bone �attenuation in water was taken to be
negligible as it does not impact the FAS velocity�, and
H2�f�=exp�−2i�f�L /vL,x

	 �f��� accounts for the time delay
corresponding to the propagation in bone. Following Eqs.
�A3� and �A4� �see Appendix�, together with the expression
of the attenuation coefficient, we have

vL,x
	 �f� = cL,x�1 +

3

8�2cL,x
2 
2f2	 . �16�

For each value of 
, the approach described above al-
lows to construct a set of 14 signals by varying the value of
L accordingly to the position of the receivers. A value of L
=0 was arbitrarily chosen for the receiver located at the left
of Fig. 1. Note that choosing another value would not impact
the results presented below, as the FAS velocity is derived
from the comparison between the 14 receivers and does not
depend on the shape of the first signal. The FAS velocity was
derived, following the same method, as described in Sec.
II A.

The relationship between the parameter 
 and the bone
viscoelastic properties depends on the bone thickness consid-
ered. In the case of a large bone thickness, the situation is
relatively simple because only �11 impacts the FAS velocity,
and using Eq. �A3� leads to


 = 2�2 �11

cL,xC11
. �17�

The dashed line of Fig. 5 shows the variation in the FAS
velocity as a function of �11 in the case of the 1-D model
described above. The dashed line of Fig. 5 does not corre-
spond to the “correct value” of the FAS velocity, and the
solid line �results obtained with the 2-D simulation method�
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reflects more closely the reality. Despite the strong approxi-
mation performed in the 1-D model �dashed line� compared
to the 2-D model �solid line�, a reasonable agreement is ob-
tained between both methods as the maximum difference be-
tween both velocities is equal to 100 m s−1. The distortion
due to dispersion and the use of the time at which the peak of
the FAS occurs is included in both 1-D and 2-D models.
Note that similar results are obtained in the case of a thin
bone width �data not shown� when considering an isotropic
behavior �C and E isotropic tensors�, which is necessary in
order to derive an analytical relationship between 
 and the
bone material properties.

B. Limitations

This study has limitations. First, the determination of
homogenized viscoelastic material properties of cortical
bone is a complex problem due to the multiscale nature of
bone. Bone material properties depend on the microstructure
�e.g. porosity, shape, and distribution of the pores�, as well as
on the material properties of the bone matrix at smaller
scales �e.g. mineralization, orientation of collagen fibrils,
etc.�. Both porosity and material properties of bone tissue
may depend on the radial position in bone and result in a
gradient of all components of C, E, and in �s. Therefore,
multiscale models, coupled with structural and stiffness mea-
surements at lower scales 9such as nanoindentation �Zysset
et al., 1999� or scanning acoustic microscopy �Raum et al.,
2006�� are needed in order to derive more realistic spatial
variations in homogenized material properties.

Second, although the range of variation chosen for each
component of the viscoelastic tensor was determined from
the experimental results obtained by the group of some of the
authors �Sasso et al., 2007, 2008� for bovine cortical bone
samples at 4 MHz, the precise relationship between the at-
tenuation coefficient and porosity in human cortical bone
around 1 MHz remains poorly understood. The values of �11

and �33 were obtained by considering BUA values measured
at 4 MHz, and a linear dependence of the attenuation coeffi-
cient between 0 and 4 MHz. However, the dependence of the
attenuation coefficient has been shown to be slightly nonlin-
ear over a wide frequency bandwidth �see Fig. 5 of Sasso et
al. �2007��. Moreover, as shown by Eq. �A3�, our time model
approximation leads to a f-square dependence of the attenu-
ation coefficient, which is not necessarily the case for real
cortical bone samples. In order to account for other fre-
quency dependence of the attenuation coefficient in the
framework of a time-domain model, would need to be used,
similarly as what was done in fluids using a fractional time
derivative �Wismer, 2006� or a causal convolution wave
equation �Cobbold et al., 2004�. However, the frequency de-
pendence of the attenuation coefficient in cortical bone re-
mains poorly understood. Ultrasonic attenuation has been
shown to be related to scattering effects due to the presence
of the pores �Sasso et al., 2008�. However, viscoelastic prop-
erties of the bone matrix are also expected to influence ultra-
sonic attenuation, but this dependence remains to be quanti-
fied. The coupling of scattering and viscous absorption
effects makes the prediction of the frequency dependence of

the attenuation coefficient difficult. The development of ho-
mogenization models capable of predicting bone attenuation
and/or dispersive effects would be of great interest to predict
the evolution of bone ultrasonic response with material prop-
erties or thickness.

Third, this study was performed in two dimensions, and
this analysis would need to be validated in 3D and taking
into account also the heterogeneity of cortical thickness and
true varying 3D shape of the bone. However, it has been
shown by Bossy et al. �2004b� that 2-D and 3-D simulations
give qualitatively similar results.

Fourth, the linear dependence of the material properties
as a function of the position �gradient of types 1 and 2� in the
bone cross-section chosen in this study corresponds to a
simple situation compared to the physiological situation. We
choose this linear variation because the precise spatial varia-
tions of bone material properties remain poorly documented.
Moreover, this model constitutes a first step toward the de-
termination of the effect of more realistic spatial dependence
of material properties. In a forthcoming paper, we have used
homogenization models, coupled with high resolution imag-
ing techniques to show that each material property varies
approximately linearly as a function of the radial position.
Further work should use the results obtained in this way to
account for more realistic spatial variations of bone material
properties.
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APPENDIX: PHYSIOLOGICAL MATERIAL
PROPERTIES

1. Attenuation in the surrounding soft tissues

The mechanical properties of both fluid layers �soft tis-
sues and bone marrow� were considered to be homogeneous.
We assumed constant values for the mass density � f

=1 g cm−3 and the compressibility K=2.25�109 Pa corre-
sponding to an acoustic wave velocity cf of 1 500 m s−1 in
the absence of viscosity �� f =0� �El Sariti et al., 2006�.

The attenuation coefficient � f is assumed to have a
square frequency dependence, and writes �Auld, 1973; Royer
and Dieulesaint, 2000�

� f =
1

2

� f

cfK
�2, �A1�

when the condition �� fcf is fulfilled, where �=2�f is the
angular frequency and f the frequency. Note that at the center
frequency of 1 MHz, �
6.3�106 s−1 and � fcf 
1.4
�105 s−1. Moreover, the phase velocity v	 is given by Auld
�1973� or Royer and Dieulesaint �2000�:

v	 = cf�1 +
3

8

� f
2

K2�2	 . �A2�
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2. Stiffness tensor of cortical bone

In order to define realistic numerical values for the dif-
ferent components of the stiffness tensor of cortical bone and
for their variation, the same approach as the one described by
Haïat et al. �2009� is used in the present work. Here, we
assume that cortical bone is transverse isotropic, as this ap-
proximation has been shown to be realistic experimentally
by different authors �Bossy et al., 2004b; Dong and Guo,
2004; Haïat et al., 2009; Protopappas et al., 2007; Yoon and
Katz, 1976a, 1976b�. The values of the stiffness coefficients
corresponding to the mean values of the bone mechanical
properties are referred to as “reference” set of parameters in
what follows. The porosity was assumed to vary between 3%
and 15% �Bousson et al., 2001; Dong and Guo, 2004�, and a
rule of mixture leads to the range of variation in mass den-
sity.

3. Attenuation in cortical bone

The attenuation coefficients �L,x and �L,z associated with
the longitudinal mode are respectively given in the x-axis
and z-axis by Auld �1973� or Royer and Dieulesaint �2000�:

�L,x =
1

2

�11

cL,xC11
�2, �L,z =

1

2

�33

cL,zC33
�2, �A3�

when the conditions ��L,xcL,x and ��L,zcL,z are fulfilled,

respectively, where cL,x=�C11 /�s and cL,z=�C33 /�s. Note
that at the center frequency of 1 MHz, �
6.3�106 s−1 and
�L,xcL,x
8.3�104 s−1.

Under these conditions, the associated phase velocities
vL,x

	 and vL,z
	 are respectively given by

vL,x
	 = cL,x�1 +

3

8

�11
2

C11
2 �2	, vL,z

	 = cL,z�1 +
3

8

�33
2

C33
2 �2	 .

�A4�

Similarly, the attenuation coefficient �T associated with
the transverse mode is given in the x-axis by Auld �1973� or
Royer and Dieulesaint �2000�:

�T =
1

2

�55

cTC55
�2, �A5�

when the condition ��TcT is fulfilled, where cT=�C55 /�s.
Note that at the center frequency of 1 MHz, �
6.3
�106 s−1 and �TcT
1.7�104 s−1.

Under this condition, the transverse phase velocity vT
	 is

given by

vT
	 = cT�1 +

3

8

�55
2

C55
2 �2	 . �A6�

The values of �11, �33, and �55 are assumed to be con-
stant within the frequency bandwidth of interest and deter-
mined by the value of � f when f0=1 MHz. The approxima-
tion of constant values for the viscoelastic constants
corresponds to a dispersive medium, as indicated by Eqs.
�A6� and �A4�.

We could not find in the literature a simple way to de-
termine the value of �13. Therefore, the reference value of

�13 is derived from the mean values of �11 and �55 by as-
suming an isotropic behavior of viscoelasticity, which leads
to the relation

�13 = �11 − 2�55. �A7�

In addition, the minimum and maximum values of �13

were obtained by verifying that the following positive-
definiteness properties �so-called thermodynamical stability
conditions� �Ohayon and Soize, 1998�:

�11 � 0, �33 � 0, �55 � 0, − �13
2 + �11�33 � 0,

�A8�

is always respected when varying each material property in-
dependently within the physiological range. This approach
constitutes a simple way of determining a realistic range of
variation for �13. The physiological ranges of variation in the
other viscoelastic constants ��11, �33, and �55, respectively�
are obtained by considering the different values of ultrasonic
attenuation coefficient measured in the literature, and using
Eqs. �A3� and �A5�, respectively. So, we have considered a
spatial variation in the different viscoelastic properties within
this range of variation.
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Effect of lithotripter focal width on stone comminution in shock
wave lithotripsy
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Using a reflector insert, the original HM-3 lithotripter field at 20 kV was altered significantly with
the peak positive pressure �p+� in the focal plane increased from 49 to 87 MPa while the �6 dB
focal width decreased concomitantly from 11 to 4 mm. Using the original reflector, p+ of 33 MPa
with a �6 dB focal width of 18 mm were measured in a pre-focal plane 15-mm proximal to the
lithotripter focus. However, the acoustic pulse energy delivered to a 28-mm diameter area around
the lithotripter axis was comparable ��120 mJ�. For all three exposure conditions, similar stone
comminution ��70%� was produced in a mesh holder of 15 mm after 250 shocks. In contrast, stone
comminution produced by the modified reflector either in a 15-mm finger cot �45%� or in a 30-mm
membrane holder �14%� was significantly reduced from the corresponding values �56% and 26%�
produced by the original reflector �no statistically significant differences were observed between the
focal and pre-focal planes�. These observations suggest that a low-pressure/broad focal width
lithotripter field will produce better stone comminution than its counterpart with high-pressure/
narrow focal width under clinically relevant in vitro comminution conditions.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3308409�

PACS number�s�: 43.80.Gx �CCC� Pages: 2635–2645

I. INTRODUCTION

The design of shock wave lithotripters has evolved sig-
nificantly since the introduction of the original Dornier
HM-3 in the early 1980s, which instantaneously revolution-
ized the surgical management for kidney and upper urinary
stone diseases �Chaussy and Fuchs, 1989; Rassweiler et al.,
2005�. The original HM-3 �first-generation lithotripter� was
designed based on electrohydraulic principle using an under-
water spark discharge for shock wave generation and a trun-
cated ellipsoidal reflector for wave focusing. Patients were
immersed in a large water tub filled with degassed/deionized
water �37 °C� for acoustic coupling. Stone location was re-
alized with bi-planar fluoroscopy. The initial success of the
HM-3 prompted several manufacturers to introduce a num-
ber of second-generation lithotripters in the late 1980s, using
different techniques for shock wave generation, wave focus-
ing, and patient coupling �Rassweiler et al., 1992; Lingeman,
1997�. Representative second-generation lithotripters include
the Siemens Lithostar, which uses an electromagnetic gen-
erator with an acoustic lens, both enclosed in a water cushion
�i.e., “dry” lithotripter�; and the Richard Wolf Piezolith-2300
that utilizes a self-focusing piezoelectric generator placed at
the bottom of a small water basin. The primary changes in
the design of the second-generation lithotripters are the in-
creased aperture angle of the shock wave source and reduced
acoustic output energy �Coleman and Saunders, 1989�, en-
abling shock wave lithotripsy �SWL� to be performed under

intravenous sedation rather than regional or general anesthe-
sia as used for the HM-3 �Lingeman et al., 2003�. Continued
evolution in lithotripter design in the 1990s led to the intro-
duction of the third-generation lithotripters, which are char-
acterized by high peak pressure with small focal width �or
beam size; these two terms are used interchangeably herein-
after�, increased energy output, as well as multifunctional use
of the lithotripter system for SWL, ureteroscopic, and percu-
tanous procedures �Lingeman, 1997; Rassweiler et al.,
2005�. However, it should be noted that the technical im-
provements in the second- and third-generation lithotripters
were largely made based on empirical experience, practical
concerns for user convenience, and the desire for multifunc-
tionality of the system rather than a rigorous understanding
of the working mechanisms of SWL �Lingeman et al., 2003;
Zhou et al., 2004; Zhong, 2007�.

Previous studies have suggested that the progressive dis-
integration of kidney stones in SWL is produced by dynamic
fatigue �Lokhandwalla and Sturtevant, 2000� under the influ-
ence of lithotripter shock wave �LSW� induced stress waves
�e.g., by squeezing� inside the stone �Eisenmenger, 2001;
Cleveland and Sapozhnikov, 2005� and cavitation bubbles in
the surrounding fluid �Coleman et al., 1987; Crum, 1988;
Sass et al., 1991; Zhong and Chuong, 1993; Zhong et al.,
1993; Pishchalnikov et al., 2003�. When stone phantoms of
spherical geometry are used, the initial fracture of a stone
may be enhanced by spallation at the posterior surface of the
stone due to acoustic impedance mismatch and geometric
focusing �Gracewski et al., 1993; Xi and Zhong, 2001�
and/or shear stresses produced by quasi-static or dynamic
squeezing �Xi and Zhong, 2001; Cleveland and Sapozhnikov,
2005; Sapozhnikov et al., 2007�. It has been shown that
stress wave-induced fracture is important for the initial dis-
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integration of kidney stones while cavitation is necessary to
produce small and dischargeable fragments that are critical
for the clinical success of SWL �Zhu et al., 2002�. Stress
waves and cavitation interact synergistically to produce ef-
fective stone fragmentation during SWL �Zhu et al., 2002;
Sapozhnikov et al., 2007; Zhong, 2007�.

A growing number of clinical studies have demonstrated
that compared to the original HM-3 lithotripter, the second-
and third-generation lithotripters are often less effective in
stone comminution yet have a higher propensity for tissue
injury and stone recurrence �Graber et al., 2003; Lingeman et
al., 2003; Gerber et al., 2005�. Among multiple potential
contributory factors, a distinct change in the lithotripter de-
sign that has often been speculated to link with the reduced
effectiveness of the third-generation lithotripters is the sig-
nificantly increased peak pressure with concomitantly de-
creased beam size �Lingeman et al., 2003�.

In the past few years, there is a renewed interest in
lithotripters with broad beam size, which is motivated prima-
rily by the clinical success of Eisenmenger et al.’s �2002�
“wide-focus and low-pressure” electromagnetic shock wave
lithotripter that produces a peak positive pressure of 25 MPa
and a �6 dB beam size of 18 mm. It should be noted that a
low pulse repetition frequency �PRF� of 0.3 Hz was used in
this initial series of clinical studies, which might contribute
to the effective comminution outcome �Sapozhnikov et al.,
2002; Pishchalnikov et al., 2006�. Moreover, based on nu-
merical model calculations, Cleveland and Sapozhnikov
�2005� demonstrated that the peak principal stresses inside a
stone increase significantly with the �6 dB focal width of
the lithotripter. However, investigation of the effect of beam
size on stone comminution using different lithotripters is
problematic because of the inherent differences in the acous-
tic field, coupling method, stone localization technique, and
output setting used by different lithotripters �Cleveland and
McAteer, 2007�. Much more work is still needed to better
understand the effect of beam size on stone comminution and
to define the optimal beam size for producing effective stone
comminution with less tissue injury in SWL.

In this study, we have developed a method to modify the
reflector geometry of the original HM-3 to produce a lithot-
ripter field with high peak pressure and narrow beam size.
Using this design, the effect of beam size on stone commi-
nution can be compared in the same lithotripter using iden-
tical energy source, focusing technique, and coupling and
stone localization methods, thus eliminating the inherent
variations when such a comparison is performed using dif-
ferent lithotripters. Moreover, we have designed a new stone
holder that allows us to mimic more closely the characteris-
tics of stone fragmentation in vivo. Our results suggest that
under the same effective acoustic pulse energy, a lithotripter
field with low peak pressure and broad beam size produces
significantly better stone comminution than its counterpart of
high peak pressure and narrow beam size when stone frag-
ments are allowed to disperse laterally as typically occurred
in vivo during clinical SWL.

II. MATERIALS AND METHODS

A. Lithotripter

The experiments were carried out in an original HM-3
lithotripter with an 80-nF capacitor and a truncated ellipsoi-
dal brass reflector with a semi-major axis a=138 mm, a
semi-minor axis b=77.5 mm, and a half-focal length c
=114 mm. The HM-3 was operated at a representative clini-
cal output setting of 20 kV with 1 Hz PRF.

To produce an acoustic field with high peak pressure and
narrow beam size, a thin shell ellipsoidal brass reflector in-
sert �a�=134.4 mm, b�=75 mm, and c�=111.5 mm� was
fabricated and fitted snugly into the original HM-3 reflector
�Fig. 1�. The reflector insert shares the same first focus �F1�
with the original HM-3 reflector, yet its second focus �F2�� is
located 5 mm pre-focally from the focus �F2� of the original
HM-3 reflector �Zhong and Zhou, 2001�. The interpulse de-
lay time �t between the leading shock wave produced by the
reflector insert and the second shock wave produced by the
uncovered bottom surface of the original reflector can be
determined by

�t =
2��a − a�� − �c − c���

c0
, �1�

where c0 is the sound speed in water. Using the geometry of
this new reflector insert �which is different than the one re-
ported previously �Zhong and Zhou, 2001��, �t is estimated
to be about 1.5 �s. Because of nonlinear wave propagation,
the leading shock wave and the second shock wave merge as
they propagate toward the lithotripter focus, leading to the
formation of an acoustic field with high peak pressure and
narrow beam size �Zhou and Zhong, 2006�.

FIG. 1. �Color online� A schematic illustrating the original and modified
reflector configurations in an HM-3 lithotripter �A�, and photos of the origi-
nal �B� and modified �C� reflectors.
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B. Pressure measurements, energy density, and
acoustic pulse energy calculations

The acoustic field and pressure distribution produced by
the HM-3 using the original reflector in the focal plane �z
=0 mm� and a pre-focal plane �z=−15 mm�, as well as us-
ing the modified reflector in the focal plane, were determined
by using a light spot hydrophone �LSHD-2, University of
Erlangen-Nuremberg, Erlangen, Germany�, which has a
bandwidth of 40 MHz, a sensitivity of 10 mV/MPa, and
spatial resolution of 100 �m, based on manufacturer’s
specification. The optical head of the LSHD �a 90�60
�30 mm3 in L�W�H glass block� was attached to a
three-dimensional �3D� translation stage �Velmex, Bloom-
field, NY� with the front surface of the glass block aligned
perpendicular to the lithotripter axis. Alignment of the LSHD
with F2 was aided by a mechanical pointer. Using a LABVIEW

program, the LSHD was scanned orthogonally from �14 to
+14 mm in the measurement plane along the x- and y-axis,
respectively �Fig. 1�. The x-axis is defined by the left to right
direction, and the y-axis is defined by the head to foot direc-
tion of the patient placed in the HM-3 tub. A step size of 1
mm was used between �6 and 6 mm, and a step size of 2
mm was used otherwise. At least six pressure waveforms at
each selected position were recorded by using a digital os-
cilloscope �LeCroy 9314M, Chestnut Ridge, NY� operated at
a sampling rate of 100 MHz. The oscilloscope was triggered
by the spark discharge at the tip of the HM-3 electrode. To
avoid cavitation interference, a long interpulse delay of 120 s
was used for pressure measurement. Based on the measured
pressure waveforms, several characteristic parameters of the
lithotripter fields were calculated following the IEC 61846
Standard �IEC-Standard, 1998�, unless otherwise specified.
The �6 dB beam size in each measurement plane was deter-
mined by the focal width at half maximum of the peak posi-
tive acoustic pressure �p+�.

The energy density �ED� �or the derived pulse-intensity
integral� of the lithotripter field at each measurement point is
calculated by

ED =
1

Z
�

T

p2dt , �2�

where Z�=�c0� is the acoustic impedance of the medium and
� is the density of water, T is the total temporal integration
limits ranging from the start to the end of the pressure wave-
form of the LSW, and p is the acoustic pressure that varies
with time �t�.

The derived acoustic pulse energy �ER� of the LSW can
be calculated by

ER =
1

Z
�

S
�

T

p2dtds = �
S

EDds , �3�

where S is the measurement area. To determine ER in differ-
ent focal areas in each measurement plane, the integration
was carried out over circular areas of 6-, 12-, and 28-mm
diameters, respectively.

C. Cavitation assessment

Cavitation activity produced in the lithotripter field was
characterized using several established methods, including
measurements by a 2.25-MHz focused hydrophone aligned
confocally with F2, by a pressure transducer �119B, PCB
Piezotronics Inc., Depew, NY� placed in the measurement
plane along the lithotripter axis, and by high-speed imaging
using a phantom camera �Phantom v. 7.3, Vision Research,
Wayne, NJ� at a framing rate up to 20 000 frames/s and an
exposure time of 6 �s. The detailed description of these
measurements can be found in our previous studies �Zhong
et al., 1997, 2001; Sankin et al., 2005�. In addition, cavita-
tion potential in a lithotripter field �Iloreta et al., 2007� was
calculated using the Gilmore model assuming spherical sym-
metry in bubble geometry

R�1 −
U

C
�dU

dt
+

3

2
�1 −

U

3C
�U2

= �1 +
U

C
�H +

1

C
�1 −

U

C
�R

dH

dt
, �4�

where R and U are radius and velocity of the bubble wall,
and C and H are the speed of sound in the liquid at the
bubble wall and the enthalpy difference between the liquid at
pressure on bubble wall and pressure at infinity. The numeri-
cal calculation was described previously �Zhu and Zhong,
1999�.

D. Stone fragmentation tests

1. Stone holders

As shown in Fig. 2, three different types of stone holders
were used in this study: �1� a 15-mm mesh holder, �2� a
15-mm finger cot holder, and �3� a 30-mm membrane holder.
The mesh holder �Fig. 2�A�� is made of a plastic-mesh with
2-mm grids, which is fastened on a 15-mm plastic tube. Dur-
ing SWL, small fragments can fall through the 2-mm grids,
while large residual fragments are kept within a relatively
small area near the bottom of the mesh. The finger cot holder
consists of a finger cot made of disposable rubber �QRP,
Tucson, AZ�, which is attached to the 15-mm tube �Fig.
2�B��. Using the finger cot holder, stone fragments during

FIG. 2. �Color online� Pictures illustrating three different types of stone
holders: �A� a mesh holder, �B� a finger cot holder, and �C� a membrane
holder together with a schematic of its cross-sectional view. A 22 G needle
�Becton Dickinson, Franklin Lakes, NJ� was sandwiched between the two
silicone sheets in the membrane holder to equalize the pressure inside the
exposure chamber with the fluid in the test tank.
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SWL will be retained and accumulated in a relatively small
volume around the lithotripter focus. Overall, the mesh
holder and finger cot represent idealized targeting of the
stone during SWL.

The membrane holder consists of two Noryl polyphe-
nylene oxide �PPO� plastic rings with an inner diameter of
30 mm, which compress two 0.5-mm thick transparent sili-
cone rubber membranes �Product No.: 86915 K12,
McMaster-Carr, Santa Fe Springs, CA� to sandwich a stone
at the center of the holder �Fig. 2�C��. The membrane holder
allows stone fragments to disperse laterally, and thus mim-
icking more closely the lithotripsy procedures in vivo. An
added benefit of the membrane holder is that the dynamic
process of stone fragmentation during SWL can be recorded
for further analysis.

2. Comminution tests

Spherical stone phantoms �D=10 mm� made of Begos-
tone with a powder to water mixing ratio of 5:1 by weight
�Liu and Zhong, 2002� were used. For comminution tests, a
sample size of n=6 was used in each group. Before shock
wave treatment, each stone phantom was weighed in dry
state, and then immersed in degassed water for at least 4 h.
Next, the stone phantom was placed into the selected holder
filled with degassed water �O2 concentration �3 mg / l�, and
aligned to F2 under the guidance of bi-planar fluoroscopy.
For treatment in the pre-focal plane, the stone phantom was
first aligned to F2, and then translated by 15 mm toward the
shock wave source along the lithotripter axis using a 3D

stage. After the shock wave treatment, all residual fragments
were carefully collected, and then let dry in air for 24 h.
Finally, the dry fragments were sieved sequentially through a
series of grids of 2, 2.8, and 4 mm, respectively, and weighed
thereafter. The efficiency of stone comminution was deter-
mined by the percent of fragments less than 2 mm.

III. RESULTS

A. Lithotripter fields

1. Pressure waveforms

Representative pressure waveforms measured on the
beam axis and at �4 and �8 mm along the x- and y-axis in
the three selected measurement planes are shown in Fig. 3.
For the original reflector, the LSW arrives at the pre-focal
location �z=−15 mm� on the beam axis in about 170 �s and
at F2 �z=0 mm� in about 180 �s after the spark discharge.
A dual-peak structure in the leading compressive wave is
observed at both locations, which is presumably caused by
the truncation in the lateral sides of the ellipsoidal reflector
to facilitate the bi-planar fluoroscopic imaging for stone lo-
calization �Zhou and Zhong, 2003�. In comparison, the LSW
produced by the modified reflector arrives at F2 in about
179 �s after the spark discharge and its pressure waveform
has a single peak with high pressure in the leading compres-
sive wave. Away from F2, two positive peaks can be ob-
served in the LSW profile, and the peak pressure drops
quickly along both the x- and y-axis. Specifically, p+ pro-
duced by the modified reflector at F2 nearly doubles the

FIG. 3. �Color online� Representative pressure waveforms measured along the x-axis �A� and y-axis �B� in the focal �z=0 mm� and pre-focal �z=
−15 mm� planes of the HM-3 lithotripter at 20 kV using either the original or modified reflector.
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value produced by the original reflector. However, at 4-mm
lateral distance from F2, the modified reflector produces a
lower peak positive pressure than the original one �p
=0.002 based on data shown in Fig. 4�A��.

Figure 4�A� shows the lateral distribution of p+ and peak
negative pressure �p−� produced by the original reflector
�OR� in the focal plane �z=0 mm� and in the pre-focal plane
�z=−15 mm�, as well as by the modified reflector �MR� in
the focal plane of the HM-3 at 20 kV. The peak pressure at
each radial distance was determined by the arithmetic mean
of the corresponding values measured on the x- and y-axis at
the same radial distance. In the focal plane and at a small
radial distance from F2 �i.e., �2 to 2 mm�, the modified
reflector produces much higher p+ than the corresponding
value of the original reflector, both of which are higher than
the p+ produced by the original reflector in the pre-focal
plane �z=−15 mm�. However, moving further away from
F2, p+ of the modified reflector was found to be significantly
lower than the corresponding values produced by the original
reflector in both the z=0 mm and z=−15 mm planes. Spe-
cifically, the mean value of p+ produced by the modified
reflector at F2 was measured to be 86.9 MPa, which is sig-
nificantly higher than the corresponding value of 48.9 MPa
produced by the original reflector �p�0.001�. In the pre-
focal plane, p+ produced by the original reflector is further
reduced to 32.6 MPa. In contrast to the significant change in
p+, the values of p− were found to be similar, which are

�10.6 MPa for the modified reflector in the focal plane, and
�10.7 MPa in the focal plane and �9.8 MPa in the pre-focal
plane for the original reflector. More importantly, the modi-
fied reflector produces the narrowest �6 dB beam size of 3.6
mm, while the original reflector produces a broad beam size
of 10.9 mm in the focal plane, and the broadest beam size of
17.8 mm in the pre-focal plane.

2. Energy density and acoustic pulse energy

The distribution of energy density produced by the origi-
nal and modified reflectors in the three aforementioned mea-
surement planes is shown in Fig. 4�B�. In general, the pro-
files of energy density variation produced by the two
reflectors are similar to those in the peak positive pressure
distribution �Fig. 4�A��. One feature worth noting is that with
the significant change in p+ at F2, the maximum energy den-
sity is increased from 0.52 mJ /mm2 produced by the origi-
nal reflector to 0.97 mJ /mm2 produced by the modified re-
flector.

The acoustic pulse energy �ER� is an important param-
eter of the lithotripter field that correlates closely with stone
comminution in SWL �Granz and Kohler, 1992; Delius et al.,
1994�. Based on pressure measurement data, ER was calcu-
lated in three different cross-sectional areas of 6, 12, and 28
mm in diameter, respectively. It was found that ER delivered
to the three aforementioned measurement planes �i.e., 121.7,
115.9, and 116.1 mJ� is approximately the same in the area
with 28-mm diameter, which covers essentially the area of
the membrane holder. For the acoustic pulse energy that cov-
ers the 10-mm spherical stone �i.e., ER in the 12-mm diam-
eter area�, the value produced by the original reflector in the
focal plane �42.9 mJ� is slightly higher than the value �36.4
mJ� in the pre-focal plane, and that produced by the modified
reflector in the focal plane �37.4 mJ�. In comparison, near the
beam axis �i.e., ER in the 6-mm diameter area�, the modified
reflector produces the highest acoustic pulse energy �15.5
mJ�, followed by the original reflector in the focal plane
�13.0 mJ� and the pre-focal plane �11.2 mJ�, respectively.
Altogether, these results indicate that while the total acoustic
pulse energy delivered to the membrane holder �i.e., ER in
the 28-mm diameter area� is essentially the same, the energy
density and energy distribution can change significantly de-
pending on the reflector configuration and the measurement
plane. Overall, the modified reflector produces a narrow
beam size and concentrates more acoustic energy around the
beam axis, while the original reflector has a broad beam size
with a comparably more uniform energy density distribution.
The characteristic parameters of the acoustic fields produced
by the original and modified reflectors in the three aforemen-
tioned measurement planes are summarized in Table I.

B. Cavitation activities produced in different
lithotripter fields

1. Collapse time of bubble cluster

Using the 2.25-MHz focused hydrophone or the PCB
transducer, the collapse time �tc� of bubble cluster induced
around F2 or near the beam axis in the pre-focal plane was
determined by the time delay between the arrival of the LSW

FIG. 4. �Color online� Peak pressure �A� and energy density �B� distribution
of the shock waves produced by the HM-3 lithotripter at 20 kV using the OR
in both the focal �z=0 mm� and pre-focal �z=−15 mm� planes, and the MR
in the focal plane �z=0 mm�.
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and the peak pressure in acoustic emission signals produced
by the violent collapse of cavitation bubbles �Coleman et al.,
1987; Zhong et al., 1997�. In free field, tc for bubble clusters
produced by the original reflector at F2 is 324.9�19.0 �s
�mean�standard derivation�, which is comparable to that
produced by the modified reflector at F2 �318.0�32.3 �s�,
while the corresponding value for the original reflector in the
pre-focal plane is slightly higher �365.7�42.6 �s�. Near the
boundary of the PCB transducer, the values for tc of the
bubble cluster produced by the original reflector are
659.0�30.4 �s at F2 and 698.1�35.9 �s in the pre-focal
plane. The corresponding value for the modified reflector at
F2 is 636.6�12.1 �s. Overall, there is no statistical differ-
ence �p�0.10� between the values of tc for bubble clusters
produced at the three aforementioned positions either in free
field or near a solid boundary.

2. High-speed imaging of bubble dynamics

Representative high-speed imaging sequences of the
bubble dynamics produced in degassed water �O2 concentra-
tion about 2.4 mg/l� by a single shock using either the origi-

nal or modified reflector are shown in Fig. 5. Following the
passage of the LSW at F2 ��180 �s�, a cluster of bubbles
was observed that expanded rapidly, and some individual
bubbles near the lithotripter beam axis coalesced with each
other during the maximum expansion of the bubbles between
385 and 495 �s. Subsequently, the bubbles collapsed vio-
lently to a minimal size, followed by a few rebounds. Based
on images from 25 individual sequences, no statistically sig-
nificant differences were observed in terms of the maximum
bubble radius produced by the original and modified reflec-
tors at the center of the three measurement planes �see inset
in Fig. 6�.

3. Gilmore model calculation of bubble dynamics

Based on the pressure waveforms measured at different
radial distances from the beam axis, the Gilmore model was
used to calculate the maximum bubble radius �Rmax� at the
corresponding positions. It was found that the values of Rmax

predicted by the Gilmore model in the three measurement
planes are comparable on the beam axis �i.e., �1.1 mm�,
which is confirmed by the experimental measurements based

TABLE I. Characteristic parameters of the acoustic fields produced by an HM-3 lithotripter with the original and modified reflectors �the geometry of the
reflector is given in Sec. II�.

Original reflector at z=−15 mm Original reflector at z=0 mm Modified reflector at z=0 mm

Peak positive pressure �MPa� 32.6�5.2 48.9�1.3 86.9�3.8
Peak negative pressure �MPa� −9.8�2.7 −10.7�0.4 −10.6�0.6
�6 dB focal width �mm�a 17.8 10.9 3.6
Acoustic pulse energy �mJ� �6-mm diameter�a 11.2 13.0 15.5
Acoustic pulse energy �mJ� �12-mm diameter�a 36.4 42.9 37.4
Acoustic pulse energy �mJ� �28-mm diameter�a 115.9 121.7 116.1

aData were calculated based on the arithmetic mean of the value measured on the x- and y-axes.

FIG. 5. Representative sequences of high-speed images of bubble dynamics in water produced by the HM-3 lithotripter at 20 kV using either the original �A�
or the modified �B� reflector. The lithotripter focus is located at the origin of the coordinate system, frame size=60�30 mm2 �H�W�, interframe time
=110 �s, and O2 concentration in water=2.4 mg / l. Time zero of the image sequence coincides with the spark discharge of the HM-3 electrode.
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on high-speed imaging �see inset in Fig. 6�. Furthermore, for
the original reflector, Rmax was predicted to decrease slightly
away from the beam axis both in the focal and pre-focal
planes. In comparison, for the modified reflector, Rmax was
predicted to decrease significantly off the beam axis in the
focal plane, although large standard deviations were ob-
served.

C. Stone fragmentation

Stone comminution after 250 shocks produced by using
either the original or modified reflector was evaluated in
three different holders �Fig. 7�. Overall, the efficiencies of
stone fragmentation are the highest in the mesh holder, fol-
lowed by in the finger cot, and the lowest values were ob-
tained in the membrane holder. These differences can be at-
tributed to the effects of LSW attenuation by the residual

fragments in the finger cot �Zhu et al., 2002� and the signifi-
cant lateral spreading of stone fragments in the membrane
holder �see Fig. 9�.

In the mesh holder, no statistical differences in stone
fragmentation were observed between the original reflector
either in the focal or pre-focal plane and the modified reflec-
tor in the focal plane. In contrast, in the finger cot or in the
membrane holder, the efficiencies of stone fragmentation
produced by the modified reflector in the focal plane were
found to be significantly lower �by more than 20%� than the
corresponding values produced by the original reflector ei-
ther in the focal or pre-focal plane. The differences are sta-
tistically significant �p�0.001�. Altogether, these findings
suggest that lithotripter beam size will not influence commi-
nution outcome when small fragments ��2 mm� are filtered
out and large fragments ��2 mm� are concentrated in a
small volume around F2 �as in the case of mesh holder�.
However, when residual fragments are accumulated inside
the holder and/or spread to a large area �as in the case of
finger cot and/or membrane holder�, a lithotripter field with a
broad beam size will produce better stone comminution than
its counterpart with a narrow beam size under the same
acoustic pulse energy.

Furthermore, the dose-dependency of stone comminu-
tion in the membrane holder was evaluated �Fig. 8�. From
250 to 2000 shocks, the efficiencies of stone comminution
produced by the original reflector both in the focal and pre-
focal planes were found to be significantly higher than the
corresponding values produced by the modified reflector in
the focal plane �p�0.02�. In comparison, there is no statis-
tical difference �p�0.4� in stone fragmentation produced by
the original reflector between the results obtained in the focal
and pre-focal planes.

Figure 9�A� shows representative photographic se-
quences of stone comminution produced by the original re-
flector in the focal and pre-focal planes and by the modified
reflector in the focal plane. These images were taken by a
digital camera �Homeconnect 0770, 3Com, Marlborough,
MA� mounted directly above the membrane holder, aiming at

FIG. 6. �Color online� The maximum bubble radius predicted by the
Gilmore model at different lateral distances from the central axis of the
HM-3 lithotripter at 20 kV. The model calculation was carried out based on
the pressure waveforms measured in the HM-3 lithotripter field using either
the original or modified reflector. Inset shows the measured maximum
bubble radius �mean�standard derivation� from high-speed imaging se-
quences.

FIG. 7. �Color online� Stone fragmentation in the focal �z=0 mm� and
pre-focal �z=−15 mm� planes after 250 shocks produced by the HM-3
lithotripter at 20 kV using either the original or modified reflector. The
comminution tests were carried out in three different holders.

FIG. 8. �Color online� Dose-dependence of stone fragmentation in the mem-
brane holder in the focal �z=0 mm� and pre-focal �z=−15 mm� planes
produced by the HM-3 lithotripter at 20 kV using either the original or
modified reflector.
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the posterior surface of the stone. Several interesting features
can be observed. First, using the original reflector, the initial
fragmentation was observed to occur at the anterior side of
the stone facing the incident LSW �see images after 50
shocks where multiple small pieces came off�. With the

membranes initially in contact with the spherical stone, cavi-
tation damages such as the formation of deep craters cen-
tered around the lithotripter axis at the LSW entrance and
exit sites, as often reported in free field �Pishchalnikov et al.,
2003�, were not observed. Instead, the stone was crumbled
from multiple sites into a cluster of fragments with relatively
homogenous size distribution after 250 shocks �Fig. 9�B��. In
contrast, using the modified reflector, the initial fragmenta-
tion occurred primarily on the posterior side of the stone,
with one or a few large pieces popping off from the backside
of the stone within 100 shocks. In addition, the disintegration
process was uneven and the resultant fragments have a rela-
tively heterogeneous size distribution after 250 shocks, with
a high percent of large fragment ��4 mm� with a concomi-
tantly low percent of small fragment ��2.8 mm, see Fig.
9�B��. This difference in the initial fragmentation of the stone
produced by the original and modified reflectors may be re-
lated to the differences in pressure distribution and shock
wave-bubble interaction produced by these two reflector con-
figurations. Second, using the original reflector, the initial
stone disintegration was observed to occur through multiple
fracture planes �see images after 100 shocks in z=0 mm
plane�. In addition, because of the reduced peak positive
pressure, the initiation of a significant disintegration of the
stone in the pre-focal plane was slightly delayed compared to
that in the focal plane. In comparison, using the modified
reflector, the stone was fractured initially across a plane per-
pendicular to the beam axis into two large cap-like pieces,
which were difficult to break in the subsequent 50 shocks
�see images after 100 and 150 shocks in z=0 mm plane�.
Overall, the initial fragmentation process produced by the
modified reflector in the focal plane is significantly slower
than its counterparts produced by the original reflector both
in the focal and pre-focal planes. Third, between 250 and
2000 shocks, large residual fragments were gradually broken
up and spread over the entire area of the membrane holder in
all three groups. Because of the higher pressure and stronger
shock wave-bubble interaction, fragments located in the cen-
tral area of the membrane holder were disintegrated much
more easily than those located in the outer rim. Fourth, sig-
nificant mixing of the fragments inside the membrane holder
was observed during the treatment. Some fragments in the
outer rim region were observed to migrate back to the central
region and subsequently disintegrated, while other fragments
were moved away from the central area and remained almost
unchanged in the outer rim region. However, the mixing ef-
fect was not quantified. Overall, the characteristics of stone
disintegration and fragment size distribution observed in
these photographic sequences are consistent with the quanti-
tative stone comminution results shown in Fig. 8.

IV. DISCUSSION

Since the introduction of the first-generation HM-3
lithotripter in the early 1980s, evolution in SWL technology
has bought several significant changes in the design of mod-
ern lithotripsy systems �Lingeman, 1997; Rassweiler et al.,
2005�. One of the most critical design changes in the second-
and third-generation lithotripters is the increased aperture

FIG. 9. �Color online� Representative images of the progressive stone com-
minution process from 0 to 2000 shocks �A� and fragment size distribution
after 250 shocks �B� in the membrane holder in the focal �z=0 mm� and
pre-focal �z=−15 mm� planes produced by the HM-3 lithotripter at 20 kV
using either the original or modified reflector. Lithotripter shock waves were
propagating in the direction out of the page.
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and aperture angle of the shock wave source with concomi-
tantly decreased beam size of the lithotripter field �Coleman
and Saunders, 1989; Rassweiler et al., 2005�. Although it has
been widely speculated that this dramatic reduction in beam
size �by 50% or more� may significantly influence the effec-
tiveness of stone comminution in SWL, an objective inves-
tigation of this topic using various lithotripsy devices is dif-
ficult. This is because of the inherent dissimilarities in the
acoustic field, coupling method, stone localization technique,
and output setting used by different lithotripters �Cleveland
and McAteer, 2007�. Ideally, such a study should be carried
out in the same lithotripter to eliminate these inherent varia-
tions between different machines. Recently, the encouraging
clinical results from Eisenmenger’s “wide-focus and low-
pressure” lithotripter �Eisenmenger, 2001; Eisenmenger et
al., 2002� and the introduction of “dual focus” design in
clinical lithotripters �Leistner et al., 2007� have further
heightened the interest and urgency in addressing this critical
issue.

To overcome the aforementioned limitation, we have
developed a reflector insert for the HM-3 so that we can
generate a significantly different lithotripter field with a
high peak pressure ��87 MPa� and narrow beam size
��4 mm� compared to the original HM-3 lithotripter �49
MPa and 11 mm�. These two distinctively different acoustic
fields in the geometric focal plane �z=0 mm� of the HM-3
lithotripter are produced by using the same shock wave
source and under the same output setting �i.e., 20 kV�. More-
over, we have characterized the acoustic field produced by
the original reflector in a pre-focal plane �z=−15 mm�,
which has an even lower peak pressure ��33 MPa� yet
broader beam size �18 mm�. Despite these differences, the
effective acoustic pulse energies �i.e., ER in the 12- and
28-mm diameter areas� produced by the original or modified
reflector in the three aforementioned measurement planes are
similar to each other within the uncertainty of the pressure
measurements. Since acoustic pulse energy has been shown
to correlate closely with stone comminution �Granz and
Kohler, 1992; Delius et al., 1994; Eisenmenger, 2001�, our
experimental system and study design provide a well-
controlled test configuration to evaluate the effect of lithot-
ripter beam size on stone comminution while avoiding po-
tential confounding issues when such a comparison is made
across different lithotripters.

Another critical limitation of previous in vitro studies is
that stone is often placed either in a mesh holder or in a
finger cot in which fragments smaller than certain size �e.g.,
2 mm� are filtered out from the holder or confined within a
small volume around the lithotripter focus. These phantom
systems, while convenient and useful for quality control by
the manufacturers to ensure adequate output of clinical
lithotripters, do not capture some important characteristics of
stone comminution in vivo, such as dispersion of fragments
in the renal collecting system. To overcome this limitation,
we have developed a membrane holder that allows stone
fragments to be accumulated and also spread laterally within
the holder �D=30 mm� during SWL. This membrane holder
can also be used to record in real time the entire stone frag-
mentation process during SWL, providing valuable insights

into the factors that may impact treatment outcome.
Using these phantom systems, we have observed that,

using the same energy source and under comparable effec-
tive acoustic pulse energy, stone comminution produced in
the mesh holder �D=15 mm� is similar and independent of
the beam size. Because the stone was originally aligned with
F2 and, following each shock wave exposure, fragments less
than 2 mm were filtered out from the mesh holder, the energy
of ensuing LSWs could be delivered directly to residual frag-
ments larger than 2 mm, leading to effective stone commi-
nution �see Fig. 7�. In contrast, when stone fragments were
retained and confined within the finger cot �D=15 mm�, the
overall comminution efficiency was reduced substantially
from the corresponding values in the mesh holder. Moreover,
the largest reduction was observed with the modified reflec-
tor, which, because of its high p+, might experience the
strongest attenuation of the LSW by residual small fragments
accumulated at the bottom of the finger cot �Zhu et al.,
2002�. It is also interesting to note that using the original
reflector, stone comminution in the pre-focal position is
slightly but significantly higher than that produced in the
focal plane, which is interpreted as the result of stronger
cavitation and more synergistic interaction between the stress
waves and cavitation �Zhu et al., 2002� produced in the fin-
ger cot at the pre-focal position than at the lithotripter focus.
This finding is also consistent with the observation from a
previous study �Sokolov et al., 2002�. Finally, stone commi-
nution in the membrane holder was further reduced from the
corresponding values in the mesh holder and in the finger
cot. In comparison, the modified reflector produced signifi-
cantly lower stone comminution than the original reflector,
which, however, did not show a statistically significant dif-
ference between the results in the focal and pre-focal planes.
These differences in stone comminution produced by the
original and modified reflectors and the similarities between
the focal and pre-focal planes in the original lithotripter field
were further confirmed at various shock wave doses �see Fig.
8�. Altogether, these findings suggest that when fragments
are dispersed to a large area �15 mm�D�30 mm� during
SWL, the original HM-3 with a broad beam size will pro-
duce better stone comminution than its counterpart of a nar-
row beam size produced by the modified reflector. However,
further increase in the beam size �from 11 to 18 mm� with
concomitantly reduced peak positive pressure �from 49 to 33
MPa� does not alter the resultant stone comminution in the
membrane holder, indicating that an optimal beam size may
exist that leads to effective stone comminution.

For the same effective acoustic pulse energy, why does a
lithotripter field with a broad beam size �of �11 mm� pro-
duce better stone comminution than its counterpart with a
narrow beam size �of �4 mm� under clinically relevant test
conditions? Several interesting observations of the differ-
ences in stone fragmentation produced by the two contrast-
ing lithotripter fields may be worth noting. First, a low-
pressure/broad beam size lithotripter field breaks up stone
initially on the anterior surface of the stone and the damage
propagates through multiple fracture planes, resulting in
fragments with a relatively homogeneous size distribution
�see Fig. 9�B��. This observation is consistent with other
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studies using low-pressure and broad beam size lithotripters
�Eisenmenger, 2001; Eisenmenger et al., 2002�. In contrast, a
high-pressure/narrow beam size lithotripter field breaks up
stone initially from the posterior side of the stone. This initial
damage may be caused by the high pressure at the center and
low pressure surrounding the periphery of the stone through
a combination of spallation �Gracewski et al., 1993; Xi and
Zhong, 2001� and quasi-static or dynamic squeeze �Eisen-
menger, 2001; Cleveland and Sapozhnikov, 2005; Sapozhni-
kov et al., 2007� mechanism that causes an uneven fracture
of the stone �see Fig. 9�. Once the original spherical geom-
etry of the stone is destroyed by the initial fracture, the re-
sidual large fragments with irregular geometry become much
more resistant to subsequent shock waves, and the fragments
produced by additional 150–200 shocks are heterogeneous in
size distribution �see Fig. 9�B��. Second, the radiation force
exerted by the incident LSW may cause lateral displacement
of stone fragments. This feature was observed but not quan-
tified in this study. Especially, because of the high peak pres-
sure and pressure gradient along the beam axis of the modi-
fied reflector, large residual fragments may be dispersed
further away from the high-pressure and high ED region at
the center of focal region. Significant lateral dispersion of the
fragments may impact more negatively on stone comminu-
tion produced by the modified reflector because of its small
effective fragmentation zone. However, significant mixing
was observed in the membrane holder in the later stage of the
stone comminution process, during which some fragments in
the outer rim region could move back to the central area or
vise versa. This mixing effect might affect stone fragmenta-
tion outcome in the membrane holder when a large number
of shock waves were delivered. Nevertheless, the extent by
which this mixing effect may occur in vivo is not known.
Third, there are subtle differences in cavitation potential and
bubble dynamics produced by the two lithotripter fields.
Based on the results of high-speed imaging �Fig. 5� and
model calculations �Fig. 6�, the maximum bubble sizes pro-
duced by the two lithotripter fields are similar along the
beam axis. However, at off-axis locations, the original reflec-
tor with a broad beam size may generate stronger cavitation
than the modified reflector �see Fig. 6�. Combined with the
characteristics of pressure distribution �Fig. 4�A��, these ob-
servations suggest that a high-pressure/narrow beam size
lithotripter field will be effective in comminuting stones that
are accurately aligned to the lithotripter focus, and when the
residual fragments are also confined in a small volume
around the beam focus under the influence of minimal respi-
ratory motion. In comparison, a low-pressure/broad beam
size lithotripter field will be more effective when stones are
less accurately aligned with the beam focus, and when re-
sidual fragments are dispersed or moved away from the
lithotripter axis due to significant respiratory motion.

It has been argued that with high-pressure and high-
energy output, a small beam size lithotripter may produce the
same effective fragmentation zone based on an absolute pres-
sure threshold �e.g., p+=10 MPa� for stone comminution,
compared to a low-pressure and broad beam size lithotripter
such as the HM-3 �Wess, 2005�. This argument, however, is
primarily based on stone fragmentation data obtained under

idealized test conditions such as in a mesh holder or finger
cot placed at the lithotripter focus �Teichman et al., 2000�. In
addition, the output settings used by different lithotripters in
those previous studies are not the same, with significantly
higher acoustic pulse energy delivered by the high-pressure
and narrow beam size third-generation lithotripters, leading
to better treatment output under idealized test conditions
�Teichman et al., 2000�. In contrast, under clinically relevant
in vitro test conditions such as stone fragmentation in the
membrane holder as described in this study, which accounts
for dispersion of stone fragments, or in a setup that mimics
the respiratory motion of the stone �Cleveland et al., 2004�,
the comminution efficiency produced by a lithotripter field
with high peak pressure and narrow beam size has been
found to be greatly reduced. These factors �i.e., dispersion of
stone fragments and respiratory motion of the stone� may
also contribute to the reduced comminution efficiency with
concomitantly increased stone recurrence rate observed clini-
cally in the third-generation lithotripters with high pressure
and narrow beam size �Lingeman et al., 2003; Gerber et al.,
2005�. Furthermore, comparison of stone comminution based
on absolute pressure threshold �instead of effective acoustic
pulse energy delivered to the patient� without considering the
adverse effects of high-energy shock waves on renal tissues
should not be recommended for guiding the clinical practice
of SWL. Similar to stone comminution, it is well known that
tissue injury in SWL increases with the output energy of the
lithotripter �Evan et al., 1998�.

In summary, we have developed a method to modify the
reflector geometry of the original HM-3 lithotripter so that a
distinctively different acoustic field with high pressure and
narrow beam size can be produced using the same energy
source and output setting. For the same effective acoustic
pulse energy, a lithotripter field with low peak pressure and
broad beam size produces significantly better stone commi-
nution than its counterpart of high peak pressure and narrow
beam size when stone fragments are dispersed laterally as
frequently occurs in vivo during clinical SWL. A high-
pressure and narrow beam size lithotripter field produces ef-
ficient comminution when stone and residual fragments are
well constrained near the lithotripter focus. On the other
hand, their fragmentation power decreases rapidly at off-axis
positions. In contrast, a low pressure and broad beam size,
lithotripter field produces effective stone comminution over a
large area and the resultant fragments are relatively homoge-
neous and small in size.
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The whistles of Atlantic spotted dolphins have been studied in a few localities of the North Atlantic
Ocean and those studies revealed that the species emits whistles within a broad frequency range,
with a high number of inflection points and presence of harmonics. In the South Atlantic Ocean,
there is no information about the sounds produced by Atlantic spotted dolphins. A total of 1092
whistles emitted by free-ranging Atlantic spotted dolphins in Southeastern Brazilian coastal waters
were analyzed. Whistles recorded in this study had a broad frequency range from 1.15 to 23.44 kHz.
Whistles without harmonics were frequently emitted �N=701; 64.2%� and those signals with zero
up to two inflection points corresponded to 94% of all whistles. Some differences in whistle
characteristics �inflection points and duration� were found in relation to areas in North Atlantic
Ocean and whistles were shorter and with a smaller number of inflection points in Brazil. Whistles
produced by Atlantic spotted dolphins varied between the two behavioral states in which dolphins
were engaged. Whistles were more frequently emitted when dolphins presented behaviors that
included fast movement at surface, prey pursuit, aerial behavior, and physical contact. In these
situations, whistles were on average longer and had higher frequency parameters than those emitted
when animals were engaged in slowly and moderate traveling. The findings presented herewith
reveal that dolphins modified whistle structures within behavioral states.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3308469�

PACS number�s�: 43.80.Ka �WWA� Pages: 2646–2651

I. INTRODUCTION

Dolphins emit two broad categories of acoustic signals:
pulsed and tonal sounds �Popper, 1980; Richardson et al.,
1998�. Whistles are narrow-band frequency modulated
sounds used primarily for communication between individu-
als �Tyack, 1998�. These signals have been the focus of sev-
eral bioacoustic studies on delphinids due to the numerous
easily measured characteristics presented by them. In addi-
tion, they have been used for characterization and compari-
sons among groups and populations �e.g., Rendell et al.,
1999; Bazúa-Durán and Au, 2004; Azevedo and Van Sluys,
2005; May-Collado and Wartzok, 2009�.

Atlantic spotted dolphins �Stenella frontalis� are found
in warm temperate to tropical waters in Atlantic Ocean �Jef-
ferson et al., 2008�. As most delphinids, this species is a
highly vocal dolphin species that produces echolocation click
trains, burst pulse sounds, and whistles related to behavioral
activities �Perrin, 2002�. Narrow-band signature whistles
have been reported in Atlantic spotted dolphins both in cap-

tive �Caldwell et al., 1973� and in the wild �Herzing, 1996�.
The whistles of Atlantic spotted dolphins have been studied
in a few localities of the North Atlantic Ocean, especially in
Bahamas and Gulf of Mexico �e.g., Wang et al., 1995; Lam-
mers et al., 2003; Baron et al., 2008�. Those studies revealed
that Atlantic spotted dolphins emit whistles with a high num-
ber of inflection points, duration between 0.08 and 2.07 s, as
well as with minimum and maximum frequency average val-
ues of 7 and 16 kHz, respectively.

The Atlantic spotted dolphin is the only member of the
genus Stenella that is frequently observed close to shore in
Brazil �Moreno et al., 2005�. Group size is relatively small
for Stenella species, being most of the times smaller than 50
individuals �Moreno et al., 2005�. Despite being commonly
observed, there is no information available about acoustic
signals of the species in the area. In this study, we describe
the whistle acoustic structure of free-ranging Atlantic spotted
dolphins and provide insights on whistle geographical varia-
tions by comparing our results with previous studies.

II. METHODS

Acoustic recordings of underwater sounds produced
by Atlantic spotted dolphins were made at Ilha Grande

a�Author to whom correspondence should be addressed. Electronic mail:
azevedo.alex@uerj.br
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Bay �23°05�–23°14� S; 44°05�–44°23� W�, southeast-
ern Brazil, �Fig. 1�, during one day in April 2007, two days
in October 2007, and one day in December 2008. All surveys
were carried out under similar weather conditions �Beaufort
sea states �2�, in a small inboard-powered boat about 8 m in
length. In the four encounters, Atlantic spotted dolphins were
in groups of 40–50 animals and calves corresponded to about
10%–15%. Besides group size and composition, the four
herds had the same characteristics with individuals moving
together in apparent association, engaged in same activity
and rarely split out in a large area �Table I�. Two distinct
behavioral states were observed and associated with the
acoustic recordings: �a� low surface activity: dolphins en-
gaged in slowly and moderate traveling and short distances
between individuals �less than 10 m�, but no physical contact
was observed; �b� high surface activities: dolphins engaged
in socializing and foraging/feeding behaviors with fast move
at surface, prey pursuit, aerial behavior, and physical contact
between dolphins.

Acoustic recordings were made with the engine turned
off and were monitored by headphones. Whenever dolphin
sounds became weak, we stopped recording and repositioned
the boat. The recording system consisted of a High Tech Inc.
hydrophone �model HTI-96-MIN, frequency response: 5 Hz
to 30 kHz�1.0 dB, �165 dB re 1 V /�Pa� and a digital
audio tape recorder Sony TCD-D8 with upper frequency
limit of 24 kHz �sampling rate of 48 kHz�. Whistles were

defined as continuous, narrow-band sound emissions with or
without harmonics �Popper, 1980�. Whistles were analyzed
using the RAVEN 1.1 program �Cornell Laboratory of Orni-
thology, New York� with a fast Fourier transform �FFT� size
of 1024 points, an overlap of 50%, and using a 512 sample
Hamming window.

The contour of each whistle was determined by visual
analyses of the frequency modulation by at least two authors
and was then categorized into the following broad classes:
ascending �whistles rising in frequency and with no one in-
flection point�, descending �whistles falling in frequency and
with no one inflection point�, ascending-descending �initial
rising in frequency, one inflection point, and then falling in
frequency�, descending-ascending �initial falling in fre-
quency, one inflection point, and then rising in frequency�,
constant �whistles which the frequency changes 1000 Hz or
less during more than 90% of duration�, and multi �more
than one inflection point�.

Nine acoustic parameters from fundamental component
of each whistle were measured: starting frequency �SF�, end-
ing frequency �EF�, minimum frequency �MinF�, maximum
frequency �MaxF�, delta frequency �DF� �MaxF−MinF�, du-
ration �DUR�, frequency at 1

4 of duration �F 1
4

�, frequency at 1
2

of duration �F 1
2

�, and frequency at 3
4 of duration �F 3

4
�. Pres-

ence of harmonics and number of inflection points �defined
as points where the whistle contour changed from ascending
to descending or vice versa� were also determined. The fre-
quency variables were measured in kilohertz and the dura-
tion in milliseconds. The mean frequency �MeF� was calcu-
lated as the average of SF, EF, MinF, and MaxF. These
whistle parameters were chosen to be consistent with previ-
ous studies of Atlantic spotted dolphins �e.g., Wang et al.,
1995; Lammers et al., 2003; Baron et al., 2008� and other
dolphin species �e.g., Bazúa-Durán and Au, 2004; Azevedo
and Van Sluys, 2005�. Only whistles for which all parameters
of a spectral contour were distinctly measurable were used.

The descriptive statistics for all measured variables in-
cludes the minimum values, maximum values, means, and
standard deviations. The paired-sample t test �Zar, 1999� was
applied to verify if the mean of the end frequency of all
whistles analyzed was significantly different from the start
frequency. The frequency of whistles in each category was
compared between the two behavioral states using Chi-
square test �P�0.01� and Mann–Whitney test �P�0.05�
was applied to investigate variation in whistle variables be-
tween the two behavioral states.

III. RESULTS

A total of 1745 whistles were recorded over 279 min.
Five whistles were not analyzed because they were “cut off”
by the upper frequency limit of the recording system. Of that
total �N=1745�, 1092 whistles had adequate signal quality
for acoustical analyses. Pure tone whistles were the most
frequent ones �N=701; 64.2%� and whistles with up to 14
inflection points were found, but those with zero up to two

FIG. 1. Map of Rio de Janeiro coast, southeastern Brazil, where acoustic
recordings of underwater sound produced by Atlantic spotted dolphins were
made.

TABLE I. Aggregation size, percentual of calves, time observed, and total
time of recording, in which Atlantic spotted dolphin whistles were recorded
in study area.

Month
Aggregation

size
Percentual
of calves

Time observed
�h�

Time recorded
�min�

April 2007 55 10 2.5 56
October 2007 40 10 4 58
October 2007 50 15 4 90
December 2008 50 15 3.5 75

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Azevedo et al.: Atlantic spotted dolphin whistles in Brazil 2647



inflection points corresponded to 94% of all whistles.
Whistles categorized as ascending were the most common
and corresponded to 47.0% of all whistles. Those with more
than one inflection point represented 16.5% and descending-
ascending 15.5%. Ascending-descending �10.3%�, descend-
ing �6.5%�, and constant �4.2%� whistles were less frequent.

Examples of whistles emitted by Atlantic spotted dolphins
are presented in Fig. 2. There were significant differences for
whistle contour distribution of the six categories between
low and high activities, but ascending whistles were more
frequently emitted in both behavioral states �X2=41.9; df
=5; P�0.01; Fig. 3�.

FIG. 2. �Color online� Examples of whistles emitted by Atlantic spotted dolphins in southeastern Brazil.
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Whistle duration mean was 360.9�293.2 ms and
97.6% of the whistles lasted less than 1 s. The average mini-
mum frequency was 8.04�2.51 kHz and maximum fre-
quency averaged 13.58�3.64 kHz. The mean of delta fre-
quency was 6.25�3.34 kHz. The average mean frequency
was 10.81�2.63 kHz and the whistles had MeFs ranging
from 2.72 to 21.00 kHz. The end frequency �mean
12.76�3.80 kHz� of the Atlantic spotted dolphin whistles
was, on average, higher than the start frequency �mean
8.85�3.21 kHz� �paired-sample t-test, t=29.41, df=1091,
P�0.01�. Descriptive statistics of all measured whistle pa-
rameters are shown in Table II.

Comparisons of acoustic whistle parameters recorded
during low and high activities found significant differences
in most of whistle variables. Averages of duration, starting

frequency, maximum frequency, delta frequency, mean fre-
quency, frequency at 1

4 of duration, frequency at 1
2 of dura-

tion, frequency at 3
4 of duration, and number of inflections

points of the whistles emitted during high activities were
higher than those produced in low activities �Table II; Mann–
Whitney test; P�0.05�. Additionally, whistles were pro-
duced more frequently during high surface activities �9.2/
min� than during low surface activities �3.9/min�.

IV. DISCUSSION

Atlantic spotted dolphin emitted a varied repertoire of
whistles simple in structure. Whistles with up to two inflec-
tions were more abundant. This is not in accordance with
previous studies of free-ranging Atlantic spotted dolphins in
North Atlantic Ocean. Wang et al. �1995� and Baron et al.
�2008� reported that the species produced whistles with a
higher number of inflection points �Table III�. Wang et al.
�1995� found a mean number of inflection points of 3.43 in
Bahamas, and Baron et al. �2008� reported the value of 2.22
as the average in Gulf of Mexico, while we found 0.72 in
southeastern Brazilian coast. These differences may be re-
lated to longer whistles reported by those authors, since they
found whistles with mean values of duration 127% and 80%
higher than in Rio de Janeiro coast. Differences between
those characteristic whistles of Atlantic spotted dolphins
from South Atlantic Ocean and other sites may be caused by
adaptation to environmental conditions, social relationship,
behavioral variation, as well as anatomical features related to
sound production, as it has been suggested for other dolphin
species �Steiner, 1981; Rendell et al., 1999; May-Collado
et al., 2007a�. Another whistle character that differs from

FIG. 3. Distribution of the six categories of whistles emitted by Atlantic
spotted dolphins during low and high activities.

TABLE II. Descriptive statistics �mean�standard deviation; minimum-maximum� for 11 acoustic parameters values of Atlantic spotted dolphin whistles in
Rio de Janeiro coast, southeastern Brazil. The frequency variables were measured in kHz and the duration in s. Mann–Whitney test �P�0.05� results for
variation in whistle variables among the two behavioral states.

Parameters All �N=1092� Low activity �N=388� High activity �N=704� Mann–Whitney test �P�0.05�

Duration 0.36�0.29 0.34�0.34 0.37�0.26 Yes
0.05–3.62 0.05–3.62 0.06–1.87

Starting frequency 8.85�3.21 8.00�3.0 9.04�3.31 Yes
1.15–21.88 1.15–21.11 1.55–21.88

Ending frequency 12.76�3.80 12.50�3.88 12.91�3.75 No
1.56–22.35 1.56–22.35 2.76–22.12

Minimum frequency 8.04�2.51 7.94�2.47 8.10�2.54 No
1.15–20.09 1.15–20.09 1.55–18.90

Maximum frequency 13.58�3.64 13.07�3.77 13.86�3.54 Yes
3.00–23.44 3.23–23.44 3.00–22.98

Delta frequency 5.53�3.52 5.13�3.54 5.76�3.50 Yes
0.11–16.47 0.11–16.47 0.29–16.44

Mean frequency 10.81�2.63 10.50�2.71 10.98�2.58 Yes
2.72–21.00 3.01–21.00 2.72–20.20

Frequency at 1
4 of duration 9.63�3.00 9.12�2.82 9.91�3.05 Yes

2.71–22.19 2.71–22.19 3.00–21.96

Frequency at 1
2 of duration 10.77�3.04 10.36�2.98 11.00�3.05 Yes

3.00–23.44 3.11–23.44 3.00–22.82

Frequency at 3
4 of duration 11.55�3.02 11.26�3.10 11.70�2.97 Yes

2.88–22.74 3.17–22.74 2.88–22.46
Inflections 0.74�1.30 0.47�0.89 0.90�1.45 Yes

0–14 0–8 0–14
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those observed in previous studies was the presence of har-
monics. Our findings revealed that Atlantic spotted dolphins
preferentially produced whistles without harmonics, whereas
Lammers et al. �2003� reported that the majority of the
whistles produced by the species had one or more harmonics
in Bahamas. However, these differences should be inter-
preted with caution because Lammers et al. �2003� used a
broadband recording system that capture more of the
whistles frequency range of this species.

Atlantic spotted dolphins have been shown to emit
whistles within a broad frequency range �Wang et al., 1995;
Lammers et al., 2003; Baron et al., 2008�. Whistles recorded
in our study also had wide frequency range �1.15–23.44
kHz�, revealing that the species in Atlantic South Ocean
emits whistles in frequencies close to 1 kHz and higher than
20 kHz. Several odontocete species, including Atlantic spot-
ted dolphin, emit whistles with fundamental frequency ex-
tending into the ultrasonic range �Lammers et al., 2003;
May-Collado et al., 2007b�. But, in fact, the usage of
whistles with fundamental frequencies above 20 kHz seems
to be not usual by Atlantic spotted dolphins. Our results re-
vealed only 4.7% of whistles with fundamental frequency
higher than 20 kHz and only five whistles with fundamental
frequency higher than 24 kHz. Additionally, Lammers et al.
�2003� reported 27.4 kHz as the highest maximum funda-
mental frequency measured for Atlantic spotted dolphin, in
Bahamas, but only 3.6% of all whistles had fundamental
frequencies above 20 kHz.

Based on the relationship between starting and ending
frequencies, Bazúa-Durán and Au �2002� suggested that So-
talia spp., Delphinus delphis, Stenella attenuata, S. clymene,
S. longirostris, and Lagenorhynchus albirostris share some
of the characteristics of their whistles. Considering that hy-
pothesis, the Atlantic spotted dolphin can be included in that
group since our findings showed a clear predominance of
ascending whistles and the ending frequency was, on aver-

age, higher than starting frequency. However, our analysis is
simple and the similarity of the whistles between Atlantic
spotted dolphin and other delphinids deserves further explo-
ration.

Variations in whistle parameters of dolphins and whis-
tling rate related to behavioral states have been usually re-
ported for delphinids �e. g. Herzing, 1996; Van Parijs et al.,
2000; Bazúa-Durán and Au, 2004� and they seem to be re-
lated to whistle functions, which include to transmit emo-
tional states and to coordinate dolphin activities �Tyack,
1998�. Whistles produced by Atlantic spotted dolphins varied
among the two behavioral states in which dolphins were en-
gaged. When dolphins presented behaviors with fast move-
ment at surface, prey pursuit, aerial behavior, and physical
contact, the whistles were more frequently emitted and were,
on average, longer and had higher frequency parameters than
when animals were engaged in slowly and moderate travel-
ing. Additionally, dolphins emitted whistles more complex in
shape when engaged in high surface activities.

V. CONCLUSIONS

This is the first description of the whistles produced by
Atlantic spotted dolphins in South Atlantic Ocean. Dolphins
emitted whistles within a wide frequency range and some
differences in signal characteristics were found in compari-
son to areas of North Atlantic Ocean. Additionally, dolphins
modified whistle structures within behavioral states, maybe
as a result of whistle communication functions.
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Whistle emissions of Indo-Pacific bottlenose dolphins (Tursiops
aduncus) differ with group composition and surface
behaviors
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The intricate and highly developed acoustic communication system of bottlenose dolphins reflects
the complexities of their social organization. Indo-Pacific bottlenose dolphins �Tursiops aduncus�
produce numerous types of acoustic emissions, including a diverse repertoire of whistles used for
communicative purposes. The influence of group composition on whistle production and the
function of different whistles produced by dolphins in wild contexts are relatively unknown.
Recordings of acoustic emissions and behavior of dolphins were made concurrently during
vessel-based surveys along the coast of northern New South Wales, Australia. Whistles were divided
into five tonal classes �sine, rise, down-sweep, flat, and concave� and categorized into distinct
whistle types. It is shown that while whistle repetition rate and whistle diversity was influenced by
group composition, it is not influenced by behavior. Noncalf groups produced a significantly higher
whistle repetition rate and whistle diversity than calf groups. In contrast, the types of whistles
produced were related to the behavior in which the dolphins were engaged in: some tonal classes
and distinct whistle types were related to different behavior states. Findings suggested that some
whistle types may be used to communicate specific information on the behavioral context of the
individuals involved. © 2010 Acoustical Society of America. �DOI: 10.1121/1.3308465�

PACS number�s�: 43.80.Ka �WWA� Pages: 2652–2663

I. INTRODUCTION

Darwin �1872� hypothesized that animal vocalizations
were used to advertise an individual’s level of arousal or
motivational state and was primarily an “affective” commu-
nication system �Manser et al., 2002; Seyfarth and Cheney,
2003�. Bioacoustics research over the last 20 years has
shown that animal vocalization can be both affective and
referential where vocalizations relate to specific events or
objects �Manser et al., 2002; Seyfarth and Cheney, 2003�.
Specific types of animal vocalizations can be produced in a
number of social contexts and ecological situations �Seyfarth
and Cheney, 2003�. Some vocalizations may be specific to
particular stimuli, while others may be used in a variety of
situations �Seyfarth and Cheney, 2003�. The majority of vo-
calizations produced by animals are thought to be contact,
alerting, and affiliative calls, while other vocalizations such
as functionally referential signals make up the minority of
vocalizations �Marler, 1975; Manser et al., 2002�. How so-
cial animals utilize acoustic emissions to communicate is a
particularly important aspect of their ecology that needs to be
understood in order to gain insight into their requirements for
survival �Seyfarth and Cheney, 2003�.

The complex social systems of bottlenose dolphins �Tur-
siops spp.� are underpinned by their intricate and adaptable
acoustic, visual, and tactile communication systems �Marino
et al., 2007�. For these animals that live in an aquatic envi-
ronment where visual communication can be limited, acous-

tic communication is more reliable, efficient, and effective
�Tyack, 2003�. Bottlenose dolphins produce a variety of
acoustic emissions that are broadly classified as whistles,
clicks, and burst-pulse sounds �Caldwell and Caldwell, 1967;
Caldwell et al., 1990�. Whistles produced by bottlenose dol-
phins are particularly important in the transfer of information
between individuals and the maintenance of group cohesion
�Caldwell et al., 1990; Janik and Slater, 1998�.

The rate of whistle production in bottlenose dolphins
cannot only be influenced by environmental factors such as
season and habitat but also group size and behavior �dos
Santos et al., 1990; Jacobs et al., 1993; Cook et al., 2004;
Nowacek, 2005�. Some research has reported that the num-
ber of whistles emitted per individual increases with larger
group sizes �Jones and Sayigh, 2002; Cook et al., 2004�
while others have reported that fewer whistles are produced
in groups with larger sizes �Quick and Janik, 2008�. Whether
the conflicting results were influenced by the composition of
groups encountered is not clear.

Acevedo-Gutiérrez and Stienessen �2004� suggested that
the rate of sounds produced by bottlenose dolphins may in-
fluence group size and be used as a technique to transmit
information about the caller’s activity and attract individuals
to join in the activity. In Isla del Coco, Costa Rica, bottlenose
dolphins increased whistle production when feeding to pos-
sibly attract other dolphins to join and aid in the cooperative
herding of prey and defend against potential predators
�Acevedo-Gutiérrez and Stienessen, 2004�. The behavior of
the dolphins can also contribute to the rate of whistles pro-
duced. During social behaviors, dolphins generally increase
the repetition rate of whistles, compared to when they are

a�Author to whom correspondence should be addressed. Electronic mail:
elizabeth.hawkins@scu.edu.au
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traveling, and the repetition rate of whistles is significantly
reduced �dos Santos et al., 1990; Jacobs et al., 1993; Cook et
al., 2004�.

Variability in acoustic sequences and signals of bottle-
nose dolphins strongly suggests that they exchange orga-
nized information �Markov and Ostrovskaya, 1990�. Earlier
studies have broadly described some sounds produced by
captive bottlenose dolphins that may be associated with spe-
cific behavioral displays. For example, sounds described as
“yelps” are emitted during sexual behaviors in captive bottle-
nose dolphins and “bray” emissions during feeding behaviors
of bottlenose dolphins in Moray Firth, Scotland �Wood,
1953; Janik, 2000�. Bottlenose dolphins have a diverse
whistle repertoire, yet there is little known about the purpose
of many of these sound types and the relationship with the
dolphins’ behavior or activity. The fine-scale acoustic struc-
tures of the whistle are thought to play a significant role in
the exchange of information between individuals �Kaznadzei
et al., 1977; Janik and Slater, 1998; Sayigh et al., 1999�. It
has been hypothesized that bottlenose dolphins produce an
individually distinct stereotyped “signature whistle” that may
be used as a contact call to advertise identity and location of
the signaler �Caldwell et al., 1990; Tyack, 1997; Janik and
Slater, 1998�. The purpose of other types of whistles and how
these sounds relate to the signaler’s context or behavior re-
main unclear �Caldwell et al., 1990; McCowan and Reiss,
1995; Janik and Slater 1998; Cook et al., 2004�.

Some terrestrial species that have sexually segregated
fission-fusion societies similar to those of most bottlenose
dolphin populations, such as chimpanzees �Pan troglodytes�
and baboons �Papio cynocephalus ursinus�, produce a vari-
ety of behaviorally specific calls that can be influenced not
only by behavior but also the age and sex classes of the
individuals involved �Mitani and Nishida, 1993; Price, 1998;
Connor et al., 2000; Rendall et al., 2000; Fischer et al.,
2001�. Variations in calls produced by groups differing in
composition can be reflective of the varying roles of sex and
age classes within the society. For example, female baboons
use grunts to facilitate social interactions and to reconcile
with opponents following a bout of aggression �Cheney et
al., 1995�. In Rhesus macaques �Macaca mulatto�, there are
evident sex differences in the number of food related calls
produced, with males producing fewer than females �Hauser
and Marler, 1993�. This raises the question whether a popu-
lation of bottlenose dolphins may use certain whistle types to
communicate specific information regarding the activity or
context of the signaler, and if some whistles are utilized only
by groups consisting of certain age and sex classes.

To increase the understanding of the communicative
functions of whistles in a population of wild Indo-Pacific
bottlenose dolphins �Tursiops aduncus�, we examined
whether specific whistle types �i.e., tonal class and distinct
whistle types� were associated with varying behavior states
and group compositions. We also investigated whether
whistle production �i.e., repetition rate and diversity� was
influenced by group size, group composition, or behavior.

II. METHODS

A. Data collection

Surveys of Indo-Pacific bottlenose dolphins �Tursiops
aduncus� were undertaken in 226 km2 area of coastal waters
around Byron Bay, northern New South Wales, Australia
�153°38�E, 28°38�S�. The population consisted of ap-
proximately 865 dolphins �95% C.I.�861–869� and was
typified by an apparent sexually segregated society with both
resident and transient groups and individuals �Hawkins and
Gartside, 2008�.

Vessel-based surveys were conducted between March
2003 and January 2006 in seasonal �autumn, winter, spring,
and summer� 2–4 week blocks. Vessel-based surveys were
conducted over 4–8 h between 0700 h and 1500 h, depend-
ing on weather and tidal conditions �low tide affected the
access points to coastal waters for the research vessels�. Dif-
ferent vessels were used to undertake surveys: a 6 m alumi-
num motor vessel and a 12 m sailing yacht. A single research
vessel was used per survey �day�. Observations were made
by four observers onboard the research vessel that traveled
along predefined routes. Two observers recorded the behav-
ior of the dolphins, another recorded the acoustics, and a
fourth took dorsal fin photographs for the identification of
individual dolphins. Surveys were not conducted in winds
greater than 20 kts and a Beaufort scale of �3 �on a scale of
12�.

B. Behavior, group composition, and individual
identification

A group was defined as an aggregation of dolphins that
was either engaged in the same behavior state, with an aver-
age of one to two dolphin lengths between individuals and
within a 100 m radius �Mann, 2000; Shane, 1990�. When a
group of dolphins was sighted, the vessel would move from
a predefined route and begin a 1 h group follow. The vessel
remained within 50 m of the group for the duration of obser-
vations. For each group observed, the time, GPS location,
group size, group composition, behavior, and acoustics were
recorded. Groups were only included in the following analy-
sis if there was only a single group visible from the survey
vessel �i.e., within a radius of approximately 300 m� and
remained together �i.e., there were no affiliations or disaffili-
ations� for the duration of the group follow. This was one of
the methods used to ensure that whistle emissions recorded
originated from individuals in the group being followed.

The size and composition of each group was determined
by the number of adults, calves and dolphins of unknown age
class. Adults were defined as full sized individuals �2–4 m�
with moderate to heavy ventral speckling. Individuals were
also identified as adults if they were accompanied by a calf
�an individual no more than half the size of an adult� travel-
ing in infant or “echelon” position �Smolker et al., 1992�. If
any individual in a group could not be confirmed as an adult
or a calf, it was labeled as an unknown. For the purposes of
the following analysis, the group compositions were divided
into those with calves and those without calves.

Continuous observations using scan sampling of the be-
havior “states” and “events” displayed by dolphins within
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the group were recorded �Altmann, 1974�. Four behavior
states were defined as milling �including resting�, traveling,
socializing, and feeding �Table I�. Only groups where all
individuals were engaged in the same behavior state at the
surface were included in the subsequent analysis.

Photo-identification of individual dolphins was per-
formed using photographs taken with a SLR Digital Nikon
D100 camera with 70–300 mm lens �Hansen and Defran,
1990�. Efforts were made to photograph the dorsal fin of
each individual dolphin in a group during focal follows. Pho-
tographs of dorsal fins were allocated a photo-grade between
0 �poor� and 10 �excellent� based on the clarity �defined by
the sharpness, contrast and angle� of the dorsal fin in the
photograph. Each dolphin was categorized according to one
of eight dorsal fin categories based on the pattern of nicks
and notches on the trailing edge of the fin. An individual
identification number was allocated to each identified dol-
phin. Details of individuals including the identification num-
ber, dorsal fin category, sex and age class, species, and dis-
tinguishing features were recorded into an Access 2000
�Microsoft Corp.� dolphin catalog. Information on each indi-
vidual recorded in the catalog was: location, group behavior,
group composition acoustic recordings, and other individuals
present �i.e., other dolphins identified in the group�. Around
78% of dolphins in the bottlenose dolphin population at By-
ron Bay showed distinct markings and could be individually
identified �Hawkins, 2007�. The photo-identification of indi-
vidual dolphins was undertaken to ensure that a range of
different dolphins were included in the study and that the
samples were representative of the whole population.

C. Acoustic recordings

Two different hydrophone systems were used to record
dolphin acoustics during group follows. The first was a CR-
100–27 single hydrophone �frequency range 7 Hz–100 kHz;
sensitivity −179 dB�5 dB re 1 V /�Pa� with an HP-A1

amplifier �volume gain set between 7 and 10 dB; direct out
7 Hz–100 kHz�3 dB� �Burns Electronics Pty Ltd., Aus-
tralia� powered by a 12 V dc battery. Signals were recorded
using a Sony Digital Audio Tape recorder �sample rate of 44
kHz�. This single hydrophone system allowed for rapid de-
ployment and was the primary acoustic recording device. A
second hydrophone system used was a two channel towed
hydrophone array with 100 m of 14 mm cable and 10 m of
sealed streamer tubing containing two hydrophones placed 3
m apart with preamplifiers �frequency range of 7 Hz–100
kHz; sensitivity of −169 dB�1.5 dB, and sample rate of
44–96 kHz�. The hydrophone array was connected to a CR-
MAX �Multiplexed Active Filter� amplifier �volume gain of
0–40 dB; frequency response of 7 Hz–450 kHz�3 dB;
high pass gain rumble filter of 80 Hz 6 dB/octave within
input range� �Burns Electronics Pty Ltd., Australia� powered
by a 12 V battery. The hydrophone array system was at-
tached to a connector block and Data Acquisition card �Na-
tional Instruments� and Notino High Grade 3600s computer
with SONAMON V 1.0 software for recording �Madry Tech-
nologies, Australia�. Buoys were attached to the hydrophone
streamer and cables at 10 m intervals to keep the hydrophone
at a consistent depth of 2.5 m. This system was used to
obtain directionality of acoustic emissions as a further check
that the group being observed was creating the acoustic
emissions being recorded. The hydrophone array was the
secondary acoustic recording device as it required calm con-
ditions and a long deployment time which was not practical
for all groups observed. These hydrophone systems were not
used simultaneously and recordings were made using only
one hydrophone system at a time.

To record the acoustic emissions of focal groups, the
vessel was positioned parallel and slightly ahead of the dol-
phins’ direction of travel and the hydrophone was then de-
ployed. Recordings were continued until any member of the
group had moved more than 100 m from the vessel. This was
to ensure that all the whistles emitted and at least most or all
of the whistles produed by the focal group, could be re-
corded. This was to ensure that at least most or all of the
whistles produced by the focal group could be recorded.

D. Whistle classification and analysis

Spectrograms �time versus frequency graphs�
�Blackmann-Harris window; 256–512 band resolution; 2048
FFT size� were used to identify and classify whistles in
COOLEDIT 2000 �Syntrillium Software�. Using visual analysis
techniques, each whistle was classified into one of five tonal
classes based on the frequency modulations: sine �A�, flat
�B�, down-sweep �C�, concave �D�, and rise �E� �Tyack,
1986; Azevedo and Sluys, 2005; Hawkins and Gartside,
2009a, 2009b�. Distinct whistle types were given an identi-
fication number �e.g., 1A �the first sine whistle identified�;
2C �the second down-sweep whistle identified�� and the
acoustic parameters of each whistle: duration, start time, start
frequency, end frequency, lowest frequency, and highest fre-
quency were recorded together with the number of loops,
breaks, and harmonics �Tyack, 1986; Rossi-Santos and Grou-
pos, 2006�. Distinct whistle types were considered to be

TABLE I. Ethogram of dolphin behavior states and “frequent” events �i.e.,
those recorded �20 times in association with whistle emissions�

Behavior state Description

Traveling Dolphin moves in a defined direction with regular
and consistent dive intervals.

Socializing Two or more dolphins are clearly interacting with
each other by direct physical contact such as body
rolls, petting, and tail slapping. Frequent splashes and
disturbance at the surface may be observed.

Milling/resting Group frequently changes travel direction �no
consistent travel direction�. Individuals may surface
facing different directions. Dolphins have slow
movements with variable, but frequent, dive intervals
and often remain floating at the surface for a short
amount of time between dives.

Feeding/foraging Dolphins are actively pursuing prey and feeding
�often confirmed by visual observation of fish or prey
item�. Usually associated with deep diving �fluke-up
dives�, fast swims, or porpoising, frequent changes in
travel direction and inconsistent interbreath intervals.
Group may be in a circular formation, spread over a
wide area, and individuals’ surface facing different
directions.
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looped if they were repeated within 0.3 s of the same pre-
ceding whistle. Measurements of the acoustic parameters for
whistles along with tonal classes were used to match and
define distinct whistle types. The 24 h time �h:min:s� that
each whistle was emitted was also noted. Figure 1 shows
examples of two distinct whistle types from rise and sine
tonal classes and demonstrates the degree of variability ob-
served in whistles. If a whistle had a poor signal to noise
ratio or could not be confirmed as a specific whistle type, it
was noted as a “poor resolution” �PR� whistle.

Four independent observers were used to validate and
assess the accuracy of the observer method and whistle clas-
sification system used. Two of the observers were familiar
with spectrographic analysis for bioacoustic sounds, one was
inexperienced and another was the principal author. Thirty-
two randomly selected whistles that consisted of a variety of
different tonal classes were chosen and each observer catego-
rized each whistle according to tonal class. Whistles were
presented to observers in a random order. Matches between
spectrograms were then made to identify distinct whistle
types. Observers used spectrograms in RAVENLITE V. 1.0 �Cor-
nell Laboratory of Ornothology� to categorize and identify
whistles via visual and audible means. There was 95% simi-
larity in the classification of whistles into each tonal class.
For matching of distinct whistle types, there was 78% agree-
ment between observers although this was likely to be higher
with more experienced observers.

E. Statistical analysis

1. Group characteristics

The composition and characteristics were determined for
each group recorded. The overall numbers of individuals ob-

served and the number of individuals identified from photo-
graphs were determined. Groups were divided into two dif-
ferent categories, those with and without calves and the
mean sizes of these groups were calculated. A T-test was
performed to determine if there was a significant difference
between the sizes of calf and noncalf groups.

2. Rate of whistle production

The repetition rate of whistles was calculated for each
group. The whistle repetition rates were calculated by sum-
ming the total number of whistles recorded �including “PR”
whistles� for each group and dividing this value by the du-
ration �minutes� for which recordings of acoustics were made
and the number of individuals in the group. As there were
differences in the duration of recordings and the number of
whistles from each group, this standardized the data set for
analysis. Whistle diversity was calculated for each group as
the number of distinct whistle types per dolphin per minute
�dos Santos et al., 2005�. To account for the non-normal
distribution of data, logged values of both whistle repetition
and diversity rates were used in all statistical tests.

Correlation tests were used to examine if there was a
relationship between group sizes and whistle repetition rate
and whistle diversity. To provide adequate sample sizes for
statistical analysis, group sizes were divided into clusters be-
tween 1 and 5, 6 and 10, 11 and 15, 16 and 20, 21 and 25, 26
and 30, 31 and 40, and 41 and 55. Group sizes with more
than 31 individuals were aggregated into larger increments to
minimize possible bias in tests caused by small sample sizes
as there were fewer samples. Correlation tests were per-
formed in Excel 2003 �Microsoft Corp.�.

The range of whistle repetition rates and averages for
calf and noncalf groups were calculated. Comparisons were
made between groups of calf groups and noncalf of the same
size using Mann–Whitney U-tests to examine relationships
with group size and whistle repetition rates. To investigate if
the number of distinct whistle types produced by dolphins
was related to group size or composition, T-tests were used.
These comparisons were limited to groups with sizes be-
tween 1 and 20 individuals as there were no groups without
calves that contained �20 individuals. Statistical analyses
were carried out in SPSS V 11.5 �SPSS Inc.�.

Acoustic and behavior data were synchronized using the
24 h time �h:min:s� records for each focal group. These data
were then be used in tests to examine the associations be-
tween behavior states and whistles. One-way analysis of
variance �ANOVA� and Kruskall–Wallis tests were per-
formed in SPSS V. 11.5 �SPSS Inc.� to investigate if there were
differences in the repetition rate of whistles between group
compositions, group sizes, and behavior states.

3. Production of different whistle types

The overall numbers and percentages of whistles from
each tonal class were tallied for all recordings from each
group. In order to account for any differences between
groups, the rate of tonal class emissions per dolphin per
minute for each group was calculated by summing the total
number of whistles of each tonal class for each group and

FIG. 1. Two examples of two different distinct whistle types from �a� rise
tonal class and �b� sine tonal class, with frequency in �Hz� on the y axis and
time �s� along the x axis. Representations of the degree of variation in the
same distinct whistle types can be seen in each example. Note: example �a�
is a distinct common whistle “26E.”
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dividing this by the number of individuals and the number of
minutes of acoustic recordings made for the group. The
logged values of the rates of tonal class emissions were then
calculated to address the non-normal distribution of data.
These logged tonal class rates were then compared between
calf and noncalf groups. One-way ANOVA and Kruskall–
Wallis tests were performed in SPSS V. 11.5 �SPSS Inc.� to
investigate whether any tonal classes were associated with
particular group compositions. The number of different dis-
tinct whistle types cataloged under each tonal class category
was also noted. This was to show whether a particular tonal
class contained more distinct whistle types than the other
tonal classes.

Correspondence analyses using symmetrical normaliza-
tion SPSS V. 11.5 �SPSS Inc.� were carried out to investigate
the associations between tonal classes, distinct whistle types,
and behavior states for groups with and without calves
�Hawkins and Gartside, 2009a�. This analysis allowed both
broad and detailed assessments to be made of associations
between whistles and behavior states.

Correspondence analysis, however, does not take into
account group effects and is likely to be highly influenced by
some groups that produced high numbers of whistles of a
certain tonal class during a behavior state. We therefore used
tonal class emission rates and Kruskal–Wallis tests to inves-
tigate if there were significant differences in the rate of tonal
class emissions between behavior states. The rate of tonal
class emissions was calculated for each group and are re-
ported as the number of x �tonal class category� whistles per
minute per dolphin.

Distinct “common” whistle types were identified and
tested for associations with behavior states. Distinct common
whistles were defined as those produced by more than one
group on more than 1 day and recorded �40 times. To en-
sure that each group included in the analysis consisted of
different individuals, results from photo-identification were
used to reduce the effects of individuals. If an individual had
been recorded more than once from a group where concur-
rent behavior and acoustic recordings were made, only one
recording was used in the analysis examining associations
between distinct common whistles and behaviors. This
method was adopted ensure that the results on group compo-
sition were not being biased by over-representation of par-
ticular individuals in the sample.

To further examine any apparent associations between
behaviors and distinct whistle types, a generalized multilevel
statistical model with the whistle classes as a multinomial
response, the individual whistles at level 1 and groups at
level 2, was constructed following the exploratory corre-
spondence analysis. Although this statistical model was a
logical development in a study of this kind, it became appar-
ent that this model was not valid in the present study because
the set of data had many small sample sizes and because only
one population was sampled. These are limitations of studies
of this kind that would apply to other field studies of wild
dolphins. The survey techniques used in this study also lim-
ited the ability to undertake multilevel models because indi-
vidual callers could not be identified. Therefore, only group-
level exploratory analysis could be undertaken.

III. RESULTS

A. Survey effort

Forty-three vessel-based surveys were made between
2003 and 2006. Around 27 h of acoustic recordings were
analyzed, the majority of which were made using the single
hydrophone system with the exception of 1 h that was made
using the hydrophone array. The duration of acoustic record-
ings per group varied between 1 and 77 min �x̄=19.1 min;
S.D.�17.6 min�. Analyses of 4125 whistles were made re-
sulting in 1713 whistles being classified into 186 distinct
whistle types and the remaining 2412 as PR whistles.

B. Group characteristics

Acoustic recordings were made of 71 groups �1022 in-
dividuals�: 41 groups with calves �788 individuals� and 30
without calves �234 individuals�. There was a significant dif-
ference between the sizes of groups with and without calves
�T-test P�0.0001; Df=31�. The average size of groups with
calves was larger �x̄=20.1; S.D.�13.9; range 2–55� than
those without calves �x̄=11.2; S.D.�3.01; range 1–19�. Four
hundred individual dolphins were positively identified from
photographs. An average of 10 individuals �S.D.�9� was
identified per group.

C. Rate of whistle production

1. Repetition rate of whistles, group size, and
composition

The repetition rate of whistles per group varied from
0.009 to 18.45 whistles/minute/dolphin �x̄=0.75;
S.D.�2.68�. There was a significant relationship between
the group size and whistle repetition rate, with the number of
whistles emitted decreasing as the group sizes increased �r
=0.634, Df=58, P�0.05�. The mean repetition rates of
whistles were higher in small groups of six to ten dolphins
�x̄=0.40; S.D.�0.38�, and lower in larger groups of 41–55
individuals �x̄=0.02; S.D.�0.01� �Fig. 2�.

The whistle repetition rate also significantly differed be-
tween group compositions �i.e., calf and noncalf groups�
�Mann–Whitney U=164.00; P=0.006; N=52�. Groups with
calves produced lower whistle repetition rates �x̄=0.18;
S.D.�0.20� compared to noncalf groups �x̄=1.58;
S.D.�4.52�.

FIG. 2. Bar graph showing the mean whistle repetition rate and standard
error bars of groups with and without calves within size clusters of 1–20
dolphins.
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When the whistle repetition rate of calf and noncalf
groups of the same size clusters were compared, there were
significant differences found in groups between 6 and 10 and
16 and 20 dolphins �Fig. 2�. Calf groups of 6–10 dolphins
�N=11� and 16–20 dolphins �N=9� had significantly lower
whistle repetition rates than noncalf groups of the same size
�N=7; N=4, respectively; Mann–Whitney U=17.00; P
=0.02; Mann–Whitney U=4; P=0.01, respectively�. The
whistle repetition rates of calf and noncalf groups with sizes
of 1–5 �N=4; N=3, respectively� and 11–15 �N=11; N=7,
respectively� were not significantly different �Mann–
Whitney U=6.00; P=0.50; Mann–Whitney U=4; P=0.124,
respectively�.

2. Whistle diversity, group size, and composition

The diversity of whistles �i.e., the number of distinct
whistle types� ranged between 0.13 and 0.98 whistle types/
minute/dolphin �x̄=0.39; S.D.�0.26�. Correlation tests indi-
cated that there was no relationship between the group size
and whistle diversity �r=0.218; Df=9; P�0.05�. However,
there was a significant difference in the number of distinct
whistle types emitted per minute/dolphin between groups
with and without calves �T-test P=0.007; Df=99�. Com-
pared to calf groups �x̄=0.07; N=101; S.D.�0.528�, noncalf
groups produced a significantly higher diversity of whistles
per individual �x̄=0.729; N=11; S.D.�1.48�.

3. Rate of whistle production and behavior state

Table II shows that the number of minutes of acoustic
recordings were made from dolphins engaged in the four
different behavior states for calf and noncalf groups. Acous-
tic recordings were fairly evenly distributed across each be-
havior state, but more recordings were made from groups
with calves that were traveling.

The highest mean repetition rate of whistles was re-
corded from dolphins that were socializing �x̄=1.3 whistles/
minute/dolphin; S.D.�1.9; range 0.01–18.5 whistles/minute/
dolphin�. The mean repetition rate of whistles during
traveling was 0.5 whistles/minute/dolphin �S.D.�0.4; range
0.003–2.9 whistles/minute/dolphin�. Feeding and milling had
slightly lower whistle repetition rates �x̄=0.4 whistles/
minute/dolphin; S.D.�0.3; range 0.01–1.37 whistles/minute/
dolphin and x̄=0.2 whistles/minute/dolphin; S.D.�0.2;
range 0.002–0.82 whistles/minute/dolphin, respectively�.
One-way ANOVA tests showed that there were no significant
differences between the logged repetition rate of whistles and
behavior state �P=0.351; F3,56=1.115�. There was also no
significant difference in the logged number of distinct

whistle types per minute per dolphin between behavior states
�Kruskal–Wallis �2=0.379; Df=3; P=0.945�.

D. Production of different whistle types

1. Tonal class emissions

Rise �40%; N=692� and sine whistles �40%; N=690�
were the most frequently recorded tonal classes. Flat �11%;
N=185� and concave �7%; N=123� tonal classes were less
common, and down-sweep whistles were rarely recorded
�1%; N=23�. There were different numbers of distinct
whistle types in each tonal whistle class. One of the two
most numerous whistle types, sine whistles, was also the
most diverse class with the highest number of distinct
whistle types identified �98�. Rise whistles were also diverse
with 51 distinct whistle types identified. Down-sweep �15�,
flat �15�, and concave �7� whistles, were less diverse classes.

2. Tonal class emissions and group composition

The number of whistles that were produced from each
tonal class per minute/dolphin was compared between non-
calf and calf groups. The logged rates of flat and rise whistles
were significantly different between calf and noncalf groups
�P=0.006; F1,10=12.269 and P=0.001; F1,34=13.456, re-
spectively�. Although the number of noncalf groups where
flat �N=4� and rise whistles �N=4� were recorded was low,
the rate of emission of these tonal classes �x̄=0.67 /minute/
dolphin; S.D.�1.28 and 2.4/minute/dolphin; S.D.�4.55 re-
spectively� was higher than in groups with calves �x̄=0.02
/minute/dolphin; S.D.�0.40; N=9 and 0.20/minute/dolphin;
S.D.=0.82; N=24 respectively�. The rate of sine �P=0.376;
F1,34=0.826�, down-sweep �P=0.321; F1,6=1.168� and con-
cave �P=0.922; F1,7=0.010� emissions did not vary signifi-
cantly between calf and noncalf groups. Table III summa-
rizes the number of whistle types that were recorded from
each tonal class according to group composition and behav-
ior state.

3. Tonal class emissions, group composition, and
behavior state

Correspondence analysis using symmetrical randomiza-
tion was used to undertake an exploratory assessment of the
associations between whistles and behavior states for calf
and noncalf groups. The assumption that whistle tonal
classes were related to behavior states was justified in both
cases �noncalf groups �2=139.74; P=0.0001, Df=12 and
calf groups �2=266.83; P=0.0001, Df=12�. For calf groups,
the first two dimensions accounted for 92% of the variance
in the whistle and behavior matrix, where inertia values

TABLE II. Summary table showing the number of minutes of acoustic recordings was made of each behavior
state from noncalf and calf groups. Note TR=travelling; MI=milling; SOC=socializing; FE=feeding.

Behavior �No. of minutes recorded�

Group composition N groups TR MI SOC FE Total

Noncalf 30 70 �23%� 54 �18%� 63 �21%� 118 �39%� 305
Calf 41 479 �36%� 282 �21%� 338 �25%� 231 �17%� 1330
Total 71 549 �34%� 336 �21%� 401 �25%� 349 �21%� 1635
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showed that differences between milling �inertia=0.077� and
socializing �inertia=0.040� accounted for most of the vari-
ance in the data. For noncalf groups, the first two dimensions
accounted for 100% of the variance in the whistle and be-
havior matrix, where inertia values showed that the differ-
ences between socializing �inertia=0.102� and traveling
�inertia=0.393� accounted for most of the variance in the
data. The biplots in Figs. 3 and 4 show that there are some
apparent differences in the strengths of associations of
whistle tonal classes and behavior states between calf and
noncalf groups.

Rise whistles were highly associated with social behav-
iors for noncalf groups but were more closely associated
with traveling in calf groups. Flat whistles appear to be as-
sociated with social behaviors for both types of group com-
positions, although the association is stronger in noncalf
groups. Sine whistles appear to be a “mutual” whistle type
for noncalf groups and may be used during a number of
different behaviors. For groups with calves, sine whistles
were more associated with traveling behaviors. Concave
whistles were associated with feeding behaviors in groups
with calves but were not associated with any behavior for
noncalf groups. Down-sweep whistles were also not associ-
ated with any behavior for either calf or noncalf groups. This

may be due to the low number of concave and down-sweep
whistles recorded from noncalf and calf groups.

In order to account for group affects, the rate of tonal
class emissions for each behavior state was tested using
Kruskal–Wallis analysis. Due to the low numbers of groups
recorded and whistle classes for noncalf groups, the data for

TABLE III. Summary of the number of whistles recorded from each tonal class with the number of groups each
tonal class was recorded from according for each group composition category. Percentages represent the pro-
portion of each tonal class recorded from each behavior state. Note TR=travelling; MI=milling; SOC
=socializing; FE=feeding; PR=poor resolution whistles.

Behavior

Group composition Tonal class N groups TR MI SOC FE Total

Noncalf Sine 8 10 0 63 45 118
�9%� 0 �53%� �38%�

Flat 4 2 0 77 0 79
�3%� 0 �97%� 0

Down 1 2 0 0 0 2
�100%�

Concave 3 2 0 0 0 2
�100%�

Rise 4 0 0 273 0 273
�100%�

Pr 21 24 0 616 290 930
�3%� �66%� �31%�

Total 40 0 1029 335 1404

Calf Sine 21 391 22 127 32 572
�68%� �4%� �22%� �6%�

Flat 10 82 0 23 1 106
�77%� �22%� �1%�

Down 8 6 6 1 8 21
�29� �29%� �5%� �38%�

Concave 7 35 17 22 47 121
�29%� �14%� �18%� �39%�

Rise 25 302 18 58 41 419
�72%� �4%� �14%� �10%�

Pr 32 835 59 361 227 1482
�61%� �5%� �22%� �13%�

Total 1651 122 592 356 2721

FIG. 3. Biplot displaying the association between whistle class and behavior
states from groups with calves using correspondence analysis �inertia di-
mension 1=0.253; inertia dimension 2=0.042�. �Note: the closer the dimen-
sion points are to one another in the biplot, the closer the association be-
tween the behavior state and whistle class�. Behavior abbreviations: FE
=feeding; MI=milling; SOC=socializing; TR=travelling.
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noncalf and calf groups were combined for this analysis.
Results showed that the logged rate of flat whistles ��2

=8.598; Df=2; P=0.014�, down-sweep ��2=9.643; Df=3;
P=0.022�, concave ��2=21.523; Df=3; P=0.0001�, and rise
��2=9.819; Df=3; P=0.020� were significantly different be-
tween behavior states. The rate of sine ��2=1.504; Df=3;
P=0.681� did not significantly differ between behavior
states, consistent with the results of correspondence analysis,
that these whistles are used in a variety of contexts.

The rate of emission of flat whistles was higher during
socializing �x̄=0.486/minute/dolphin; S.D.�0.71; N=6�
than feeding behaviors �x̄=0.003; N=2�. The highest rate of
down-sweep whistles occurred during milling �x̄=0.046;
SD=0.01; N=3� and the lowest during traveling �x̄=0.01;
S.D.�0.01; N=3�. The number of samples for concave
whistles was low, but the highest rate of concave whistles
occurred during feeding �x̄=0.041; N=2� and milling behav-
iors �x̄=0.031; N=1� and least during socializing �x̄=0.01;
S.D.�0.003; N=3�. For rise whistles, the rate of emission
was highest during socializing �x̄=0.51; S.D.=1.56; N=10�
and least during milling and feeding �x̄=0.08; S.D.=0.07;
N=5; x̄=0.05; S.D.=0.05; N=4, respectively� �Fig. 5�.

These patterns are consistent with the general associations
between tonal classes and behaviors found in correspondence
analysis.

4. Distinct whistle types, group composition, and
behavior state

To examine whether distinct types of whistles were
more likely to be emitted during particular behaviors by calf
and noncalf groups, we examined the associations of 15 dis-
tinct “common” whistles �i.e., those whistles emitted by
more than one group on more than 1 day and recorded �40
times�. Of the distinct common whistles, seven were from
the rise tonal class, six from sine, two from flat, and two
from concave. Table IV shows the numbers of distinct
whistles emitted by calf and noncalf groups during each be-
havior state. The majority of distinct common whistles were
recorded during socializing and traveling behaviors. Ten dis-
tinct common whistles were recorded from both calf and
noncalf groups, while the remaining seven were only re-
corded from groups with calves. It therefore appears that
nearly 50% of distinct common whistles are shared between
groups with and without calves.

Due to the relatively small sample sizes, distinct com-
mon whistles from groups with calves and noncalf groups
were combined for correspondence analysis tests. The as-
sumption that common whistles were related to behavior
states was justified �behavior states �2=1371.30, P=0.0001,
Df=51; behavior events �2=200.81, P=0.0001, Df=48�. In
the first two dimensions, 92% of the variance in the matrix
between common whistles and behavior states was ac-
counted for. Inertia values indicated that the differences be-
tween milling �inertia=0.108� and feeding �inertia=0.484�
contributed most to the overall variance of the data, suggest-
ing that the whistles used during these behaviors were very
different. Figure 6 displays the biplot from correspondence
analysis showing the levels of associations between common
distinct whistles and behavior states. These exploratory
analyses suggest that some distinct common whistles are
more likely to be, but not exclusively, emitted during particu-
lar behaviors. However, some group effects may also con-
tribute to the strengths of associations, where one group may
have emitted a large number of a distinct whistle type, while
another emitted few. For this data set, further multivariate
analyses that compensate group effects could not be taken
into account due to the low numbers of samples of some
distinct whistle types between groups. The low sample sizes
for the data on differences in the rate of emission and type of
whistle emissions during different behaviors precludes statis-
tically rigorous assessment but suggests there are underlying
associations.

IV. DISCUSSION

Earlier studies have reported that the rate of whistles
increased with group size �Jones and Sayigh, 2002; Cook et
al., 2004�. In contrast, our findings showed that the repetition
rate of whistles decreased as the group size increased, with
higher numbers of whistles being produced by group sizes
between 5 and 9 individuals, and lower numbers in groups

FIG. 4. Biplot displaying the association between whistle class and behavior
states from noncalf groups using correspondence analysis �inertia dimension
1=0.631; inertia dimension 2=0.131�. �Note: the closer the dimension
points are to one another in the biplot, the closer the association between the
behavior state and whistle class�. Behavior abbreviations: FE=feeding; MI
=milling; SOC=socializing; TR=travelling.

FIG. 5. Mean rate of whistle tonal class emissions per minute per bottlenose
dolphin during each behavior state with standard error bars �rise N=692;
sine N=690; flat N=185; concave N=123; down N=23�.
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between 41 and 55 individuals. Thus our findings show that
in larger groups, individuals reduced the number of whistles
they produced. These results were similar to those recently
reported by Quick and Janik �2008� who found that the num-
ber of whistles produced per dolphin begins to decrease in
group sizes of 10 or more. Our findings also show that there
is a relationship between the whistle repetition rate and
group composition. The presence or absence of calves may
therefore be a contributing factor to these contrasting results.

Groups without calves had a significantly higher repeti-
tion rate and diversity of whistles compared to groups with
calves. These differences may be related to sex and age
classes of the dolphins present in the group as the population
of bottlenose dolphins studied is characterized by a sexually
segregated fission-fusion society �Hawkins and Gartside,
2008�. Therefore, groups with calves were likely to have
more females than males and noncalf groups were more
likely to have more males than females. A number of factors

TABLE IV. Occurrence of 15 distinct common whistles for each behavior state and the numbers of noncalf and
calf groups from which each distinct common whistle was recorded.

Whistle No. Group composition N groups

Behavior state

Traveling Milling Socializing Feeding

11B No calf 1 42
Calf 2 1 1

21A No calf 1 13
Calf 1 28

29A No calf 0
Calf 2 38

3E No calf 1 8
Calf 3 1 26 6

28A No calf 0
Calf 2 45

7E No calf 0
Calf 3 1 47

2D No calf 1 2
Calf 3 20 8 8 6

4A No calf 0
Calf 2 75

21E No calf 1 78
Calf 1 1

9E No calf 0
Calf 5 43 36 1

5E No calf 1 7
Calf 6 13 50 18

20A No calf 0
Calf 2 13 28

10E No calf 0
Calf 3 147 5

4D No calf 1
Calf 3 3 14 41

26E No calf 1 299
Calf 1 15

Total 47 413 16 686 73

2660 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 E. R. Hawkins and D. F. Gartside: Whistle and behavior of bottlenose dolphins



may drive these differences in the rate and diversity of
whistle production such as antimasking strategies �Quick and
Janik, 2008�. This may be of particular relevance to groups
with calves where communication between mothers and their
offspring is imperative �Smolker et al., 1993�. In addition,
the reduction in whistle emissions by groups with calves may
also be an antipredator strategy. In the study population,
there have been several cases of predation by sharks on dol-
phins and a number identified from photo-identification data
with evident scars from shark attacks. By reducing the rate of
whistles, the risk of detection by potential predators may be
reduced.

For noncalf groups, the increase in whistle repetition
rate and diversity may be driven by a number of other fac-
tors. It is likely that the increase in whistle rate and diversity
of noncalf groups is related to the individuals present and
social context. In several species of marine mammals, such
as humpback whales �Megaptera novaeangliae� �Payne and
McVay, 1971� and Weddell seals �Leptonychotes weddellii�
�Stirling and Thomas, 2003�, males increase the use of spe-
cific call types and the level of vocalizations during breeding
seasons to attract mates and defend territories. While there is
no evidence that male bottlenose dolphins use vocal displays
to attract mates, it seems unlikely that they would not give
the highly developed social vocalization system of this spe-
cies. In addition, the larger diversity of whistles in noncalf
groups may also relate to males finding receptive females
and a possible increase in associations with different indi-
viduals. Further division of group composition was not pos-
sible in this study; however, it would be interesting to assess
whistle production patterns of female-female, male-female,
and male-male associations with respect to known age
classes.

Acevedo-Gutiérrez and Stienessen �2004� suggested that
the rate of whistle production of bottlenose dolphins may be
used to communicate information about a specific situation.
In the Sado Estuary, Portugal, the number of distinct whistle
types �stereotyped contours� produced by bottlenose dolphin

per minute significantly differ between behavior states, par-
ticularly between traveling and feeding �dos Santos et al.,
2005�. Jones and Sayigh �2002� also reported significant dif-
ferences in the whistle repetition rate of bottlenose dolphins
between behavior states, with the highest being produced
during socializing. Our study did not find a significant dif-
ference in the repetition rate of whistles between behavior
states. Our results show that dolphins are more likely to com-
municate specific information relating to their activity by
producing particular types of whistles.

For some mammals, the behavioral context influences
the production of specific types of vocalizations, for ex-
ample, pan hoots in male chimpanzees �Pan troglodytes�,
contact calls of female baboons �Papio cynocephalus ursi-
nus�, and the alarm calls of California ground squirrels
�Spermophilus beecheyi� �Owings and Virginia, 1978; Mitani
and Nishida, 1993; Rendall et al., 2000�. Associations be-
tween different call types or whistle categories �similar to the
tonal classes described here� and behaviors have been iden-
tified for killer whales �Orcinus orca� and North Atlantic
pilot whales �Globicephala melas� �Morton et al., 1986;
Weilgart and Whitehead, 1990; Foote et al., 2008�. Our re-
sults, consistent with a small number of other studies, show
that tonal classes and distinct whistle types are related to
particular behavior states in bottlenose dolphins �Janik et al.,
1994; Cook et al., 2004; Hawkins and Gartside, 2009a,
2009b�. The production of some tonal classes also signifi-
cantly differed between groups with and without calves.
These tonal classes were rise and flat whistles, which were
emitted at higher rates by noncalf groups. Due to the low
number of samples, however, these findings should be con-
sidered preliminary.

In the present study, the majority of whistles of each
tonal class were associated with the same behavior states for
both calf and noncalf groups although the strengths of asso-
ciation slightly varied. Sine whistles were associated with
traveling behaviors and may therefore be important in the
advertisement of identity and location of individuals to main-
tain cohesion when moving between areas. In a group of
provisioned dolphins at Tangalooma, Moreton Island, Aus-
tralia, sine whistles appeared to be used as group contact
calls �Hawkins and Gartside, 2009a�. Our findings further
support the suggestion that whistles of this tonal class may
have a specific role in maintaining group cohesion.

Non-signature whistles of bottlenose dolphins identified
by Cook et al. �2004� included a large percentage of rise
whistles that were also more likely to be emitted during so-
cial behaviors. Rise whistles were also found to be associated
with social behaviors in a group of provisioned dolphins at
Tangalooma, Moreton Island, Australia, and interactive be-
haviors with vessels �e.g., bowriding� in Byron Bay, New
South Wales �Hawkins and Gartside, 2009a, 2009b�. In the
population studied here, flat and rise whistles were associ-
ated with socializing behaviors. Therefore, it appears that in
multiple populations of wild bottlenose dolphins, rise
whistles are related to social behaviors where dolphins expe-
rience higher levels of arousal and activity. In contrast, con-
cave whistles were associated with milling behaviors while

FIG. 6. Biplot of correspondence analysis of 15 associations between be-
havior state and common whistles �N=859� �inertia dimension 1=0.809;
inertia dimension 2=0.572�. The common whistles are shown by their cata-
log number, followed by a letter designating the class of whistle, e.g., 26E.
�Note: the closer the dimension points are to one another in the biplot, the
closer the association�. Whistles containing A=sine, B=flat, C
=down-sweep, D=concave, and E=rise. Behavior abbreviations: FE
=feeding; MI=milling; SOC=socializing; TR=travelling.
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down-sweep whistles were infrequently recorded and were
therefore likely to be emitted in limited contexts or situa-
tions.

Foote et al. �2008� distinguished between dominant call
types of killer whales that function to identify a group and
less common call types that were likely to be shared between
social groups and produced more during social situations,
particularly intergroup affiliations. In the present study, we
demonstrated that in addition to tonal classes, some distinct
whistle types were also associated with different behavior
states in wild bottlenose dolphins. The distinct common
whistles identified here were also likely to be shared between
individuals and the majority were produced during social and
feeding behaviors.

Our findings show that whistles may be used to commu-
nicate specific information to cohorts relating to the behavior
and the situation of the caller �behavioral context�. This is
consistent with suggestions in other studies that dolphin
whistles convey discrete information between cohorts to co-
ordinate individuals and organize their behavior �Caldwell
and Caldwell, 1967; Burdin et al., 1975; Kaznadzei et al.,
1977�. Some whistles that are produced by bottlenose dol-
phins in the wild may have referential purposes and function
in the same manner as the referential signals of other highly
social and intelligent species, such as chimpanzees �Slo-
combe and Zuberbuhler, 2005�. Dolphins may therefore not
only have developed an identity-labeling system through the
development of “signature” whistles �Janik and Slater, 1998;
Janik et al., 2006� but also intricate method of communicat-
ing other important information through the development of
a diverse whistle repertoire. Determining if the uses of com-
mon whistles remain stable over time is an essential element
for future assessment and understanding of the biological
significance of bottlenose dolphin whistles.

V. CONCLUSIONS

This study has shown that the repetition rate of whistles
produced by bottlenose dolphins is related to both group size
and composition but not behavior state. The diversity of
whistles produced is also related to group composition. We
have suggested that differences in the rate of whistle produc-
tion may be associated with the age and sex classes of the
individuals; however, further assessments are required to ob-
tain a better understanding of the ecological need for such
differences. We have further shown that there is an associa-
tion between types of whistles and behavior. This strongly
suggests that dolphins are transferring specific information
about their activity. Further investigation that takes into con-
sideration the identity of signalers will greatly further our
understanding of the functions of whistle emissions in bottle-
nose dolphins.
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A multiple sensor array was employed to identify the spatial locations of all vocalizing male
bullfrogs �Rana catesbeiana� in five natural choruses. Patterns of vocal activity collected with this
array were compared with computer simulations of chorus activity. Bullfrogs were not randomly
spaced within choruses, but tended to cluster into closely spaced groups of two to five vocalizing
males. There were nonrandom, differing patterns of vocal interactions within clusters of closely
spaced males and between different clusters. Bullfrogs located within the same cluster tended to
overlap or alternate call notes with two or more other males in that cluster. These near-simultaneous
calling bouts produced advertisement calls with more pronounced amplitude modulation than
occurred in nonoverlapping notes or calls. Bullfrogs located in different clusters more often
alternated entire calls or overlapped only small segments of their calls. They also tended to respond
sequentially to calls of their farther neighbors compared to their nearer neighbors. Results of
computational analyses showed that the observed patterns of vocal interactions were significantly
different than expected based on random activity. The use of a multiple sensor array provides a
richer view of the dynamics of choruses than available based on single microphone techniques.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3308468�

PACS number�s�: 43.80.Ka �WWA� Pages: 2664–2677

I. INTRODUCTION

Males of several different vertebrate groups, including
anuran amphibians, orthopteran insects, and songbirds, ag-
gregate into breeding choruses to vocally advertise their
presence and willingness to mate �Gerhardt and Huber, 2002;
Burt and Vehrencamp, 2005�. Participation in a chorus can
confer significant benefits on its residents, such as increased
attraction of females and reduced predation risk; however,
there are also disadvantages to such group mate attraction.
Because males of many species are territorial, more physical
competition may arise when males are closely spaced within
chorusing groups. In addition, the high levels of noise gen-
erated in a chorus may mask the perception of an individu-
al’s vocalizations by both receptive females and rival males.
Both senders and receivers of acoustic signals in a dense,
noisy chorus must therefore devise some perceptual strategy
for discriminating and then localizing particular signals of
interest against a complex acoustic background.

Field and laboratory observations of patterns of calling
behavior in males of different chorusing species have at-
tempted to identify such strategies �reviewed in Klump and
Gerhardt, 1992; Gerhardt and Huber, 2002�. One way to re-
duce masking of one’s own vocalizations by those of neigh-
bors is to shift the timing of one’s signal �either individual
notes or entire multinote calls� so as to minimize overlap
with those emitted by other callers. This strategy can result
in a pattern of note-by-note alternation or call alternation
between several individual chorusing males �Schwartz, 1987,
1993; Grafe, 1996, 1999; Moore et al., 1989�. As another
strategy to reduce masking, males may physically space
themselves within choruses so as to maintain some minimum
distance between nearest neighbors �Brush and Narins, 1989;
Schwartz and Gerhardt, 1989; Forrest and Green, 1991�.
Measurements of intermale distances and signal sound pres-
sure levels suggest that call amplitude can mediate this spac-
ing �Wilczynski and Brenowitz, 1988�; visual cues and even
physical interactions can also be important. These two gen-
eral strategies may occur concurrently. In several species of
chorusing insects and anurans, males time their own adver-
tisement calls so as to actively avoid overlapping the calls of
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only their nearest or loudest neighbors �Brush and Narins,
1989; Schwartz, 1993; Minckley et al., 1995; Snedden et al.,
1998; Greenfield and Rand, 2000; Schwartz et al., 2002�.
The temporal sequences of calling thus generated form
rhythmic patterns of call alternation, or even call synchrony
when local male density and calling rates are high. Such
calling patterns have been modeled by the operation of an
endogenous oscillator that can be reset by exogenous cues
�Brush and Narins, 1989; Greenfield and Roizen, 1993;
Greenfield and Schul, 2008�. Presumably, acoustic interac-
tions with chorus members outside of this local, restricted
area occur randomly, such that the internal oscillator is not
reset by the vocal activity of these far males.

Most of these studies of chorusing dynamics are based
on vocal interactions occurring between small local groups
of males located within a larger chorus. Very little is known
about patterns of vocal interactions within a chorus as a
whole �Grafe, 1997; Boatright-Horowitz et al., 2000�. This is
because of the difficulty in recording and analyzing chorus
activity based on the single or paired microphone recording
techniques most commonly used to assess calling patterns.
The real challenge of studying vocal interactions in animal
choruses is the difficulty in accurately identifying, discrimi-
nating, and localizing large numbers of calling individuals
and their locations, especially in dense assemblages when
considerable numbers of acoustic signals temporally and spa-
tially overlap. This is unfortunate, because the biological task
faced by females approaching an insect or anuran chorus is
just that—discriminating individual acoustic elements within
a large, complex auditory scene �Bee, 2007�. Recently, sev-
eral techniques based on the use of multiple microphone ar-
rays have been introduced to enable large scale analysis and
modeling of chorusing activity �McGregor et al., 1997;
Hayes et al., 2000; D’Spain and Batchelor, 2006; Mennill et
al., 2006; Mohan et al., 2008; Simmons et al., 2008; Jones
and Ratnam, 2009�. These techniques all attempt to auto-
matically localize and discriminate many callers within a
chorus based on both spatial location and the physical char-
acteristics of their vocalizations. Although promising, these
techniques have not been widely adopted for use on terres-
trial choruses and so far have been tested on only a small
number of animals within a larger chorus. Thus, they have
not yet yielded a large amount of acoustic data that can elu-
cidate biologically relevant patterns of natural vocal interac-
tions in animal assemblages.

Previously, we described a technique for recording and
analyzing chorus activity in the American bullfrog, Rana
catesbeiana, using an array of multiple, closely spaced
acoustic sensors �Simmons et al., 2008�. This methodology
is based on computing the differences in arrival time of
sounds at the sensors using a cross-correlation algorithm, and
using these time differences to then estimate sound source by
vector triangulation. We initially tested this technique by
identifying and localizing a small number of individual call-
ers within a single larger bullfrog chorus. Here, we extend
this initial analysis by examining the large scale spatial and
temporal organization of two separate bullfrog choruses on
five different recording nights. Individual callers were iden-
tified by the acoustic characteristics �fundamental and first

harmonic frequencies� of their advertisement calls, and their
spatial locations were estimated. This method enabled us to
discriminate and localize both overlapping and nonoverlap-
ping advertisement calls produced by vocalizing males lo-
cated at different sites within the chorus. Our data highlight
the different kinds of vocal interactions in bullfrog choruses,
related to the spatial distances and local group behavior of
individual males, which have not been readily available from
data based on single microphone techniques �Boatright-
Horowitz et al., 2000�.

II. METHODS

A. Study sites and animals

We performed acoustic recordings at two different ponds
between 2100 and 2400 h on five nights in June and July of
2005 and 2006. On 6/12/05 and 7/5/05, recordings were
made at a pond �pond 1; 42 m long by 20 m wide; outline
and orientation in Figs. 1�A� and 1�B�� located in a suburban
neighborhood in Rhode Island �described previously in
Boatright-Horowitz et al., 2000�. This pond was bordered on
one side by thin, low vegetation and on three other sides by
houses and a bike path. Due to development and to the con-
struction of this bike path, the dimensions of this pond have
changed since the site was first described in 2000. On 7/5/06,
7/6/06, and 7/9/06, we carried out recordings at another pond
�pond 2; 40 m long by 15 m wide; outline and orientation in
Fig. 1�C�� located on private property in central Massachu-
setts �described previously in Simmons et al., 2008�. This
pond was surrounded on three sides by heavy vegetation and
woods, and on another side by a small clearing and house.
Both ponds supported populations of bullfrogs �6–14 active
callers on any given night� and green frogs �Rana clamitans;
number not censused�. Because green frogs were not very
vocally active during our recording times and they appeared
to be present in only small numbers, we did not undertake a
quantitative analysis of any acoustic partitioning between
these two species. Air temperatures �measured using a ther-
mometer� on recording nights ranged between 17.8° and
23.3 °C, relative humidity �obtained from www.nws-
.noaa.gov� was between 76% and 87%, and there was no
precipitation. Recording times at the different nights ranged
between 85 and 172 min, with an average of 118 min.

We set up the recording equipment approximately 30
min before the onset of any vocal activity by the bullfrogs.
We did not capture or handle the animals for visual inspec-
tion or morphological measurements, and so did not disturb
their natural behaviors. To correlate the directional estimates
derived from the sensor array with actual spatial locations of
individual bullfrogs, an observer periodically surveyed the
pond during recordings and marked the location of each call-
ing male on a scaled map. Spatial distances between these
estimated locations were later verified by direct measure-
ments using a surveying transit and with reference to aerial
maps obtained using Google earth �see Simmons et al.,
2008�. Our research protocol was approved by the Brown
University Institutional Animal Use and Care Committee.
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B. Sensor array

We recorded the vocalizations of chorusing male bull-
frogs using a sensor array previously described by Simmons
et al. �2008�. This array consists of two individual four-
microphone sensors �“cubes,” 3.3 cm�, each mounted on top
of a vertical aluminum rod and held in a position 0.6 m
above the surface of the ground by an adjustable survey tri-
pod. A sensitive, calibrated, omnidirectional electret con-
denser microphone �Knowles Electronics, Model FG3329,
Itasca, IL� was placed in the center of each of the four ver-
tical faces of each sensor. When in use, each sensor was
covered by a spherical black foam windscreen 10 cm in di-
ameter. At each recording site, the two sensors on their tri-
pods were placed on one side of the pond, separated by 10 m
�square/cross symbols alongside pond outlines in Figs. 1 and
2�. They were set back about 0.5 m from the water’s edge, in

an area clear of vegetation, rather than in the center of the
pond, which the cabling system prevented. Because the pond
was entirely on one side of the array, so that front-back lo-
calization was not needed, data were collected from only two
of the four microphones in each sensor. In the leftmost sen-
sor, channels 1 �to the left� and 3 �to the right� were used,
while in the rightmost sensor, channels 5 �to the left� and 7
�to the right� were used.

FIG. 1. Diagrams of the two chorusing sites. On each diagram, the two
black square/white cross symbols outside of the pond outline indicate the
position of the two acoustic sensors. �A� Map of pond 1 showing estimated
locations and numbers of actively calling bullfrogs �designated by open
circles with numbers� on the night of 6/12/05. Each circle is placed at the
median of the vector intersection points derived from the computational
model. Only one bullfrog was present at each indicated location. Locations
are numbered in the order in which they were identified in the analysis. �B�
Map of activity at pond 1 on the night of 7/5/05. Five vocalizing bullfrogs
were now present at location 2. �C� Map of pond 2. The locations of bull-
frogs were similar on all three nights �7/5/06, 7/6/06, and 7/9/06� at this site;
the variability in numbers of animals at each location is indicated. On all
three nights, location 4 contained only one bullfrog.

FIG. 2. Estimates of source locations for two bullfrogs belonging to the
same cluster to illustrate the effective accuracy of localization. �A� Spectro-
grams to 400 Hz of three note advertisement calls produced by two indi-
vidual male bullfrogs �frog A and frog B�, calling sequentially over a 14 s
time interval. For calculation of these and other spectrograms by ADOBE

AUDITION, sounds were downsampled to 1500 Hz �Blackmann-Harris win-
dow, 512 frequency bands�. The first harmonic frequencies of the notes in
each bullfrog’s advertisement call differ �190 Hz for frog A and 170 Hz for
frog B�. �B� Localization estimates derived from calls in A. The black
square/white cross symbols outside the pond’s outline show the locations of
the two sensors. The active microphones �1, 3 and 5, 7� in each sensor are
indicated. The symbols inside the pond outline show the points of vector
intersection computed from the advertisement call notes of each individual
male. Estimates for frog A are indicated by the black triangles, and estimates
for frog B are indicated by the gray circles. The localization program pro-
vided 20 intersection points for the three notes emitted by frog A, and 28
intersection points for the three notes emitted by frog B. Although all of
these points are plotted, not all are visible because many of their locations
overlap. Variability is indicated by black and gray crossed lines for standard
deviations in the east-west and north-south dimensions calculated from all
location estimates for frog A and frog B, respectively. The intersection
points of each cross designate the mean locations calculated from the inter-
section points for the two frogs. Frog A and frog B are separated by a mean
diagonal distance of 1.68 m. The maximum dispersion between all intersec-
tion points for these two frogs, excluding the points outside the pond, is 3.5
m. Dispersion is due largely to effects of reverberation on each localization
estimate.
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A full description of data handling and display can be
found in Simmons et al. �2008�. Acoustic signals picked up
by the two active microphones in each sensor cube were
amplified �10� gain� and recorded on four channels of a
Sony SIR-1000W wideband digital instrumentation recorder
�Sony Precision Technology America Corp., Lake Forest,
CA�. The sounds were digitized simultaneously in each re-
corder channel at 48 kHz sampling rate �16-bit accuracy�.
Binary files containing the four channels of data �two from
the 1,3 �left� sensor and two from the 5,7 �right� sensor� were
subsequently downloaded into a Pentium-3 PC using Sony
PCSCAN programs supplied with the Sony recorder. Each
night thus produced four digitized data streams lasting for
the entire recorded epoch. For processing, these files were
broken into two “stereo” data streams corresponding to the
two microphone channels in each cube sensor �microphones
1 and 3 or 5 and 7�. Each stereo stream, which covered the
entire night’s recording epoch for one sensor, then was sub-
divided into consecutive 10 s segments and low-pass filtered
at 4 kHz to remove high frequency signals, using custom-
written MATLAB routines �MathWorks, Natick, MA�. For
computational processing, these 10 s segments were further
divided into shorter, overlapping 100 ms time segments �be-
cause overlap is 50%, there are 250 short segments in each
longer 10 s stereo segment�. Data were processed by a bin-
aural computational model of the auditory system �available
online at the Boston University EarLab website; Mountain et
al., 2007�, which operated by bandpass filtering the acoustic
signals from each sensor into 32 parallel overlapping fre-
quency bands �60 Hz–5 kHz�. Time-of-arrival differences
�from −180 to +180 �s� were calculated in each of these
frequency bands separately. When running the model, a
threshold is set to prevent background noise or very low-
level sounds from entering into the processed data. Time
difference estimates are then pooled across all 32 frequency
channels to generate a histogram �bin width 10 �s� of time
differences in each consecutive 100 ms segment of the sig-
nal. The final estimate of the time difference for any one 100
ms time segment is determined from the peak of this histo-
gram. The model then plots the peaks derived from succes-
sive histograms to give a running history of arrival time dif-
ferences across all 100 ms segments of each 10 s long stereo
signal. The result is a stream of up to 250 separate time
difference estimates between the left and right microphones.
The threshold setting determines how many of the poten-
tially 250 estimates actually appear in the model’s output.

All of the sequential arrival time difference streams for
successive 10 s segments are concatenated to create a history
of sound arrival time differences over the entire duration of
the recorded session in each sensor cube �stereo pair�. To
locate the source of the sound on a map of the pond, the time
difference estimates at each sensor are transformed into spa-
tial angle estimates. Each sensor provides one directional
estimate �vector� for each particular time difference in the
data stream. Synchronized angle estimates from both sensors
yield vector intersections that are used to estimate the loca-
tion of the sound source. We computed the intersection point
of the two vectors from each sensor using a custom-written
MATLAB routine, and then plotted multiple intersection points

obtained from consecutive segments of the recordings on a
template of the pond. We calculated the median, mean, and
standard deviations of these points to form an estimate of the
location of the sound source. In the example in Fig. 2, two
bullfrogs �frog A and frog B� are vocalizing one after the
other during a 14 s segment of the chorus �spectrograms in
Fig. 2�A��. The diagram of the pond in Fig. 2�B� shows the
position of the calculated points of intersection from the two
sensors for the advertisement call notes of these two bull-
frogs. The mean locations of the vector intersection points
indicate that the two males are separated by a distance of
1.68 m. For bullfrog A, the standard deviation of its mean
location is 1.36 m in the north-south dimension and 1.18 m
in the east-west dimension. For bullfrog B, the standard de-
viation of its mean location is 1.21 m in the north-south
dimension and 1.35 m in the east-west dimension. This ex-
ample provides an indication of the accuracy of the localiza-
tion program for processing real sound sources in a noisy
natural environment.

There are several limitations of this sensor technique.
One technical limitation is the relatively short aperture be-
tween the left and right microphones within each cube,
which leads to higher variability in estimates of azimuth than
if the aperture were larger. The size of each pond dictated a
minimum spacing of 8–10 m between cubes to ensure that all
of the bullfrogs were recorded, but the complexity of the
natural situation, especially the presence of multiple sound-
propagation paths due to irregular screens of vegetation
around the ponds, caused decorrelation to occur in record-
ings of the same sounds at such widely spaced sensors. Use
of two relatively small sensor units, each capable of estimat-
ing azimuth, combined with a wider spacing between sen-
sors, proved to be an acceptable compromise. Another limi-
tation is imposed by presence of vegetation around the
recording sites, which was particularly thick and extended in
depth on the far side of pond 2 �northwest side in Fig. 1�C��.
Sound sources emanating along this side of the pond were
sometimes localized in the trees or outside the boundaries of
the pond �Fig. 2�B�� because reverberation from the sur-
rounding vegetation was especially strong from that direc-
tion. Another limitation emerged when two call notes arrived
at the two sensors entirely simultaneously, with no brief in-
terval of one note or the other being entirely separate from
the other. Localization estimates for such completely over-
lapping notes could occur at places between the two actual
calling bullfrogs. In cases of complete or near-complete note
overlap, we used amplitude cues and knowledge of the first
harmonic frequencies in the notes of particular known indi-
viduals when calling without interference, as well as visual
inspections of the chorus site and field notes taken during
recordings, to estimate the actual locations of these overlap-
ping notes. This limitation means, however, that when two
males are very closely spaced, as in Fig. 2�B�, the estimated
locations of overlapping notes could be between their actual
locations. This problem becomes more acute when it is real-
ized that bullfrogs, particularly those who are closely spaced,
do not stay stationary during chorusing activity, but move
around and often engage in physical aggressive interactions
with other males in their immediate vicinity. Movements of
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the sound source complicate the accuracy of localization.
Finally, because the localization program also picked up and
provided location estimates for advertisement calls of R.
clamitans as well as for other sounds within the frequency
range of bullfrog advertisement calls, we needed to identify
these sounds by their spectrograms and then manually delete
them from the processed data stream.

C. Acoustic analysis of bullfrog advertisement calls

Male bullfrogs emit complex advertisement calls con-
sisting of 1–12 individual notes �croaks; Figs. 2�A� and 3�.
Each note contains a number of harmonically related fre-
quencies from about 200 to 2000 Hz, with a missing funda-
mental frequency around 80–125 Hz �Bee, 2004; Suggs and
Simmons, 2005�. The duration of the notes varies consider-
ably between successive notes and between individuals, with
the average duration about 550 ms and average internote
interval around 530 ms �Simmons, 2004�. The envelopes of
these notes often contain amplitude modulations �AMs� that
increase in number from one note to the next; these modula-
tions are correlated with an increase in note duration �Suggs
and Simmons, 2005�. Bullfrogs exhibit relatively low calling
rates, with intercall intervals as long as 16–36 s reported in
some choruses �Emlen, 1976; Boatright-Horowitz et al.,
2000; Bee, 2004�.

To determine the spectral content of each recorded bull-
frog advertisement call, the four-channel binary files of raw
sensor recordings were separated into two stereo.wav files,

one for channels 1 and 3 �left sensor� and the other for chan-
nels 5 and 7 �right sensor�. General acoustic characteristics
of the calls �duration, duty-cycle, harmonic frequencies, and
onset time� were analyzed with custom-written MATLAB rou-
tines and then displayed as spectrograms and sound pressure
waveforms using ADOBE AUDITION V 1.5 �Adobe Systems
Inc., San Jose, CA�.

We first isolated advertisement calls of bullfrogs vocal-
izing individually �without any overlap or interference from
other frogs and when the calls of individual males were sepa-
rated by at least 2 s�, and then estimated, using the model
output, the locations of these animals on a map of the pond
�Fig. 1�. The locations of individual males were cross refer-
enced against locations estimated from visual sightings of
calling bullfrogs at the time of data collection. We then iden-
tified four types of multiple bullfrog vocal interactions
�bouts� from the recorded spectrograms �Fig. 3� and esti-
mated their source locations. Note alternation �Fig. 3�A��
was defined as one bullfrog beginning his call after the
completion of the first note of another male’s call, with the
successive call notes of the two males distinctly alternating
in time. Note overlap �Fig. 3�B�� occurred when more than
one-half of the notes of the first caller were overlapped by
the notes of another caller, resulting in overlap of successive
notes. Several instances of note overlap consisted of bouts of
three or more bullfrogs calling in near synchrony. In call
alternation �Fig. 3�C��, one bullfrog began his call within 2 s
of the completion of another male’s entire call. We chose 2 s
as the cut-off point between call alternation and individual
calling based on the analysis of intercall intervals between
identified individuals �or groups of bullfrogs who overlapped
calls� during the three nights from pond 2. Plotting the dis-
tribution of all intercall intervals showed two peaks, one at
intervals less than 1 s in all data sets and a broader peak at
intervals between 5 and 12 s, depending on chorus size. Di-
viding the overall distribution into two separate distributions,
using a clear trough located at 2 s between the modes of each
distribution as a cut-off point, minimized the standard devia-
tions of both distributions in all three data sets. Successive
calls with an intercall interval of 2 s or less were categorized
as call alternations, while calls separated by more than 2 s
were labeled individual calls. Finally, in call overlap �Fig.
3�D��, one bullfrog initiated calling after the completion of
more than one-half of the notes of another male’s call, result-
ing in overlap of the last notes of the first caller and the first
notes of the second caller. As with note overlap, some in-
stances of call overlap reflected vocal responses of three or
more bullfrogs calling in near synchrony. The sample spec-
trograms show that, even in cases of note overlap �Fig. 3�B��,
at least one note from an individual and a portion of the note
from the other individual �usually the first or last notes in
each case� is free enough from interference that these por-
tions can be analyzed to determine the first harmonic fre-
quency of the note, as an indicator of individual identity
�Bee, 2004�. In practice, we first analyzed single, nonover-
lapping call notes in multiple bullfrog interactions, and esti-
mated the locations of these sound sources on the map. We
found that, even in situations where notes overlapped com-

FIG. 3. Spectrogram examples of the four types of vocal interactions �bouts�
identified in the recordings. Advertisement calls were low-pass filtered to
show only the low frequency harmonics. Arrows indicate the first notes of
each bullfrog’s individual call. The relative darkness of the spectrograms
provides an indication of the relative amplitude of each individual’s call
notes. �A� Note alternation, in which one bullfrog begins calling after the
completion of the first note of another bullfrog’s call and the two continue
with their notes alternating in time. �B� Note overlap, in which more than
one-half of the notes in the first bullfrog’s call is overlapped by the call
notes of another bullfrog. In this example, the second bullfrog does not
begin calling until the completion of the first note in the leading bullfrog’s
call, but subsequent notes of both bullfrogs overlap considerably. �C� Call
alternation, in which one bullfrog begins calling within 2 s after the comple-
tion of another bullfrog’s call. �D� Call overlap, in which one bullfrog be-
gins calling after the completion of more than one-half of the notes of
another bullfrog’s call. In this example, only the last note of the first bull-
frog’s call overlaps with the first note of the second bullfrog’s call.

2668 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Bates et al.: Vocal interactions in bullfrog choruses



pletely in time, they differed enough in spectral frequency
that individual males could be separated acoustically.

For statistical analysis, data were categorized as repre-
senting one of the five types of acoustic events �individual
calling and the four types of vocal bouts� and as spatial lo-
cation �within or between clusters�. We defined a cluster as a
location where two or more vocalizing males were very
closely spaced �in practice, intracluster spacing ranged up to
6.5 m, depending on the numbers of bullfrogs within that
local area�. The program UNCERT �Hailman and Hailman,
1993� was used to compute the frequencies and probabilities
of these types of vocal interactions �“events,” zero-order
analysis� and the frequencies of transition from preceding to
following events �first-order analysis� to determine the exis-
tence of any sequential calling patterns within a chorus. Chi-
square tests were performed using SPSS V.16 �SPSS Inc., Chi-
cago, IL� to analyze the relation between type of vocal
interactions and spatial location of the callers, as well as to
compare the frequency �rate� of observed calling events to
the expected frequency �rate� if the bullfrogs were calling
randomly. Due to the sometimes small number of call events,
data were grouped together across recording sites to increase
the power of analyses when appropriate.

D. Simulation of chorus activity

In order to model the calling behavior of the chorus
residents, a custom-written MATLAB routine was used to
simulate bullfrogs calling at the same rate as that observed in
the natural choruses, but with each male vocalizing indepen-
dently of its neighbors through a Poisson process. The simu-
lation represented the bullfrogs as arrays of time bins in
which silence was recorded as zeros and calls recorded as a
series of ones. The initiation of calls was random, but each
call lasted for the same duration as that observed in the natu-
ral chorus. The behavior of multiple bullfrogs could be as-
sessed by summing the arrays together, and call interaction
events were counted by logical filters that ran iteratively
though the simulation epoch.

For each recording session, a simulation was run in
which the same numbers of vocalizing bullfrogs were
grouped into identical spatial locations �clusters� as deter-
mined from the empirical data, and each “male” generated
calls at a rate that would produce an expected number of
calls equal to that observed in the natural chorus. All bull-
frogs in each simulation generated the same expected num-
ber of calls. Then, four different kinds of calling events were
defined that corresponded to the five categories of events
observed in the natural chorus. The events measured in the
simulated data were individual calls, call alternation, and call
overlap, which directly corresponded to the same categories

in the empirical analysis, and note alternation/overlap, which
grouped together the two categories of note alternation and
note overlap that were measured in the empirical data. In the
simulation, bouts were identified and then classed as one of
these four events based on a measure of the percentage of the
bout epoch during which only one bullfrog was vocalizing
�Table I�. These event definitions are mathematical approxi-
mations of the corresponding bout types observed in the em-
pirical data based on the duration of overlap among calls
from multiple bullfrogs. Although the simulated events were
counted by logical filters whereas the empirical events were
counted by observation, these definitions allow for a direct
comparison between their occurrence in nature and at ran-
dom.

Further, the identification and classification of bouts
were performed both within spatial clusters �intracluster
bouts� and between spatial clusters �intercluster bouts� as re-
trieved from the empirical calculations of location. Because a
simulation was run to mirror the spatial arrangements ob-
served in each of the recording sessions, direct comparison
was possible between the intercluster and intracluster inter-
actions observed in the natural chorus, and those that would
occur if males were vocalizing at random. Because the quan-
tity of each of these events in the simulation is a random
variable, 50 trials of each simulation were run in order to
generate a distribution of each output that could then be
compared with the empirical data. Statistical differences be-
tween model output and empirical observations were ana-
lyzed by z-tests to generate the probability of each observa-
tion occurring in a population of randomly vocalizing
bullfrogs.

III. RESULTS

A. Spatial location of vocalizing males

We analyzed five nights of chorus activity, two from
pond 1 and three from pond 2. For the 6/12/05 recording
from pond 1, bullfrogs were spaced out enough and calling
activity was low enough that it was possible to clearly iden-
tify each active individual and his location based on both the
field notes from that night and the localization program. In
all the July recordings from both ponds, however, more vo-
calizing bullfrogs were present than on 6/12/05 and the close
spacing of some of the males and the large number of over-
lapping calls made identification and localization of indi-
viduals more challenging. For these nights, clusters of
closely spaced bullfrogs were identified, containing between
two and five vocalizing males within a local area of the
pond. Locations of individual calling bullfrogs at pond 1 on
6/12/05 and 7/5/05 are shown in Figs. 1�A� and 1�B�, respec-

TABLE I. Events measured in simulated and empirical data.

Event type Corresponding empirical category Percentage of “individual call”

Individual call Individual call %=100
Call alternation Call alternation 80�%�100
Call overlap Call overlap 50�%�80
Note alternation/overlap Note alternation and note overlap 0�%�50
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tively. Each circle on the map represents the median location
estimate over the duration of each recording night; numbers
within the circles are location/cluster number. On 6/12/05,
each numbered location represents a single vocalizing male.
The closest distance between individual males at this site on
this night was 5 m �locations 3 and 5, measured as the dif-
ference between the mean location estimates�. The caller at
location 6 was missing from the chorus when the next re-
cording was made at this site on 7/5/05 �Fig. 1�B��. On this
date, location 2 now consisted of a cluster of five actively
vocalizing males, four of whom were not recorded during the
earlier night. Within location 2, these five males were sepa-
rated by at most 4.2 m, the maximum dispersion of all vector
intersection points for this location. They were separated by
13.9 m from their nearest neighbors at location 4. At pond 2,
the estimated locations of bullfrogs were similar on the three
recording nights �Fig. 1�C��, although numbers of vocalizing
individuals in a particular local area varied across the three
nights. Four of the identified sound source locations con-
tained between two and five vocalizing bullfrogs, with only
one location containing an isolated individual. Within a clus-
ter, vocalizing males could be separated by as little as 1.68 m
�Fig. 2�B��. The maximum dispersion of all intersection
points within this particular cluster was 6.5 m. The closest
distance between different clusters was 7 m �locations 3 and
5, on opposite sides of the pond�.

B. Overall activity and types of vocal events

The relative amount of calling activity, expressed as
calling rate �percent of call type over the length of that re-
cording session�, at the different sites is shown in Fig. 4. The
relative rate of individual calling activity and of calling bouts
�all acoustic interactions in which more than one bullfrog
vocalized, including note overlap, note alternation, call alter-
nation, and call overlap� varied between the June and the
July nights �Fig. 4�A��. On all four July nights, bullfrogs
were significantly more likely to call in bouts than to call as
individuals, while the opposite pattern holds for the night in
June, X2�1�=339.8, N=1816, p�0.001. The rate of the dif-
ferent kinds of calling events at both ponds on all five nights
also varied. At pond 1 �Fig. 4�B��, the most common calling
event on both nights was individual calling, whether or not
the animals were located within a local cluster with other
calling males. On 6/12/05, the rate of other calling events
was low. Conversely, on 7/5/05, call alternation was the most
frequent event after individual calling, followed by call over-
lap, note alternation, and note overlap, respectively. The pat-
tern of calling activity from the three nights at pond 2 dif-
fered from that at pond 1, and also showed some differences
between individual nights �Fig. 4�C��. When the pond as a
whole was sampled, note overlap was the most frequent
event at all three nights, followed by individual calling. The
relative amounts of call alternation, note alternation, and
note overlap varied between nights, indicating the dynamic
nature of interactions in choruses.

C. Within- and between-cluster interactions

We next compared the frequency of the different kinds
of bouts �regardless of the particular type of interaction�
within and between identified local clusters of bullfrogs �Fig.
5�. Data from 6/12/05 were eliminated from this analysis
because there were no clusters of bullfrogs on this night. On
7/5/05, there were significantly more bouts between frogs in
different clusters than between frogs within the same cluster,
X2�1�=17.78, N=90, p�0.001. However, on both 7/5/06
and 7/9/06, there were significantly more within-cluster in-
teractions than between-cluster interactions �7/5/06: X2�1�
=9.87, N=274, p=0.002; 7/9/06: X2�1�=9.03, N=335, p

FIG. 4. Calling rates �normalized for the total numbers of calling events per
night� at the two different chorusing sites. �A� Rate �y axis� of individual
calls �black bars� and multiple frog interactions �bouts; gray bars� across all
five nights �x axis� of chorus activity. The rate of multiple frog bouts was
significantly higher in July than in June. �B� Rate of calling events at pond
1 on 6/12/05 �black bars� and 7/5/05 �gray bars�. I= individual call; CA
=call alternation; CO=call overlap; NA=note alternation; NO=note over-
lap. �C� Rate of calling events at pond 2 on 7/5/06 �black bars�, 7/6/06 �gray
bars�, and 7/9/06 �dark gray bars�. Note overlap was the most common type
of multiple frog interaction on all three nights, but there were many in-
stances of all types of calls and variability between the three nights.
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=0.003�. The rate of within-cluster interactions and between-
cluster interactions did not differ from chance on 7/6/06,
X2�1�=1.77, N=508, p�0.05.

Different kinds of vocal bouts predominated within
compared to between clusters. At both ponds, bullfrogs lo-
cated in different clusters or spatial locations were more
likely to participate in call alternation or call overlap than
were bullfrogs located within the same cluster �Figs. 6�A�

and 6�B��. Again, data from the June recording night are not
shown because no clusters were present. On all four July
nights, call alternation occurred between clusters signifi-
cantly more often than it occurred within clusters �7/5/05:
X2�1�=42.09, N=46, p�0.001; 7/5/06: X2�1�=33.80, N
=45, p�0.001; 7/6/06: X2�1�=59.71, N=121, p�0.001;
7/9/06: X2�1�=67.16, N=86, p�0.001�. At pond 1, there
was only one location which contained a cluster of males
�location 2�, and males within this cluster alternated calls
with each other only one time over the entire recording ses-
sion. The data from pond 2 also show that more call alterna-
tion occurred between compared to within clusters on all
three recording nights �Fig. 6�A��. Call overlap on all four
July nights �Fig. 6�B�� also occurred between clusters signifi-
cantly more than it occurred within clusters �7/5/05: X2�1�
=17.19, N=21, p�0.001; 7/5/06: X2�1�=41.67, N=60, p
�0.001; 7/6/06: X2�1�=27.27, N=103, p�0.001; 7/9/06:
X2�1�=24.64, N=39, p�0.001�. At pond 1 on 7/5/05, the
cluster of males in location 2 engaged in call overlap with
each other only one time over the entire recording session.
Call overlap within clusters at pond 2 occurred much less
often than it did between clusters on all three recording
nights.

While call alternation and call overlap were more com-
mon between bullfrogs in different clusters, note alternation
and note overlap were more likely to occur between bull-
frogs located within the same cluster �Figs. 6�C� and 6�D��.

FIG. 5. Within-cluster and between-cluster calling rates on four nights at the
two recording sites. Data show combined calling rates for all four types of
acoustic interactions. Asterisks �* � denote statistical significance of com-
parisons of between-cluster and within-cluster rates on a given chorusing
night. ns=not statistically significant. There was a significantly higher num-
ber of between-cluster than within-cluster interactions at pond 1 on 7/5/05.
At pond 2, there were significantly more within-cluster interactions on two
of the nights �7/5/06 and 7/9/06�, but no difference on the third night �7/6/
06�.

FIG. 6. Calling rates for the four different kinds of bouts for the four July chorus nights at the two chorus sites. �A� Rate of call alternation events. Call
alternation was significantly more likely to occur between clusters compared to within clusters on all four nights. �B� Rate of call overlap events. The pattern
of call overlap differed significantly between clusters compared to within clusters in all choruses. Call overlap was more likely to occur between clusters. �C�
Rate of note alternation events. Note alternation occurred exclusively within clusters at pond 1 �7/5/05�, so no statistical test could be performed on these data.
At the other three choruses, note alternation was significantly more likely to occur within clusters than between clusters. �D� Rate of note overlap events. Note
overlap was observed only within clusters and never between clusters at pond 1. At the other choruses, note overlap occurred significantly more often within
clusters than between clusters.
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Statistical analyses could not be performed on data from
7/5/05 �pond 1� because note alternation and note overlap
occurred exclusively within clusters on this night. For all
three nights at pond 2, note alternation was significantly
more frequent within clusters than between clusters �7/5/06:
X2�1�=29.45, N=44, p�0.001; 7/6/06: X2�1�=16.13, N
=120, p�0.001; 7/9/06: X2�1�=41.29, N=63, p�0.001�.
Note overlap was significantly more likely to occur within
rather than between clusters at this location as well �7/5/06:
X2�1�=88.20, N=125, p�0.001; 7/6/06: X2�1�=26.24, N
=166, p�0.001; 7/9/06: X2�1�=83.82, N=147, p�0.001�.

D. Patterns of sequential interactions

Patterns of sequential calling between males in different
spatial locations were calculated using the UNCERT program.
This analysis is based only on numbers of acoustic events,
and not on their type �that is, individual calling and the four
different kinds of calling bouts were not distinguished in the
analysis�. At pond 1 on 6/12/05, the most active callers were
the bullfrogs at locations 3 and 6, and these two were also
the most widely spaced �Fig. 7�A��. Bullfrogs at locations 1
and 2 each called only one time during that recording ses-
sion, so data from these males were not included in the se-
quential analysis. The probabilities of the male at location 6
vocalizing directly after its farthest vocalizing neighbors
were 0.5556 �location 3� and 0.2917 �location 5�, while the
probability of vocalizing directly after its nearest neighbor, at
location 4, was only 0.1129 �Fig. 7�A��. The bullfrog at lo-
cation 5 never vocalized directly after its nearest neighbor,
location 3, but vocalized directly after the male at location 6
�probability of 0.1031� and location 4 �probability of
0.1774�.

At pond 1 on 7/5/05, five bullfrogs aggregated into a
cluster �location 2�, and this cluster overall produced the
most calls. Figure 7�B� shows the transition probabilities for
this chorus. Location 2 showed the highest probabilities of
calling directly after its three farthest neighbors, location 1
�0.4688�, location 3 �0.5000�, and location 5 �0.5714�, and its
lowest probability of calling after its nearest neighbor, loca-
tion 4 �0.2667�. Bullfrogs in cluster 2 vocalized after other
bullfrogs in that same cluster with a probability of 0.3409.

Sequential probabilities of calling from one night �7/9/
06� at pond 2 are shown in Fig. 7�C�. For this analysis, each
cluster is considered as a unit, and no attempt was made to
separately identify the separate probabilities of vocalizations
of the individual frogs within each cluster. Location 1, with
four bullfrogs on this night, was the most active location.
Animals at this location vocalized after another animal at the
same location with a probability of 0.5347. When examining
transitional probabilities of calling from location 1 to the
other locations, bullfrogs in location 1 were found to vocal-
ize least often after their closest neighbors, at location 4 �one
bullfrog; probability of 0.7778� and location 2 �two bull-
frogs, 0.6667�. The probabilities of bullfrogs in cluster 1 vo-
calizing after their farthest neighbors, at location 3 �two bull-
frogs, 0.8409� and location 5 �two bullfrogs, 0.9091�, were
higher. Data from the other two nights at this pond show

similar trends, with the higher probabilities of sequential
calling between locations occurring to farther, rather than
nearer, clusters.

E. Comparison to random simulation

A normal distribution was used to calculate the probabil-
ity of each of the empirical results occurring under the ran-

FIG. 7. Patterns of sequential calling in choruses, derived from first-order
analysis in UNCERT. The numbers in italics on each pond diagram are the
probability of that location �cluster� responding immediately after the most
active location �cluster�. Arrows represent the direction of interaction. The
arrow that goes back onto itself shows the probability of the most active
cluster �location� vocalizing immediately after itself. �A� Pond 1 on 6/12/05.
The most active location on this night is location 6. The probability of the
bullfrog at location 6 vocalizing immediately after itself is 0.7216. The
bullfrog in location 6 was most likely to vocalize after the bullfrog in loca-
tion 3 �0.5556�, its farthest neighbor. Locations 1 and 2 were not included in
the analysis, because the animals at these locations called only once during
the recording session. �B� Pond 1 on 7/5/05. The chorus organization dif-
fered on this night than on the earlier night shown in �A�. The animal in
location 6 was absent from the chorus, and the most active location was now
location 2. Numbers in italics show the probabilities that any bullfrog at
location 2 followed the calls of any individuals at the other locations. The
sequential probabilities of calling were similar to the three farthest neigh-
bors �locations 5, 3, and 1� and lowest to the nearest neighbor at location 4.
The bullfrogs in location 2 followed themselves with a probability of
0.3409. �C� Pond 2 on 7/9/06. The most active location at this night was
location 1. Bullfrogs in this location followed themselves with a probability
of 0.5347. The highest sequential probabilities of calling were to the farthest
neighbors at locations 3 and 5.
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dom conditions of the MATLAB simulation. When comparing
the observed frequency of individual calls to the expected
�chance� frequency �correcting for the length of the actual
recording session�, significantly fewer individual calls were
observed than would be expected if the males were calling
randomly and independently of each other �6/12/05: z
=19.42, p�0.0001, one-tailed; 7/5/05: z=99.18, p�0.0001,
one-tailed; 7/5/06: z=190.25, p�0.0001, one-tailed; 7/6/06:
z=213.01, p�0.0001, one-tailed; 7/9/06: z=50.41, p
�0.0001, one-tailed; all p values are adjusted according to
the Bonferroni correction�.

On all four July nights �excluding 6/12/05 because there
were no clusters of bullfrogs at this night�, call alternation
within clusters occurred significantly less frequently than
would be expected from chance �7/5/05: z=21.48, p
�0.0001, one-tailed; 7/5/06: z=31.39, p�0.0001, one-
tailed; 7/6/06: z=26.46, p�0.0001, one-tailed; 7/9/06: z
=32.95, p�0.0001, one-tailed; all p values according to the
Bonferroni correction�. Call overlap was also less frequent
within clusters than was predicted by the random model �7/
5/05: z=−32.67, p�0.0001, one-tailed; 7/5/06: z=−238.42,
p�0.0001, one-tailed; 7/6/06: z=−184.08, p�0.0001, one-
tailed; 7/9/06: z=−249.79, p�0.0001, one-tailed; all p val-
ues according to the Bonferroni correction�.

The MATLAB simulation grouped note overlap and note
alternation events together. The random simulation predicted
significantly fewer note overlaps and note alternations occur-
ring within clusters than what was observed in the empirical
data �7/5/05: z=−32.67, p�0.0001, one-tailed; 7/5/06: z=
−238.42, p�0.0001, one-tailed; 7/6/06: z=−184.08, p
�0.0001, one-tailed; 7/9/06: z=−249.79, p�0.0001, one-
tailed; all p values according to the Bonferroni correction�.

IV. DISCUSSION

Using a novel multiple sensor recording technique, we
analyzed the acoustic and spatial patterns of vocalizations
between groups of male bullfrogs at two natural chorusing
sites. This technique has the advantages of being able to
simultaneously record sounds of all vocalizing bullfrogs
within the chorus and provides estimates of their individual
locations and the acoustic characteristics of their calls. Dis-
advantages of the technique include its computational com-
plexity and inaccuracies in its location estimates. In particu-
lar, spatial position of individual bullfrogs within a cluster
can show considerable scatter, resulting from movements of
the animals during chorusing activity, reverberations pro-
duced by the heavy vegetation surrounding some areas of the
pond, and inclusion of sounds other than bullfrog advertise-
ment calls in the recorded data. Addition of more sensors to
the array should alleviate these problems.

Our data reveal both individual calling behavior and
complex vocal interactions between males at these sites.
First, we show individual bullfrogs are not evenly spaced
throughout the chorus, but often aggregate into local clusters
where they are in close spatial proximity with other calling
males. Second, we show that aggregation into clusters affects
the types of vocal interactions in which the animals engage.
In particular, we show that the rates of note and call overlap

differ in relation to the spatial distances between the callers.
Third, we show that aggregation into clusters modifies, but
does not eliminate, the near-far sequential pattern of adver-
tisement calling described previously based on single micro-
phone techniques �Boatright-Horowitz et al., 2000�. Cluster-
ing thus does not prevent animals from “paying attention to”
the calls of noncluster residents. Fourth, we show that these
patterns of vocal interactions differ from what is expected
from a model in which advertisement calling occurs ran-
domly and independently from that of other chorus residents.
Finally, we show that the numbers of vocalizing male bull-
frogs in a particular chorus is not stable, even over consecu-
tive nights. Together, these results extend data from previous
studies, based on visual observations and single microphone
techniques, suggesting that choruses are dynamic, rather than
static, assemblages �Emlen, 1976� in which individuals can
change their calling strategies under particular circumstances
and according to particular behavioral rules �Boatright-
Horowitz et al., 2000; Greenfield and Rand, 2000; Freeberg
and Harvey, 2008�.

A. Variability in bullfrog spacing

Spacing of males within chorusing assemblages can be
highly variable between species �Gerhardt and Huber, 2002�
and over the course of a breeding season within the same
species �Emlen, 1976�. Previous observations of bullfrog
chorusing behavior �Emlen, 1976; Boatright-Horowitz et al.,
2000� indicated that males are highly territorial and individu-
ally spaced, with distances between nearest neighbors rang-
ing widely, from as little as 3 to as many as 17 m, depending
on chorus density and availability of calling sites. The data
collected here show that vocalizing male bullfrogs, rather
than maintaining distinct individual locations throughout the
breeding season, often organize into smaller groups or clus-
ters within the larger chorus. At both chorus sites, individuals
within clusters are more closely spaced than single individu-
als in different locations, and intercluster distance is larger
than spacing within a cluster. This spatial organization is
defined based solely on data from vocalizing males; other
studies based on visual surveys �Emlen, 1976� included non-
vocalizing males in their location estimates. It is possible
that nonvocalizing males are individually spaced and not part
of a local cluster, but, given that these males are not vocal-
izing, they are not contributing to the acoustic scene of the
chorus and have not been considered as part of these data.
We did observe aggressive interactions �physical contact and
aggressive vocalizations� between vocalizing bullfrogs
within, but not between, clusters. Aggressive interactions did
not appear to influence the overall chorus organization, at
least over the length of our recording sessions, but, along
with movements of individuals seemingly unrelated to ag-
gressive encounters, they did complicate the accuracy of the
program in pinpointing a unique location for each individual
male within a cluster.

With an overall low density of chorus members �9–14 at
the two ponds where clusters were observed�, why would
males space themselves close together, rather than making
use of the entire chorusing site? One possibility is that clus-
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ters may form in especially attractive spatial locations. Since
female bullfrogs oviposit in the territory of their mates, sev-
eral males may stake claim to a patch of high quality terri-
tory in order to increase their chances of breeding success.
Similarly, there may be some local geographic or environ-
mental characteristic, unrelated to female choice behavior,
which makes some spots more attractive to vocalizing males
than other spots within the same chorus. We currently have
no data with which to assess either of these possibilities.
Clustering may also arise due to spatial constraints at the
chorusing site. Boatright-Horowitz et al. �2000� conducted a
field experiment at pond 1 six years prior to the data collec-
tion for the present study and found a similar number of
bullfrogs, but all individually located and separated by a
minimum of 4 m �mean separation 28 m�. They did not ob-
serve any clustering of vocalizing males at that site at any
time during that field season. Six years later, human en-
croachment onto the chorusing site had grown: most notice-
ably, a bike path was constructed along one margin of the
pond, and changes in drainage also served to shrink the pond
dimensions. It is possible that the animals may now have
responded to the reduced habitat by tolerating closer neigh-
bors out of necessity, particularly during the height of the
breeding season when more bullfrogs were present. It is also
possible that some of the variability in spacing we observed
is related to seasonal effects. At pond 1, two nights of cho-
rusing activity were recorded approximately 1 month apart.
The first night was in early June, at the very beginning of the
breeding season, and the second was in early July, when the
season was well underway and more animals were present.
In June, each location contained just one bullfrog, while in
July a cluster of five closely spaced males was present. We
currently have no geographic explanation for the clustering
behavior at pond 2, except to note that location 4, where only
one bullfrog was found, is the location at this pond closest to
a cleared backyard where children congregated.

Local clustering of males in a larger chorus could pro-
vide some biological benefits to the vocalizing males them-
selves, benefits to approaching females, or to both. If males
are gathered into such local aggregations, then the cost of
mate assessment by females could be lower, by attracting
them to a more restricted area from which several potential
mates are advertising. Females would have to expend more
energy traveling to different sites within the chorus in order
to evaluate males close-up if those males were widely dis-
persed �Gerhardt and Huber, 2002�. Traveling to several dif-
ferent sites within the chorus could also make the females
more susceptible to predation. Evidence for this explanation,
summarized from results of female choice behavior in differ-
ent species of chorusing anurans and insects, is equivocal
�Gerhardt and Huber, 2002�. Aggregations of males into
smaller local areas could facilitate the production of synchro-
nous calls, which might produce a more salient acoustic
stimulus �Klump and Gerhardt, 1992�.

Conversely, small spatial separations between vocalizing
males could lead to masking of an individual’s own adver-
tisement call by the calls of the other males within that clus-
ter. This in turn might negatively affect the female bullfrogs’
ability to detect and localize specific individuals, by mini-

mizing any spatial release from masking allowed by larger
spatial separations �Schwartz and Gerhardt, 1989; Bee,
2007�. We argue below that the clustering of males into local
calling spots increases the temporal cues in a complex signal
and thus indirectly can aid in sound localization by ap-
proaching females and by far chorus residents.

B. Variability in calling patterns

Besides the clustering of bullfrogs into closely spaced
locations, our acoustic sensor technique introduces another
novel finding, differences in the kinds of acoustic interac-
tions between and within clusters. Our earlier data on the
organization of bullfrog choruses �Boatright-Horowitz et al.,
2000�, based on single microphone recordings, could not re-
liably distinguish between patterns of note overlap and call
overlap, and so those kinds of complex vocal interactions
were not identified or localized in that study. We show here
that the aggregation of males into local clusters within a
larger chorus affects the type of vocal interactions in which
the males engage. In particular, alternation of entire adver-
tisement calls and overlap between small proportions of calls
are more common patterns of vocal interactions between
farther-spaced males located in different clusters, while note
alternation and note overlap are more commonly observed
between closely spaced males located within the same clus-
ter. The high occurrences of note alternation and note overlap
within clusters suggest that male bullfrogs, like males of
other anuran species �Brush and Narins, 1989; Schwartz,
1993; Greenfield and Rand, 2000; Schwartz et al., 2002�, do
vocalize in response to their closest neighbors. But, in some
other anuran species �Schwartz, 1993; Greenfield and Rand,
2000�, vocalizing males are more likely to avoid overlap
with near neighbors than with farther neighbors. Some of
these differences in calling patterns may be related to the
different acoustic structure of advertisement calls in different
species. Bullfrog advertisement calls are long duration, mul-
tiple harmonic signals emitted at relatively slow rates, while
advertisement calls of neotropical frogs such as Hyla micro-
cephala �Schwartz, 1993� are pulselike in structure and are
emitted at relatively high rates.

Our data also show that, when examining between-
cluster vocal bouts made up of call alternation or call over-
lap, bullfrogs located within clusters preferentially respond
to their farther neighbors �Figs. 7�B� and 7�C��, although the
pattern is not as strong as that identified earlier in a chorus
where clusters of vocalizing males were not present
�Boatright-Horowitz et al., 2000; see also Fig. 7�A��. These
comparisons again highlight the complex, dynamic patterns
of vocal interactions that occur in natural choruses. As pre-
viously discussed �Boatright-Horowitz et al., 2000�, near-far
sequential patterns of calling might provide approaching lis-
teners with salient, easily localizable acoustic cues. If this is
so, then it raises the question of why anurans often call in
close temporal and spatial proximities in patterns that lead to
substantial overlap of vocalizations.

Many species that rely on vocalizations to communicate
actively avoid overlapping their signals with those of con-
specifics �Gerhardt and Huber, 2002�. Overlapping calls may
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increase the difficulty faced by females in detecting and/or
localizing individual males within a chorus, perhaps by dis-
rupting or destroying fine temporal cues in the males’ calls
that are important for discrimination �Schwartz, 1987, 1993;
Grafe, 1996�. Calling as individuals and call alternation are
common strategies to maintain acoustic space between ad-
vertising male frogs and to countervail these deleterious ef-
fects of overlap �Schwartz, 1987, 1993; Grafe, 1996�. The
distinction between these two different calling strategies �in-
dividual calling and call alternation� is a matter of definition
�we used a 2 s intercall interval to distinguish them�, but both
result in one male’s call having no acoustic interference from
another male’s call. Our data show a predominance of indi-
vidual calls on all five nights analyzed, suggesting that bull-
frogs, even those located in clusters, require some of their
calls to be free from interference. Even when animals are
localized into local clusters, call alternation and call overlap
�defined here as an interaction when most of the notes in
each male’s call occur without interference� are the most
common types of acoustic interaction occurring between
these clusters. Together, these calling patterns may facilitate
the female’s ability to localize males by eliminating any
masking produced by high amplitude signals spaced close
together.

Choruses of orthopteran insects exhibit patterns of syn-
chronous or near-synchronous calling in which calls or notes
of neighbors can completely overlap �Greenfield and Roizen,
1993�. No species of anuran amphibian exhibits the extreme
synchrony of calling found in some of these insect choruses,
but some species call in rhythmic bursts of activity in which
one male’s calls seem to stimulate calling by other males,
resulting in extensive call or note overlap. The benefits of
call synchrony include the maintenance and amplification of
species-specific temporal patterns, facilitation of the detec-
tion of female acoustic replies, and reduction in the detect-
ability or locatability of signalers by predators �Gerhardt and
Huber, 2002�. Call synchrony may emerge from the opera-
tion of an inhibitory-resetting pacemaker that generates a
temporal rhythm and that assumes that males pay attention to
acoustic cues �i.e., each other; Greenfield and Roizen, 1993;
Greenfield and Schul, 2008�. It may be the result of a strat-
egy in which each male vies to be the leader in a calling
bout, either because females prefer leading calls �Minckley
et al., 1995; Grafe, 1996� or in order to mask the calls of
neighboring males �Grafe, 1999�.

Our data show instances of note overlap, in which most
of the notes of one bullfrog’s call overlapped partially or
completely with the notes of another bullfrog’s call. Note
overlap commonly occurred in the acoustic interactions of
males located within the same cluster. The least common
type of acoustic interaction we observed was note alterna-
tion, in which one bullfrog seemingly timed his notes to fall
between the notes of another bullfrog. Although this could
also be a strategy for avoiding masking, it may not be an
efficient one for this species. Bullfrog calls consist of several
notes that usually increase in duration from first to last note
�Suggs and Simmons, 2005�. Additionally, there is a great
deal of individual variability associated with note duration
and internote interval. One study reported individual note

durations from nine male bullfrogs ranging from 370 to 970
ms, with a similar range for internote intervals �Simmons,
2004�. The combination of variable note durations between
bullfrogs and increasing note durations within each male’s
call may make timing notes to precisely alternate with those
of another bullfrog very difficult. Analysis of spectrograms
showed that instances of note alternation were likely to
merge into patterns of note overlap as number of call notes
and the number of vocalizing males increased. Thus, our data
suggest that note overlap and note alternation may be part of
the same general strategy, that of attempting near-
synchronous calling patterns within a local cluster.

Spatial organization and vocal interactions may vary
seasonally. In addition to changes in the individuals making
up the chorus and their relative locations, the early and mid-
season recordings from pond 1 also differed substantially in
call activity. Early in the season, bullfrogs were much more
likely to call individually than they were to engage in any
type of multiple-male acoustic interaction. The opposite pat-
tern held for the recording done in July, in which multiple-
male vocal activity �across all four types of interactions� was
greater than individual calling. This latter pattern was also
observed on the three nights in July at pond 2, suggesting
that individual calling may be more common in the early
breeding season, but bouts of two or more bullfrogs calling
simultaneously or in response to one another become more
numerous as the season progresses. More data on seasonal
variability in choruses are needed to address this issue.

C. Increased temporal cues in near-synchronous
signals

Consistent with the hypothesis of Gerhardt and Huber
�2002� regarding one function of call synchrony, note over-
lap �leading to note synchrony� could be a strategy for in-
creasing the salience of species-specific temporal patterns of
calling. Overlap could also increase the amplitude of the
combined signal, providing another cue allowing increased
salience. We examined these two possibilities by quantifying
the relative amplitudes of the first harmonic frequency in
notes made by individual identified bullfrogs �location 1,
pond 2�, both when these males called individually and when
they called in note overlap with other males in that cluster.
The calls showing note overlap between calls of different
males were greater in amplitude, by a maximum of 3 dB,
than calls by the same bullfrogs when they were calling in-
dividually. This 3 dB value is within the range of spatial
release from masking observed in one study of Hyla cinerea
�Schwartz and Gerhardt, 1989�, but below that needed to
produce the effect in Hyla chrysoscelis �Bee, 2007�. In a field
situation, the 3 dB increase in amplitude produced by note
overlap may not be a reliable enough cue on which to base a
perceptual decision.

Besides producing a signal greater in amplitude, the oc-
currence of note overlap also altered the time domain wave-
forms of the resultant combined signals �Fig. 8�. As previ-
ously described �Suggs and Simmons, 2005�, the envelopes
of successive notes in advertisement calls of individual male
bullfrogs progressively increase in the rate of slow AMs. We
examined the changes in the AM produced in natural call
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notes when these notes overlap. Figures 8�A� and 8�B� show
spectrograms and envelopes of advertisement call notes from
two bullfrogs �frog 1 and frog 2� calling individually. The

envelopes of these notes are amplitude modulated, and the
rate of AM is higher in later than in earlier notes. We then
artificially overlapped these notes, producing the spectro-
grams and envelopes shown in Fig. 8�C�. The overlap pro-
duced higher AM in the envelopes of the overlapped signal
than seen in the envelopes of the nonoverlapped notes. Fig-
ure 8�D� shows an example of actual note overlap in the
vocalizations of two other bullfrogs, frog 3 and frog 4.
Again, more rapid AM is added to the envelopes of the over-
lapped notes, due to reinforcement and cancellation from in-
terference caused by their frequency differences. Thus, over-
lapping of notes produces more AM. Physiological studies of
the bullfrog’s auditory system �Simmons et al., 1996, 2000�
show that AM rates of 10–100 Hz, which are within the AM
range present in both individual and overlapped call notes,
are robustly coded by phase-locked discharges in both the
eighth nerve and the auditory midbrain. Phase locking is a
reliable cue for coding and discriminating the periodicities of
complex signals, and the increased AM of overlapping notes
could expand the strength of phase locking of these signals.
This pronounced AM might serve perceptually as a “supran-
ormal” stimulus that attracts the female’s attention to a gen-
eral location in the chorus, even if it masks the unique loca-
tion of specific individuals within that particular cluster.
Once a female is attracted to the general vicinity of the clus-
ter, males within that cluster may then compete for her with
physical contests or by calling individually. Field studies of
female bullfrog choice behavior would be necessary to de-
termine the value of bouts between near neighbors and the
perceptual salience of overlapped notes.

Overall, the dynamics of calling behavior that we ob-
served suggest that chorusing bullfrogs may balance out their
need to be individually heard by potential mates with the
increased ease of detection that local aggregations within a
chorus allows. Males thus may not only tolerate but also
cooperate with very close neighbors in regulating calling ac-
tivity. These data also show the importance of developing,
perfecting, and implementing microphone array techniques
for gathering a more comprehensive view of the strategies
chorusing animals use to parse out a complex acoustic
stream.

ACKNOWLEDGMENTS

Data collection and analyses were supported by the NIH
Grant No. R01 DC05257 to Andrea M. Simmons and the
ONR Contract No. N00014-04-1-0415 to James A. Sim-
mons. M.G. was supported by the LEARN Program, Lafay-
ette College. Preliminary versions of these results were pre-
sented at the Second International Conference on Acoustic
Communication by Animals, Corvallis OR, Aug. 12–15,
2008, and at the 158th Meeting of the Acoustical Society of
America �J. Acoust. Soc. Am. 126, 2270 �2009��.

Bee, M. A. �2004�. “Within-individual variation in bullfrog vocalizations:
Implications for a vocally mediated social recognition system,” J. Acoust.
Soc. Am. 116, 3770–3781.

Bee, M. A. �2007�. “Sound source segregation in grey treefrogs: Spatial
release from masking by the sound of a chorus,” Anim. Behav. 74, 549–
558.

Boatright-Horowitz, S. L., Horowitz, S. S., and Simmons, A. M. �2000�.

FIG. 8. Demonstration of how overlap of call notes results in increased AM
due to interference between signals. �A� Spectrograms to 700 Hz and enve-
lopes of the seven notes in an advertisement call of an individual bullfrog,
frog 1, calling alone. �B� Spectrograms and envelopes of the five notes in an
advertisement call of another bullfrog, frog 2, also vocalizing alone. �C�
Spectrograms and envelopes of call notes from frog 1 and frog 2, which
were artificially superimposed by aligning and mixing the calls to overlap
their individual notes. �D� Spectrogram and envelopes of call notes from
two other bullfrogs, frog 3 and frog 4, which the frogs themselves produced
in an overlapping pattern. This is an example of actual note overlap occur-
ring naturally. The overlapping advertisement call notes in �C� and �D� show
more complex envelopes than the nonoverlapped call notes in �A� and �B�.
Most of the envelopes for the overlapped notes, whether artificial �C� or real
�D�, show roughly 10–30 cycles of AM �gray ovals� on top of the smoother
envelope for the notes by themselves.

2676 J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Bates et al.: Vocal interactions in bullfrog choruses



“Patterns of vocal interaction in a bullfrog �Rana catesbeiana� chorus:
Preferential responding to far neighbors,” Ethology 106, 701–712.

Brush, J. S., and Narins, P. M. �1989�. “Chorus dynamics of a neotropical
amphibian assemblage: Comparison of computer simulation and natural
behavior,” Anim. Behav. 37, 33–44.

Burt, J. M., and Vehrencamp, S. L. �2005�. “Dawn chorus as an interactive
communication network,” in Animal Communication Networks, edited by
P. K. McGregor �Cambridge University Press, Cambridge, UK�, pp. 320–
343.

D’Spain, G. L., and Batchelor, H. H. �2006�. “Observations of biological
choruses in the Southern California Bight: A chorus at midfrequencies,” J.
Acoust. Soc. Am. 120, 1942–1955.

Emlen, S. T. �1976�. “Lek organization and mating strategies in the bull-
frog,” Behav. Ecol. Sociobiol. 1, 283–313.

Forrest, T. G., and Green, D. M. �1991�. “Sexual selection and female choice
in mole crickets �Scapteriscus: Gryllotalpidae�: Modeling the effects of
intensity and male spacing,” Bioacoustics 3, 93–109.

Freeberg, T. M., and Harvey, E. M. �2008�. “Group size and social interac-
tions are associated with calling behavior in Carolina chickadees �Poecile
carolinensis�,” J. Comp. Psychol. 122, 312–318.

Gerhardt, H. C., and Huber, F. �2002�. Acoustic Communication in Insects
and Anurans: Common Problems and Diverse Solutions �University of
Chicago Press, Chicago, IL�.

Grafe, T. U. �1996�. “The function of call alternation in the African reed frog
�Hyperolius marmoratus�: Precise call timing prevents auditory masking,”
Behav. Ecol. Sociobiol. 38, 149–158.

Grafe, T. U. �1997�. “Costs and benefits of mate choice in the lek-breeding
reed frog, Hyperolius marmoratus,” Anim. Behav. 53, 1103–1117.

Grafe, T. U. �1999�. “A function of synchronous chorusing and a novel
female preference shift in an anuran,” Proc. Biol. Sci. 266, 2331–2336.

Greenfield, M. D., and Rand, A. S. �2000�. “Frogs have rules: Selective
attention algorithms regulate chorusing in Physalaemus pustulosus �Lep-
todactylidae�,” Ethology 106, 331–347.

Greenfield, M. D., and Roizen, I. �1993�. “Katydid synchronous chorusing is
an evolutionarily stable outcome of female choice,” Nature �London� 364,
618–620.

Greenfield, M. D., and Schul, J. �2008�. “Mechanisms and evolution of
synchronous chorusing: Emergent properties and adaptive functions in
Neoconocephalus katydids �Orthoptera: Telligoniidae�,” J. Comp. Psychol.
122, 289–297.

Hailman, E. D., and Hailman, J. P. �1993�. UNCERT User’s Guide, Zoology
Department, University of Wisconsin, Madison, WI. Available at http://
www.animalbehavior.org/Resources/CSASAB/#UNCERT �Last viewed
12/15/09�.

Hayes, S. A., Mellinger, D. K., Croll, D. A., Costa, D. P., and Borsani, J. F.
�2000�. “An inexpensive passive acoustic system for recording and local-
izing wild animal sounds,” J. Acoust. Soc. Am. 107, 3552–3555.

Jones, D. L., and Ratnam, R. �2009�. “Blind location and separation of
callers in a natural chorus using a microphone array,” J. Acoust. Soc. Am.
126, 895–910.

Klump, G. M., and Gerhardt, H. C. �1992�. “Mechanisms and function of
call-timing in male-male interaction in frogs,” in Playback and Studies of

Animal Communication, edited by P. K. McGregor, �Plenum, New York�,
pp. 153–174.

McGregor, P. K., Dabelsteen, T., Clark, C. W., Bower, J. L., Tavares, J. P.,
and Holland, J. �1997�. “Accuracy of a passive acoustic location system:
empirical studies in terrestrial habitats,” Ethol. Ecol. Evol. 9, 269–286.

Mennill, D. J., Burt, J. M., Fristrup, K. M., and Vehrencamp, S. L. �2006�.
“Accuracy of an acoustic location system for monitoring the position of
duetting songbirds in tropical forest,” J. Acoust. Soc. Am. 119, 2832–
2839.

Minckley, R. L., Greenfield, M. D., and Tourtellot, M. K. �1995�. “Chorus
structure in tarbrush grasshoppers: Inhibition, selective phonoresponse and
signal competition,” Anim. Behav. 50, 579–594.

Mohan, S., Lockwood, M. E., Kramer, M. L., and Jones, D. L. �2008�.
“Localization of multiple acoustic sources with small arrays using a co-
herence test,” J. Acoust. Soc. Am. 123, 2136–2147.

Moore, S. W., Lewis, E. R., Narins, P. M., and Lopez, P. T. �1989�. “The
call-timing algorithm of the white-lipped frog, Leptodactylus albilabris,”
J. Comp. Physiol. �A� 164, 309–319.

Mountain, D., Anderson, D., Bresnahan, G., Brughera, A., Deligeorges, S.,
Hubbard, A. Lancia, D. and Vajda, V. �2007�. EarLab: A virtual laboratory
for auditory experimentation. Available at http://scv.bu.edu/SCV/vizgal/
earlabnew/earlab.html �Last viewed 2/11/10�.

Schwartz, J. J. �1987�. “The function of call alternation in anuran amphib-
ians: A test of three hypotheses,” Evolution 41, 461–471.

Schwartz, J. J. �1993�. “Male calling behavior, female discrimination and
acoustic interference in the Neotropical treefrog Hyla microcephala under
realistic acoustic conditions,” Behav. Ecol. Sociobiol. 32, 401–414.

Schwartz, J. J., Buchanan, B. W., and Gerhardt, H. C. �2002�. “Acoustic
interactions among male gray treefrogs, Hyla versicolor, in a chorus set-
ting,” Behav. Ecol. Sociobiol. 53, 9–19.

Schwartz, J. J., and Gerhardt, H. C. �1989�. “Spatially mediated release from
auditory masking in an anuran amphibian,” J. Comp. Physiol. �A� 166,
37–41.

Simmons, A. M. �2004�. “Call recognition in the bullfrog, Rana catesbei-
ana: Generalization along the duration continuum,” J. Acoust. Soc. Am.
115, 1345–1355.

Simmons, A. M., Sanderson, M. I., and Garabedian, C. E. �2000�. “Repre-
sentation of waveform periodicity in the auditory midbrain of the bullfrog,
Rana catesbeiana,” J. Assoc. Res. Otolaryngol. 1, 2–24.

Simmons, A. M., Shen, Y., and Sanderson, M. I. �1996�. “Neural and com-
putational basis for periodicity extraction in frog peripheral auditory sys-
tem,” Aud. Neurosci. 2, 109–133.

Simmons, A. M., Simmons, J. A., and Bates, M. E. �2008�. “Analyzing
acoustic interactions in natural bullfrog choruses,” J. Comp. Psychol. 122,
274–282.

Snedden, W. A., Greenfield, M. D., and Jang, Y. �1998�. “Mechanisms of
selective attention in grasshopper choruses: Who listens to whom?” Be-
hav. Ecol. Sociobiol. 43, 59–66.

Suggs, D. N., and Simmons, A. M. �2005�. “Information theory analysis of
patterns of modulation in the advertisement call of the male bullfrog, Rana
catesbeiana,” J. Acoust. Soc. Am. 117, 2330–2337.

Wilczynski, W., and Brenowitz, E. A. �1988�. “Acoustic cues mediate inter-
male spacing in a neotropical frog,” Anim. Behav. 36, 1054–1063.

J. Acoust. Soc. Am., Vol. 127, No. 4, April 2010 Bates et al.: Vocal interactions in bullfrog choruses 2677



Sound production by singing humpback whales
Eduardo Mercado IIIa�

Department of Psychology, University at Buffalo, The State University of New York,
Buffalo, New York 14260

Jennifer N. Schneider
Evolution Ecology and Behavior, University at Buffalo, The State University of New York,
Buffalo, New York 14260

Adam A. Pack
Department of Psychology, University of Hawaii at Hilo, 200 West Kawili Street, Hilo,
Hawaii 96720

Louis M. Herman
The Dolphin Institute, 91-117 Kekai Place, Kapolei, Hawaii 96707

�Received 2 June 2009; revised 8 January 2010; accepted 15 January 2010�

Sounds from humpback whale songs were analyzed to evaluate possible mechanisms of sound
production. Song sounds fell along a continuum with trains of discrete pulses at one end and
continuous tonal signals at the other. This graded vocal repertoire is comparable to that seen in false
killer whales �Murray et al. �1998�. J. Acoust. Soc. Am. 104, 1679–1688� and human singers,
indicating that all three species generate sounds by varying the tension of pneumatically driven,
vibrating membranes. Patterns in the spectral content of sounds and in nonlinear sound features
show that resonating air chambers may also contribute to humpback whale sound production.
Collectively, these findings suggest that categorizing individual units within songs into discrete
types may obscure how singers modulate song features and illustrate how production-based
characterizations of vocalizations can provide new insights into how humpback whales sing.
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I. INTRODUCTION

The mechanisms of sound production used by an animal
constrain the types of sounds that the animal can produce.
Anatomical and physiological constraints on production may
in turn limit the ways an animal can use sounds. For ex-
ample, a smaller animal may not be able to generate the
sound amplitudes or frequencies necessary for it to compete
reproductively with larger conspecifics �Fitch and Hauser,
1995�. Similarly, the amplitudes and frequencies produced
by an echolocating animal limit the size and distance of the
targets it can detect �Au, 1993�. Knowing how a species
physically produces sounds can thus provide a useful foun-
dation for understanding the functions that vocalizations may
serve, as well as for assessing physical features of the indi-
vidual producing the sound. The purpose of this paper is to
use acoustic data and models of phonation in terrestrial
mammals to investigate sound production by singing hump-
back whales �Megaptera novaeangliae�.

A. Anatomy of humpback whale respiratory
structures

Most mammals produce sounds by forcing air from the
lungs through the glottis, causing membranes �typically vo-

cal folds� to pulsate �Keleman, 1963�. Air oscillations or tur-
bulence generated by these membranes are a primary source
of sound. As the sound waves travel out of the animal’s body,
they are modified by the resonating properties of the struc-
tures they pass through or by. For example, the vocal tract
can act as a resonator, filtering the sound to emphasize cer-
tain frequencies while dampening others. As a result, the
final form of a produced sound depends on both the initial
vibrations produced at the source, and the length, shape, and
tissue composition of the vocal tract. Cetaceans produce
sounds underwater, necessitating somewhat different mecha-
nisms from those used by terrestrial mammals. Nevertheless,
in the few cetacean species that have been studied, the source
mechanism still appears to involve pneumatically driven
membrane vibrations which travel through internal structures
that may impact the acoustic properties of the emitted sound
�Au, 1993; Cranford et al., 1996; Cranford and Amundin,
2004�. Air-filled chambers are thought to play little role in
sound production by toothed whales �however, see Ridgway,
et al., 2001�.

Humpback whales are the most vocally versatile of the
great whales, well known for the long and elaborate songs
produced by males during the winter breeding season �Payne
and McVay, 1971; Winn et al., 1970�. The mechanisms that
humpback whales use to internally generate sound are not
well understood. Several researchers have postulated that
humpbacks produce sounds by pushing an air stream over or
through membranes in the larynx as terrestrial mammals do
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�Purves and Pilleri, 1983; Quayle, 1991; Reidenberg and
Laitman, 2007; Schevill, 1964; Sukhovskay and Yablokov,
1979; Reeb and Best, 1999�. Anatomical examinations of the
respiratory tracts of mysticetes have begun to provide a
clearer picture of how humpback whales may produce
sounds �Quayle, 1991; Schevill, 1964; Sukhovskay and
Yablokov, 1979�. Quayle �1991� noted similarities between
the human larynx and the larynx of a humpback whale calf
suggesting that this structure is capable of sound production.
Reidenberg and Laitman �2007� identified a U-fold between
the upper and lower respiratory systems as a possible source
of vibrations. Unlike typical vocal folds in terrestrial mam-
mals, the U-fold is oriented parallel to airflow. The U-fold
borders the entrance of a large laryngeal sac, which may
function as a resonance chamber or as a receptacle for air
exhaled from the lungs �Reeb and Best, 1999; Reidenberg
and Laitman, 2007�. Sound may be produced when air flow-
ing from the larynx passes the U-fold, causing vibrations in
the air column within the larynx �or laryngeal sac�. The vi-
brating air �or membranes� could then generate pressure fluc-
tuations that are transferred through surrounding tissue into
the water.

Singing humpback whales can produce sounds underwa-
ter for 15 min or more without any air escaping from either
the blowhole or mouth �personal observations, A. A. P. and
L. M. H.�, suggesting that they recirculate air internally dur-
ing sound production. How such recirculatory processes are
coordinated with sound production is currently unknown.

B. Models of mammalian sound production

Most hypotheses about sound production by humpback
whales are based on anatomical measurements because it is
currently not possible to directly observe what humpbacks
are doing internally while producing sounds. The dynamics
of sound production can be indirectly observed, however,
through examination of the acoustic features generated dur-
ing production �Gaunt, 1983; Taylor and Reby, 2009�. For
example, techniques developed to describe human speech
sounds have greatly increased our understanding of the dy-
namics of speech production, as well as the production of
nonspeech sounds by primates �Owren et al., 1997, Fitch,
1997; Rendall et al., 1998�, birds �Beckers et al., 2004;
Riede et al., 2004�, and deer �Reby et al., 2005; Vannoni and
McElligott, 2007�. Comparable techniques for characterizing
humpback whale sounds might similarly provide insights
into the processes underlying their sound production.

One classical approach to modeling mammalian sound
production �especially human speech� is a signal processing
model called the source-filter model �Fant, 1960�. In this
model, the “source” simulates features of sound production
related to vocal fold vibrations or air turbulence, and the
“filter” simulates the transformative effects of the vocal tract.
This model can be physically instantiated by combining a
silicone vocal fold model with a PVC tube �Riede et al.,
2008�. From a signal processing perspective, cetacean sound
production can be characterized using a source-filter model
just as it is for terrestrial mammals—the properties of the
source and filter simply need to be adjusted to account for

the differences in cetacean anatomy �e.g., see Altes et al.,
1975�. Homologies between the sound production mecha-
nisms hypothesized in humpback whales and those present in
terrestrial mammals �Reidenberg and Laitman, 2007�, in-
crease the likelihood that the source-filter model can ad-
equately characterize humpback whale sound production.
For example, U-fold vibrations may be modeled in the same
way as vocal fold vibrations, and the effects of the laryngeal
sac and/or larynx on these vibrations can be modeled in the
same way as vocal tract filtration.

Past analyses of animal sounds based on source-filter
models of production have revealed that animals attend to
information about vocal filters �Charlton et al., 2007; Fitch
and Fritz, 2006; Sommers et al., 1992; Taylor et al., 2008�
and that resonant frequencies �called formants� may be used
for individual identification and body size �reviewed by Tay-
lor and Reby, 2009�. Formant distribution is correlated with
individual identity in grunt calls of chacma baboons �Owren
et al., 1997; Rendall, 2003� and coos and grunts of rhesus
monkeys �Rendall et al., 1998�. Both formant features and
fundamental frequency may be used for individual identifi-
cation in fallow deer groans �Vannoni and McElligott, 2007�
and African elephant rumbles �Soltis et al., 2005�. Formant
distribution has been correlated with body size in rhesus
macaques �Fitch, 1997�, domestic dogs �Riede and Fitch,
1999�, red deer �Reby and McComb, 2003�, and southern
elephant seals �Sanvito et al., 2007�. Development of com-
parable models for humpback whale sound production may
similarly provide new ways of assessing individual differ-
ences in singing humpbacks.

C. Singing

Humpback whales produce sounds in a variety of con-
texts. Researchers have focused most of their attention, how-
ever, on sound production during singing. Humpbacks are
described as singing when they rhythmically produce sounds
�called units� in predictable sequences �Payne and McVay,
1971�. The features of humpback whale songs and their con-
stituent units are described in numerous papers �see e.g.,
Winn and Winn, 1978; Payne and Payne, 1985; Helweg et
al., 1998; Mercado et al., 2005�. The broad range of frequen-
cies, durations, intensities, and spectrotemporal patterns that
humpback whales produce within songs makes songs par-
ticularly useful for understanding the dynamics of production
mechanisms. Additionally, the fact that songs are often pro-
duced by stably positioned, lone individuals makes it easier
to obtain recordings of sufficient quality for decomposing
units into production-related parameters.

In terrestrial mammals, singing behavior typically in-
volves respiratory patterns and production modes that differ
somewhat from nonsinging �Doscher, 1994; Miller, 1986�.
Nevertheless, the physical mechanisms engaged during sing-
ing are typically the same mechanisms used to produce non-
song sounds. For example, human song contains the same
basic sounds present in speech. These sounds can be divided
into three broad classes based on their periodicity: voiced,
unvoiced, and mixed sounds. Voiced sounds �e.g., vowels�
are quasiperiodic pulse trains generated when the vocal
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folds vibrate in relaxed oscillations. Unvoiced sounds �e.g.,
most consonants� are aperiodic noise bursts generated by
turbulence or an abrupt release of air. Mixed sounds have
features of both voiced and unvoiced sounds. If humpback
whales sing using vocal mechanisms analogous to those used
by humans, then voiced components should be evident in
their units.

D. Source vibrations

In the source-filter model, two main properties charac-
terize the source: the fundamental frequency or pulse rate
and the pulse shape. Voiced sounds are modeled as a periodic
series of impulses, the rate of which is quantified using a
single value for constant pulse rates, or as a time series for
time-varying pulse rates. Pulse rate is determined by the ten-
sion of the vocal folds, as well as the pressure below the
folds, and typically is perceived as the pitch of the sound.
Pulse shape is more difficult to characterize and may be
modeled using specific waveforms or spectra that are modi-
fied to simulate empirically measured features of individual
pulses, some of which may be pulse rate dependent. Pulse
shape reflects the degree of vocal fold closure during oscil-
lation and contributes to the perceptual qualities �or timbre�
of a voiced sound. In singing humans, pulse shape usually
varies with pulse rate �Cleveland, 1994; Gregg, 1992�.
Acoustically characterizing the “source” of humpback whale
sounds within a source-filter model thus entails measuring
variability in periodicity, fundamental frequency, and wave-
form shape within and across units.

When human singers reach certain pitch thresholds, their
vocal mechanisms shift into different modes of vibration
�Cleveland, 1994; Titze, 2008a�. These transitions divide the
pitches of singers into four vocal registers: vocal fry, modal,
falsetto, and whistle. The vocal fry register includes the
slowest pulse rates that singers can produce �5–60 Hz�. In
this register, individual pulses are perceptually discriminable.
The modal register is associated with slightly higher pitches
�80–300 Hz�. In this register, individual pulses are broadband
giving rise to multiple harmonics. The falsetto register is
associated with higher pitches �250–900 Hz� and pulses tend
to be narrowband, giving rise to fewer harmonics �Miller,
1986�. The whistle register includes very high-pitched
sounds �850–2300 Hz� that have few harmonics. The full
range of song sounds produced by human singers falls along
a graded continuum, with sounds containing trains of dis-
crete pulses at one end and sinusoidlike sounds at the other.

Most of the sounds produced by human singers are sub-
jectively very different from those produced by cetaceans.
Nevertheless, recent analyses of the acoustic structure of
clicks, burst-pulse sounds, and whistles produced by false
killer whales �Pseudorca crassidens� have revealed that these
sounds fall along a similar graded continuum �Murray et al.,
1998�. At one end of this continuum are trains of clicks that
can be modeled as exponentially damped sinusoidal pulses.
At the other end are whistles, which are highly similar to
sinusoids. False killer whales often gradually modulate from
click trains to whistles and can rapidly shift between signal
types, for example, shifting immediately from a whistle to a

click train without changing the frequency with peak energy
across the transition. Such vocal dexterity is consistent with
the proposal that toothed whales, like humans, generate
sounds by using air to control the rate at which paired mem-
branes vibrate �Cranford et al., 1996; Brown, 2008�.

The current study quantitatively assessed whether hump-
back whale song units are best described in terms of discrete
sounds types, or as points along a graded acoustic con-
tinuum. Specifically, the current analysis tested the hypoth-
esis that sounds described as ratchets, moans, and cries �e.g.,
Winn and Winn, 1978� within humpback whale songs repre-
sent points along a pulse rate �i.e., vocal fold tension� con-
tinuum. If the sounds of humpback whales fall along a simi-
lar continuum to that seen in humans and false killer whales,
then this would provide support for Reidenberg and Lait-
man’s �2007� proposal that humpbacks generate sounds by
passing air over or through vocal folds.

E. Formants

Voiced sounds are categorized based on their spectral
features, which are a result of the resonance properties of the
vocal tract �i.e., the “filter”�. Specifically, they are classified
based on the positions and dynamics of regions of frequency
enhancement called formants. Generally, about 4–5 formants
are evident in sung sounds and in spoken vowels. For males
the first formant is typically between 250–700 Hz, and the
second formant is between 750–2500 Hz �Sundberg, 1977�.
The pattern of formants produced by human singers is highly
pitch dependent �Rossing et al., 1987; Sundberg, 1977�.
Lower pitched sounds tend to show more clustering of higher
formants than higher pitched sounds. Singers may adjust
their formant positions to facilitate the transmission of cer-
tain high-pitched sounds by changing the size of their mouth
opening and jaw position �Cleveland, 1994; Schutte et al.,
1995; Titze, 1994�. Some singers are also able to tune their
formant regions to specific upper harmonics �called overtone
singing� such that they emphasize different frequencies while
maintaining a steady pulse rate �Boersma and Kovacic, 2006;
Sundberg, 1977�.

The prevalence and properties of formants within hump-
back whale sounds have not previously been analyzed in any
detail. Analyses of spectral features of units provide a way to
characterize the humpback whale “filter” in terms of formant
dynamics and to determine the possible role of air chambers
in humpback whale sound production. The current study ex-
amined the spectral properties of units to determine whether
units contain formants. In terrestrial mammals, formants are
the primary acoustic evidence that internal air chambers
shape the features of vocalizations. Furthermore, the patterns
of formants that distinguish certain classes of sounds �e.g.,
vowels� correlate with changes in the shape of the vocal
tract, and also provide an indication of the length of the
vocal tract. If air-filled chambers contribute to sound produc-
tion by humpback whales, then the properties of these reso-
nators should be evidenced by systematic formant patterns in
units.
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F. Study goals

The ultimate goal of the current analyses was to better
understand how humpback whales sing. A first step in many
past analyses of humpback whale song has been to catego-
rize individual sounds into discrete types �often designated
using letters or nominal labels� that are then used to describe
the structure of songs or the vocal repertoire of singers. Such
classifications emphasize the distinctive properties of “proto-
typical” units heard from a distance without considering
what the singer is doing when it sings. In contrast, the
production-based analyses reported here attempt to distin-
guish acoustic features that singers can potentially control
from those that they cannot �Fig. 1�. Decomposing recorded
sounds into components attributable to source vibrations, the
filtering effects of tissue transmission, or environmental fil-
tering can help address questions such as the following: do
singing whales use similar vocal actions to produce different
sound features? If so, could apparent switching between dis-
crete sound types actually reflect more gradual adjustments
of vocal control mechanisms? How much control do whales
have over the acoustic properties of sound sequences?
Which, if any, properties of produced sounds are inadvert-
ent? Knowing more about how singing humpback whales
produce sounds can clarify appropriate techniques for de-
scribing the properties of songs as well as the vocal acts of
singers.

II. MATERIALS AND METHODS

A. Study sites and subjects

Singing humpback whales were recorded in waters off
the coast of the island of Hawaii between 1981 and 1995,
and off the coast of Puerto Rico in 2009. Humpbacks in these
two regions, as well as in other regions worldwide, are con-
sidered a single species. Recordings were collected during
the winter months �February–April� when singing whales
can be found in these areas. Singers in both regions are often

separated by many kilometers, and although songs are typi-
cally produced at high source levels �Au et al., 2006�, in
most of the recordings used for these analyses only a single
singer was audible. Additionally, ambient noise levels in
these waters are lower than in areas where numerous whales
can be heard singing simultaneously �e.g., in waters off the
island of Maui�, and singing humpback whales often main-
tained a relatively stationary position while singing. Collec-
tively, these features made it possible to collect high quality
recordings of individual singing whales.

B. Recordings and acoustic analysis

All recordings were made from one or more hydro-
phones suspended approximately 10 m beneath a small boat
located in relatively close proximity to the singer being re-
corded. Various configurations of hydrophones and recording
systems were used across years. Recordings collected in Ha-
waii were made on analog cassette tapes, whereas recordings
from Puerto Rico were stored digitally in .wav formatted
files. All recordings were imported into the MATLAB pro-
gramming environment as vectors representing time-domain
waveforms. The sampling rate for digitization of Hawaiian
songs was 8 kHz, and for Puerto Rican songs was 44 kHz.
Signal processing techniques derived from both source-filter
modeling, speech analyses, and prior analyses of human
song sounds were applied to recordings using a combination
of functions from MATLAB’s Signal Processing Toolkit as
well as customized MATLAB programs. Visual inspections of
spectrograms and basic measures of spectrographic features
were made using both MATLAB and RAVEN 1.3.

C. Source characteristics

All measurements of unit source characteristics were
collected from a single, 54 min segment of a song session
digitally recorded in Puerto Rico in 2009. This recording was
selected because it was the highest fidelity recording avail-
able and because earlier analyses of lower fidelity recordings
showed that the range of pulse rates within songs is rela-
tively similar across individuals and years �Mercado et al.,
2005�. Use of a single high quality sample controls for vari-
ability attributable to individual differences between singers,
environmental conditions, time of recording, interference
from other sound sources �including singers�, and differences
in recording systems. This approach is comparable to a case
study of an individual human singer during a single perfor-
mance and is not intended to represent the full vocal reper-
toire of humpback whales.

Short-term analyses of pulse rate in human speech gen-
erally are based on a 10–30 ms waveform sample, which
includes three to five periods. Automated techniques devel-
oped to extract the pitch of speech can give erroneous results
when applied to the full range of rates in units produced by
singing whales because too few or too many periods are
contained within a 10 ms sample frame; low pulse rate
sounds are particularly problematic �Ishi et al., 2008�. For
medium to high pulse rate sounds, pulse rate can be esti-
mated from spectrograms or spectra by measuring the spac-
ing of spectral bands �Watkins, 1967�, but lower pulse rate
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FIG. 1. Multiple internal and external mechanisms contribute to the signals
recorded from vocalizing humpback whales. Production-based analyses de-
compose recorded sounds into acoustic components generated by different
mechanisms. Humpbacks neurally control muscle dynamics that affect air-
flow as well as the tension of vibrating membranes that are the source of
vocalizations. These vibrations are transformed as they travel through the
whale’s body such that emitted vibrations differ from those generated at the
source. Sounds are further distorted as they travel through the ocean. Audi-
tory and somatic sensations provide feedback about produced and received
sounds that can potentially influence control mechanisms. By identifying
acoustic components resulting from membrane vibrations, internal transfor-
mations, and environmental filtering, one can better understand which varia-
tions vocalizing humpback whales control and how they control them.
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sounds often do not show clear bands without careful selec-
tion of the analysis window. In the current analyses, wave-
forms of individual units were visually inspected and
dichotomously classified based on whether discrete repeating
pulses were evident �as in Fig. 2�a�� or were not �as in Figs.
2�b� and 2�c��. For units containing discrete pulses, short-
term analyses were applied to nonoverlapping 200 ms
sample frames. For all other units, 25 ms frames were used.
A MATLAB function �“shrp”� was used to estimate the pulse
rate within frames based on the subharmonic-to-harmonic
ratio �Sun and Xu, 2002�.

In past work characterizing pulsed sounds produced by
false killer whales, pulse shape was modeled as an exponen-
tially damped sinusoid based on observations of recorded
vocalizations �Murray et al., 1998�. The only published re-
port of individual pulses produced by humpback whales
shows a representative “megapclick” that is readily modeled
as an exponentially damped sinusoid �Stimpert et al., 2007�.
In the current study, visual inspection of unit waveforms re-
vealed a much broader variety of pulse shapes than those
seen in false killer whales �Fig. 2�. Although some pulses
within units were adequately modeled by damped sinusoids
�Fig. 2�a��, others were more comparable to those seen in
human speech �Fig. 2�b��. Pulses within higher pulse rate
units often were best modeled as one period of a triangle
wave, sawtooth wave, or distorted sinusoid �Fig. 2�c��. De-
veloping a model of pulse shape that captures the full range
of features present in units is beyond the scope of the current
paper. Instead, duty cycle was used to characterize variability
in waveform shape across units �Murray et al., 1998�. Duty
cycle refers to the percentage of time a signal is on relative to
the duration of the signal. The duty cycle measurement used

here quantifies the similarity of the unit waveform to a sine
wave as a value between 1 �a sine wave� and 0 �an impulse
train�. Duty cycle for units like the one shown in Fig. 2�a�
would thus be lower than for the unit in Fig. 2�b�, which
would in turn be lower than the duty cycle of the unit in Fig.
2�c�. Duty cycle was calculated for each sampled frame by
rectifying the frame, converting all of its points to a percent-
age of the maximum value, averaging these percentages, and
then normalizing this average relative to that of a sine wave
by dividing the average by 0.636. The frequency with peak
energy was also calculated for each frame.

D. Filter characteristics

Formants can be measured in human singers by having
them produce broadband vocalizations such as frequency
sweeps, vocal fry, or noisy vocalizations �e.g., see Titze,
2008b�. This technique is comparable to using an impulse or
sequence of sinusoids to determine the frequency response of
a filter. As an initial test for formants in humpback whale
sounds, power spectral density functions were calculated �us-
ing MATLAB’s “psd” function, with a 128 point fast Fourier
transform �FFT�� for units with acoustic features similar to
those used to detect formants in human singers. Spectral
analyses of these types of vocalizations provide the best op-
portunity for revealing resonance �and antiresonance� fre-
quency regions, if they exist. Additionally, three standard
methods of formant estimation were applied to 60 units
sampled from five humpback whale songs recorded in Ha-
waii: wide-band spectral analysis, linear prediction spectra,
and cepstrally smoothed spectra. This small sample of units
was chosen simply to test the ease with which formants can
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FIG. 2. �a� Low pulse rate units appear as discrete pulses in waveforms �top� and as a series of vertical lines in spectrograms �bottom�. �b� Medium pulse rate
units typically appear as a coherent increase in amplitude in low-resolution waveforms �top�, as quasiperiodic, continuous signals similar to those of human
vowels in high-resolution waveforms �middle�, and as closely spaced horizontal bands in spectrograms �bottom�. �c� High pulse rate units are typically
indistinguishable from medium rate units in low-resolution waveforms �top�, appear as continuous, sinusoid-, or sawtoothlike signals in high-resolution
waveforms �middle�, and as widely spaced horizontal bands in spectrograms �bottom�. Fast Fourier transform �FFT� size=256 Hz for all spectrograms.
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be measured in units. Units were selected based on recording
quality and signal-to-noise ratio, and so that units of different
pulse rates were included.

Another technique used to analyze formants in human
singers, called long-term average spectrum �LTAS� analysis,
involves measuring the spectral content of whole songs. This
technique can reveal spectral regions where the greatest en-
ergy is being produced, thereby providing not only an indi-
cation of prominent formant positions but also information
about the spectral bands that singing humpback whales use
most extensively. LTAS were created for songs and long seg-
ments ��10 min� of song sessions recorded in Hawaii be-
tween 1981 and 1995 by averaging the power density spectra
�MATLAB’s psd command, FTT=256� of adjacent, nonover-
lapping, 625 ms frames across entire recordings. To further
explore the origins of patterns observed in LTAS, the spectral
content of units was calculated, and spectra from units were
plotted in their order of occurrence to create spectral history
plots for entire songs. This analysis normalized units in the
time domain because spectra were calculated across the en-
tire duration of each unit �i.e., differences in duration across
units were converted into differences in spectral energy�.

A problem arises in analyzing formants within hump-
back units that is seldom encountered when analyzing the
vocalizations of terrestrial mammals, which is that mecha-
nisms other than internal resonators can generate systematic
patterns of spectral degradation and enhancement in song
recordings. In the shallow-water environments frequented by
singing humpback whales, sounds often reflect from the sur-
face and bottom before reaching a recording sensor, leading
to constructive and destructive interference patterns �Mer-
cado and Frazer, 1999; Mercado et al. 2007; Thode, 2000�.
These interference patterns produce formants in recorded
units with positions and properties that can be highly similar
to those that would be generated by vocal tract filtering. En-
vironmentally generated formants may change gradually
over time depending on the source depth, receiver depth, and
the distance between the source and receiver �see Fig. 3�.

Consequently, any pattern of formants observed in units po-
tentially reflects filtering by both internal structures and the
external environment.

To account for this confound, additional spectral mea-
sures of units beyond peaks and valleys were made. Specifi-
cally, nonlinearities within units called frequency jumps
�Fitch et al., 2002; Tyson et al., 2007� were measured to
further assess the role of air-filled chambers in humpback
whale sound production. In human singers, nonlinear phe-
nomena such as subharmonics and frequency jumps are
sometimes observed when the pulse rate is similar to a vocal
tract resonance frequency �Titze, 2008b�. Titze �2008a� sug-
gested that such instabilities reflect interactions between vo-
cal fold vibrations and the resonance properties of the vocal
tract. The standard source-filter model assumes that there are
no interactions between the source and the filter �i.e., that
they independently contribute to sound generation�. How-
ever, if air-filled chambers in humpback whales do influence
source vibrations, then one would expect that the likelihood
of a frequency jump occurring within a unit would be related
to the resonance properties of that chamber. In other words,
as the pulse rate gets closer to a formant peak, the probability
that a frequency jump occurs should increase. Because for-
mant peaks are a function of the dimensions of the air space
generating them, the probability of a frequency jump should
be as well. Thus, the distribution of frequency jumps within
songs can provide indirect evidence of formant positions.
Patterns in the probability of frequency jumps should not be
impacted by propagation effects, and thus can be combined
with more traditional measures of formants to evaluate the
extent to which directly measured formant patterns are dis-
torted by environmental factors.

Measures of frequency jumps were collected by visually
inspecting and manually measuring spectrograms of units
�FFT size=1500� using RAVEN 1.3 to determine whether fre-
quency jumps were more likely to occur near particular fre-
quencies. Measures of frequency jumps were collected from
15 Hawaiian songs and 1 Puerto Rican song �the same one
used in analyses of source characteristics�. When frequency
jumps were identified, the frequency of the lowest visible
spectral band before and after the jump was measured �Fig.
4�. For units containing multiple frequency jumps, only the
three clearest jumps were measured. The number of times
jumps occurred within particular frequency ranges was then
determined.

E. Modeling humpback whale sound production

The original source-filter model developed to describe
human speech production provides a useful tool for generat-
ing and testing specific predictions about physical constraints
on humpback whale sound production and for describing re-
corded sounds in ways that are more closely tied to the pro-
cesses that whales use to generate sounds. Nevertheless, this
simple signal processing approach clearly does not capture
all of the factors that determine the acoustic features gener-
ated by singing humpback whales. The standard source-filter
model does not specify particular sound generating mecha-
nisms, does not account for the possibility that source vibra-
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FIG. 3. �Color online� Interference resulting from shallow-water propaga-
tion can generate formants in units; the formants appear as dark bands
separated by lighter bands �spectral gaps� in this spectrogram. Arrows indi-
cate spectral gaps that are continuously shifting in frequency across units
such that two acoustically similar units show different formant positions.
The highly regular spacing of gaps across a broad band of frequencies also
suggests that most of the formants visible in this spectrogram are environ-
mentally generated. FFT size=1500 Hz.
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tions might be generated by both the inflow or outflow of air
within a closed system, and assumes that the spectral features
of produced sounds are largely determined by a single air-
filled chamber �the vocal tract� that is weakly coupled to the
source. The source-filter model also cannot account for non-
linear phenomena that are commonly produced by singing
whales.

Simple geometric models of sound producing mecha-
nisms �which are analogs of physical models� were devel-
oped to address some of these limitations. Specifically, pat-
terns of spectral peaks and valleys in unit and LTAS analyses
were modeled as the effects of filtering by an air-filled tube.
Uniform, closed-end tubes have been used extensively to
model the effects of the vocal tract on sound production by
humans and other terrestrial mammals �Riede et al., 2008�.
Such a tube resonates at frequencies that are odd multiples of
a fundamental frequency, Fo=c /4L, where L is the length of
the tube and c is the sound velocity. The closed-end tube
model predicts that antiresonances should occur at even mul-
tiples of the fundamental resonating frequency of the tube. In
the current study, this basic tube model was modified to ac-
count for internal air recirculation by humpback whales, as
well as observed patterns in nonlinear frequency jumps.

III. RESULTS

A. Relationships between pulse rate, peak frequency,
and duty cycle

Automated unit detection algorithms based on energy
levels �see Green et al., 2007� identified 1221 sounds within
the 54 min recording of a single whale singing in Puerto
Rican waters. Of these, 286 �23%� were subjectively classi-
fied as units containing discrete pulses, 733 �60%� were clas-
sified as units not containing discrete pulses, and 201 �16%�
were not classified as units �e.g., boat noise, ambient noise,
and unidentifiable low amplitude sounds�. Unit pulse rate
varied greatly, ranging from approximately 8 to 6000 Hz
within and across units. Figure 5�a� shows the distribution of
pulse rates across all 35 734 frames analyzed. The median
pulse rates for units containing discrete pulses were 25 Hz
�S.D.=17� on average and 230 Hz �S.D.=103� for units not

containing discrete pulses. The acoustic characteristics of
some units gradually shifted across repetitions. For example,
Fig. 6 illustrates the gradual transformation of high pulse
rate, short duration units �often described in the literature as
chirps� into low pulse rate, and long duration units �ratchets�
within a 2 min song segment.

The precise duration of units was difficult to measure
because waveform envelopes typically showed gradual in-
creases and decreases in amplitude at the beginning and end
of the unit, respectively, and because ambient noise and wa-
ter noises occasionally overlapped with the beginning or end
of a unit. Automated measures of unit duration ranged from
about 200 ms to 4.3 s. The median duration of all units was
1.2 s; the median duration for units containing discrete
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FIG. 4. �Color online� Frequency jumps within a unit appear as discrete
vertical shifts in the positions of horizontal bands in spectrograms. Arrows
indicate two frequency jumps. FFT size=1500 Hz.
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FIG. 5. �Color online� �a� Histogram showing the distribution of pulse rates
measured in all unit frames analyzed �n=35 734�; �b� Histogram showing
the distribution of peak frequencies at the apex of the waveform envelope
for all units �n=1019�.
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FIG. 6. �Color online� Example of units gradually shifting from being high
pulse rate tonal sounds �chirps and cries� to medium rate units �moans�, and
finally to low pulse rate trains �ratchets�. This spectrographic sequence was
created by deleting units from a continuous, 2 min segment of song, leaving
only a subset of units that were representative of transitions along the pulse
rate continuum �i.e., the order of units within the sequence was preserved,
but not all units and intervening silences are shown�. In both the waveform
�top� and spectrogram �bottom�, the gradual emergence of discrete pulses is
evident. This sequence also illustrates how pulse rate can change while peak
frequencies remain stable.
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pulses was 1.3 s, and for other units was 1.1s. The modal unit
duration was 260 ms. Unit duration was not correlated with
pulse rate �r=−0.03�.

Peak frequencies ranged from a low of 0–29 Hz �the
lowest bin in the spectral analysis� to a high of about 6000
Hz. For units containing discrete pulses, the average peak
frequency was 320 Hz �S.D.=220 Hz�, whereas for other
units, it was 450 Hz �S.D.=480 Hz�. The envelope of each
unit corresponded to the energy of peak frequencies across
consecutive samples. The distribution of peak frequencies at
the apex of this envelope �the maximum peak frequency�
across units is shown in Fig. 5�b�. This apex occurred at 57%
�S.D. 24%� of the duration of the unit on average �i.e., near
the middle of the unit�. Peak frequency at the apex was not
correlated with duration �r=−0.03� or median pulse rate �r
=0.09�. Peak frequencies could be maintained across or
within units despite changes in pulse rate �e.g., see Fig. 6�.

Duty cycle measures ranged from a minimum of 0.04 to
a maximum of 1.0. The average duty cycle across all frames
was 0.52 �S.D.=0.15�; the distribution was approximately
Gaussian around this mean. For units containing discrete
pulses, the average duty cycle was 0.22 �S.D.=0.07�,
whereas for other units it was 0.52 �S.D.=0.08�. Average
duty cycle was strongly correlated with median pulse rate
�r=0.69, p�0.001�, but not with peak frequency �r=0.12�
or duration �r=0.05�.

Collectively, results from source analyses were consis-
tent with the hypothesis that the sound generator in hump-
back whales involves a pair of vibrating membranes �such as
the U-folds� that are dynamically tensed to vary the rate at
which they generate pulses. The relationship between pulse
rate and waveform shape �quantified in terms of duty cycle�
further suggests that techniques for characterizing glottal
pulse shape within source-filter models may be appropriate
for characterizing pulse features produced by singing hump-
back whales. Differences in pulse shape between humpback
whales and other species may reflect differences in the physi-
cal properties of the vibrating membranes in humpbacks
�e.g., the parallel orientation of the U-folds� or in how mem-
brane position is controlled. More detailed measures of vari-
ability in pulse shape are needed to determine the range of
pulses that humpback whales can generate and how pulse
shape relates to other acoustic properties of units. Under-
standing the dynamics of pulse generation can potentially
provide new insights into the functional properties of the
U-folds.

B. Spectral markers of resonating structures

Evidence of alternating enhanced and degraded spectral
energy regions was found in each of the broadband units
examined. Figure 7 shows example spectra for two units
modulated across a broad frequency range: a frequency glide
and a low pulse rate unit. The frequency glide shows narrow,
harmonically related peaks and troughs for frequencies be-
low 2 kHz, with broader peaks centered near 2.5 and 3.25
kHz. The low pulse rate unit shows one narrow peak near
300 Hz, and three or four broad, evenly spaced peaks at
higher frequencies. Figure 8 shows the spectra of a very low

pulse rate unit and of an aperiodic unvoiced unit.1 Both re-
veal narrow low frequency peaks and broader higher fre-
quency peaks. The number of formants extracted from song
units ranged from 3–8. Eight frequency regions where for-
mants were consistently detected across units were identi-
fied: 100–500, 600–900, 1000–1500, 1600–1900, 2000–
2400, 2500–2900, 3000–3400, and 3500–3800 Hz. These

FIG. 7. Example broadband units revealing formants: �a� spectrogram of a
frequency glide spanning four octaves; �b� peaks in the power spectral den-
sity plot for this unit show formants; �c� spectrogram of a relatively low
pulse rate unit shows darker regions indicative of formants; �d� the power
spectral density plot shows corresponding formant peaks. Dotted lines show
the spectra of ambient noise. FFT size=256 Hz.
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regions were bounded by narrower spectral regions in which
formant peaks seldom occurred �e.g., 500–600 and 900–1000
Hz�.

Results from LTAS analyses of Hawaiian songs and
spectra of units showed consistent trends in peaks and val-
leys with peaks occurring between 150–450, 600–900, 1100–

1600, 1700–2200, 2300–2700, and 2800–3100 Hz, and val-
leys occurring between 500–600, 1000–1100, 1600–1700,
and 2100–2200 Hz �Fig. 9�. These regions are similar to
those identified above from spectral analyses of units.

Spectral history plots of songs revealed that the patterns
in LTAS reflected the cumulative spectral content of songs
rather than formant patterns that were consistently present
across units. For example, in Fig. 10 it is clear that narrow
spectral peaks below 500 Hz are occurring in different sec-

FIG. 8. Example broadband units revealing formants: spectrogram �a� and
power spectral density plot �b� of a low pulse rate unit show formants that
are narrow at lower frequencies and broader at higher frequencies—note
also the regularly spaced peaks within the broad formants above 1 kHz; �c�
spectrogram of a noisy, aperiodic unit shows stable darker bands which
appear as broad peaks in the power spectral density plot of this unit �d�.
Dotted lines show the spectra of ambient noise. FFT size=256 Hz.

FIG. 9. LTASs for a 41 min segment of song session produced by a single
whale, recorded off the coast of Hawaii on 2/16/95 �top�, and for a 27 min
segment of a song session recorded on 2/19/95 �bottom�, show narrow for-
mants at frequencies below 1000 Hz and broader formants above this fre-
quency.
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FIG. 10. Three-dimensional spectral history plot for a single humpback
whale song recorded off the coast of Hawaii in 1981. Each horizontal trace
shows the peaks of the power spectral density plot for a single unit �as in
Figs. 7 and 8�. The order of traces from the bottom of the plot to the top
corresponds to the order of the units �approximately 200� within the song.
Viewed as a topographical contour map, the closer peaks �at the bottom of
the plot� are from sounds early in the song and the farther peaks �near the
top of the plot� are from sounds later in the song. This plot reveals narrow,
low frequency peaks and broader, higher frequency peaks that vary progres-
sively throughout the song, but that are relatively stable for long portions of
the song. Changes in narrow, low frequency formants are paralleled by
changes in broader, higher frequency formants. FFT size=256.
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tions of the song, and that broader peaks at higher frequen-
cies are also prevalent at different times during the song.
Spectral history plots also revealed that the spectral content
of units showed continuity throughout the song. For ex-
ample, the most prominent lower frequency peak
��200 Hz� evident in Fig. 10 shows a gradual increase in
energy that coincides with a decrease in energy at a slightly
higher frequency peak ��350 Hz�. This lower frequency
peak is associated with a broader region of enhanced fre-
quencies �near 1000 Hz� that is evident throughout the song,
despite changes in themes. These results are surprising be-
cause they suggest that resonant frequencies, if present, are
not fixed, and that when singers “switch” to a new theme, the
spectral features of units within the new theme are system-
atically related to those of the preceding theme.

Overall, spectral patterns within frames sampled from
units, across whole units, and across songs were consistent
with air-filled chambers impacting the features of at least
some units. The systematic spectral peaks and valleys ob-
served provide clear evidence that many units have formants.
This property of units has not been noted in past studies of
humpback whale songs, possibly because most efforts to
classify units have focused on features that were clearly au-
dible and easy to trace on spectrograms �e.g., pitch contours�.
Neither technique is conducive to the identification of for-
mants. Another possibility is that researchers could not con-
sistently distinguish formants produced by humpback whales
from those generated by propagation �see also Gaunt, 1983;
Watkins, 1967�. Propagation-related formant patterns should
vary as a function of distance, so that analyses of units re-
corded at varying distances would tend to reduce such ef-
fects, especially in LTAS analyses. Nevertheless, if both the
singer and the boat from which recordings were collected
were drifting in similar directions, then propagation-
generated formants could contribute significantly to formant
patterns. Furthermore, environmental formants can them-
selves be periodic as a function of range �Mercado and
Frazer, 1999�, so that even if the distance between the singer
and hydrophone continuously varied, these formants could
potentially overshadow those generated by the whale. In the
current analyses of frames, units, and songs, observed spec-
tral peaks varied in bandwidth, with lower frequency peaks
being narrower than higher frequency peaks. It is not imme-
diately clear how propagation-induced interference might
generate such formant patterns. This trend in bandwidth vari-
ability is often observed in vocal tract resonances, however,
where it is typically explained as resulting from the cluster-
ing of higher frequency formants.

As noted earlier, the closed-end tube model of mamma-
lian sound production predicts that antiresonances should oc-
cur at even multiples of the fundamental resonating fre-
quency of the tube. A common multiple within the range of
observed spectral valleys in humpback whale units is 500
Hz, corresponding to a tube with a fundamental resonating
frequency of approximately 250 Hz �assuming the size of the
tract varies between whales, this value would likely vary
across individuals�. Based on this resonant frequency, the
model predicts that a 34 cm long air-filled tube �twice the
length of a human vocal tract� or similarly shaped chamber

contributes to humpback whale sound production. Although
the tube model is attractive because it is simple and ad-
equately characterizes sound production by many terrestrial
mammals, its application to humpback whale sound produc-
tion is problematic. First, low pulse rate units should show
the clearest evidence of formants, yet some of these units do
not exhibit them �personal observation, E. Mercado�. Sec-
ond, unlike spoken and sung vowels, the number of formants
present in a unit can vary considerably, and not many units
show all the formants one might expect to be produced by a
resonating tube �e.g., see Figs. 3 and 10�. Finally, the distri-
bution of dominant peak frequencies in the one recording
from Puerto Rico analyzed here does not show a single peak
near 250 Hz, but instead shows two peaks at frequencies
surrounding this frequency �Fig. 5�b��. These factors suggest
that the closed-end tube approximation of the vocal tract is
insufficient to characterize the spectral variability in units
produced by humpback whales, and that if internal air spaces
are involved in humpback whale sound production, their role
differs somewhat from that seen in most terrestrial mammals.

C. Possible nonlinear source-filter coupling

A total of 5496 units from 16 recordings were visually
examined for evidence of frequency jumps. From these, 827
units �15%� with one or more frequency jumps were identi-
fied. The proportion of units within a recording that con-
tained frequency jumps varied considerably across record-
ings, ranging from 6% to 48%. Overall, the frequencies
before and after 997 frequency jumps were measured. These
measurements revealed harmonically related frequency re-
gions in which the probability of a frequency jump peaked
�Table I�. These regions overlapped with those identified in
formant analyses, but differed in several respects. In particu-
lar, there were a larger number of narrow peaks in the distri-
bution of frequency jumps than was evident in formant
analyses �Fig. 11�. The spacing between these narrow peaks

TABLE I. Frequencies at which frequency jumps were most likely to occur
�shown as peaks in the distribution in Fig. 11� and spacing between peaks
�all values in Hz�. Estimated formant positions were derived by identifying
a distribution that was comparable to the measured distribution, and in
which the spacing between formants was uniform and equal to the funda-
mental frequency �i.e., the frequency of the first peak�. For formants above
1200 Hz, where regularity was less clear, the estimated formant position is
the midpoint between the frequency jumped from and the frequency jumped
to, as shown in Fig. 11.

Frequency
jumped from

Difference from
prior peak

Estimated
formant position

163 ¯ 127
263 100 254
363 100 381
488 125 508
613 125 635
738 125 762
888 150 889

1013 125 1016
1188 175 1143
1963 775 2000
2663 700 2800
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was regular across at least six consecutive peaks, making it
highly unlikely that the pattern occurred by chance. Spacing
between peaks above 1200 Hz was less clear, but also ap-
peared to be nonrandom.

These results further suggest that filtering and resonance
of source vibrations in humpback whales differs from what is
typically observed in terrestrial mammals. Frequency jumps
within sounds do not directly indicate filtration by air-filled
resonators. However, recent work with human singers shows
that vocal tract resonances can impact the likelihood that
such nonlinear phenomena will occur �Titze, 2008b�. In the
current analysis, the likelihood of a frequency jump within a
unit was tightly linked to the frequency content of the unit.
The regular spacing of jump-prone regions suggests that
modes of source vibration in humpback whales may be more
tightly coupled to resonance features of internal structures
than is the case in humans. Such coupling is more typical of
musical instruments �e.g., brass and woodwinds�. If regions
where frequency jump probability is high are interpreted as
likely formant regions, then the pattern of peak probabilities
suggests that the fundamental frequency of the resonator is
about 125 Hz rather than 250 Hz �the value indicated above
by more traditional formant analyses�. Furthermore, the ob-
served pattern of peaks is more consistent with a 1.4 m tube
with both ends closed, than it is with a 34 cm closed-end
tube. Higher frequency �1200–3500 Hz� jump probabilities
showed a different pattern that was more consistent with the
closed-end tube model. In fact, the formant frequencies
physically measured by Riede et al. �2008� from a 20 cm
closed-end tube were 380, 1170, 1990, and 2560 Hz. These
peaks are startlingly similar to estimated formant positions
identified by analyses of unit frequency jumps �381, 1143,
2000, and 2800 Hz; see Table I�.

A possible explanation for the discrepancy in formant
patterns suggested by the different spectral analyses is that
not all units are filtered by the same air-filled cavities. Figure
12 depicts one scenario in which production of different
units might engage different resonators. This model of sound
production assumes that humpback whales shuttle air bidi-
rectionally while singing, and that they can produce units
using air moving in either direction. The model predicts two
broad classes of units that have similar source characteristics,
but divergent formant features and nonlinear characteristics.
Reidenberg and Laitman �2007� described sounds produced
by air flowing from the lungs as “egressive vocalizations,”
and sounds produced by air flowing into the lungs as “ingres-

sive vocalizations.” In the proposed model, the lungs serve
as the pneumatic force for egressive units, the U-folds as the
vibratory source, and two chambers act as resonating filters:
the laryngeal sac �a closed-end tube� and the nasopharynx �a
tube closed at both ends�. Air forced from the lungs gradu-
ally fills the nasopharynx, creating a resonant air space. Once
this space is filled, air begins to inflate the laryngeal sac. This
mode of production would account for the gradually increas-
ing and decreasing envelope of units, the evidence suggest-
ing that frequency jumps result from acoustic coupling be-
tween the vibrating source and a long air-filled tube, and the
evidence of a much shorter closed-end tube generating broad
higher frequency formants. During ingressive production, air
escapes from the nasopharynx �possibly aided by buoyant
forces�, and to a lesser extent from the laryngeal sac, back
into the lungs. The U-folds would again serve as the vibra-
tory source, but the nasopharnyx would no longer resonate
because of the air flowing from it. The laryngeal sac might
�or might not� continue to resonate during ingressive produc-
tion. Experiments with doves show that the resonance prop-
erties of air sacs in their throats are minimally affected by
changes in the volume of the sacs �Riede et al., 2004�. In-
stead, the tissue lining the walls of the dove’s sac appears to
determine how it resonates �see also Riede et al., 2008�. This
geometric model of humpback whale sound production can
be instantiated within the source-filter framework by model-
ing filtration during egressive production as resulting from a
uniform, “closed mouth” tube with an inflatable air sac at-
tached as a side branch �Riede et al., 2008� and filtration
during ingressive production as resulting from the sac alone.
However, more advanced nonlinear models such as those
developed to describe sound production by birds �Amador
and Mindlin, 2008; Fee et al., 1998� may ultimately prove to
be more suitable for modeling sound production by hump-
back whales.

IV. DISCUSSION AND CONCLUSIONS

The analyses of humpback whale songs and units de-
scribed in this paper have revealed several phenomena rel-
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FIG. 11. Histogram showing the distribution of frequencies just before
�black line� and after �gray line� a frequency jump occurred within a unit.
Arrows show frequencies where jumps were most likely to occur.
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FIG. 12. �Color online� �a� Respiratory tract of a humpback whale showing
major components hypothesized to be sound production mechanisms
�adapted from Reidenberg and Laitman, 2007�; N=nasopharynx, L
=laryngeal sac, Tr=trachea; U=U-folds. �b� Egressive units may be pro-
duced when air from the lungs induces vibrations in the U-folds, generating
airborne vibrations that resonate in the nasopharynx and laryngeal sac. In-
gressive units may also be produced when air moves back into the lungs.
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evant to understanding how humpback whales produce
sounds. First, many units could be characterized as graded,
lying along a continuum with trains of discrete pulses at one
end and continuous tonal signals at the other. This finding
suggests that traditionally discrete categories of song units
such as cries, moans, and ratchets may correspond to points
along a continuum from high pulse rates to lower pulse rates
�e.g., see Fig. 6�, and that humpback whales may gradually
modulate specific features of the sounds they produce while
singing �e.g., pulse rate� rather than switching between dis-
crete sound types selected from a fixed repertoire. Second,
the observed correlation between unit pulse rate and duty
cycle suggests that pulse shape may be a function of pulse
rate, as is seen in human singers. This suggests that variabil-
ity in the frequency content of units could reflect variations
in the properties of the vibrating membranes that whales use
to generate sounds. Third, units contained formants. These
formants differed from the ones present in human vocaliza-
tions, however, and thus could not resolve the question of
whether resonating air-filled chambers contribute to hump-
back sound production. In contrast, systematic patterns of
nonlinear frequency jumps suggested acoustic coupling be-
tween a vibrating source and one or more resonant cavities
within the respiratory tract, providing more convincing evi-
dence that such cavities do play a role in sound generation.

Past analyses of cetacean vocalizations have often em-
phasized the differences between sounds produced by the
larger baleen whales and those produced by delphinids. The
current study suggests, however, that the acoustic structure
of humpback whale sounds is similar in many respects to
that seen in sounds produced by false killer whales �Murray
et al., 1998�. Both species show the capacity to continuously
modulate their sounds from low rate pulse trains to higher
rate tonal sounds. These acoustic similarities indicate that
similar analysis techniques should be adequate for character-
izing the basic source characteristics of both species �see also
Killebrew et al., 2001�. The sounds produced by the two
species’ seem to differ mainly in terms of the shapes and
frequency content of individual pulses, and in that false killer
whales can simultaneously produce two independent pulse
rates �see also Brown, 2008�. These differences likely reflect
variations in the size and configuration of the membranes
that are vibrating �phonic lips in false killer whales versus
vocal folds in humpbacks� and the presence of two sets of
membranes in false killer whales versus one in humpback
whales. Pulse shape appears to be more variable in hump-
backs than in false killer whales, suggesting that source
membrane vibrations in humpback whales are more com-
plex.

Most units were readily modeled as quasiperiodic pulse
trains �see also Mercado and Kuh, 1998�, acoustically analo-
gous to the voiced sounds within human speech and song.
The range of pulse rates produced by humpback whales was
larger than that produced by humans, however. In fact, the
range of unit pulse rates within the single recording analyzed
covered the full range of registers producible by humans and
extended it. Pulse rates were distributed relatively evenly
throughout the range of measured rates, consistent with con-
tinuous gradations in pulse rate across units. The lowest

pulse rate units identified in this analysis appear to corre-
spond to surface ratchets �Winn et al., 1970�. These sounds
are analogous to vocal fry in human singers, except that
humpbacks use this mode of sound production much more
extensively. Interestingly, nonhuman primates also appear to
use the vocal fry register more extensively than humans do
�Riede and Zuberbuhler, 2003�. The overall distribution of
unit pulse rates suggests a modal rate between 100 and 200
Hz, which falls within the modal register of human singers.
Subjectively, higher pulse rate units have features similar to
those of sounds produced by humans singing in the falsetto
and whistle registers. These parallels suggest that constraints
on vocal fold vibration in singing humans related to pitch
range may also apply to the vibrations generated by singing
humpback whales.

The graded structure of units within humpback whale
songs has important implications for methods designed to
sort units into discrete categories or to identify repeating pat-
terns in songs. Consider, for example, the sequence of units
shown in Fig. 6. Classification of these units by subjective
aural or visual inspection, or by automated sorting of spec-
trograms, would invariably lead one to conclude that several
unit “types” are present �e.g., chirps, cries, and ratchets�. The
analyses presented here suggest, however, that this sequence
corresponds to a gradual decrease in the tension of the sing-
ing whale’s vibrating membranes over time, analogous to a
human singer gradually decreasing the pitch of her notes. In
this production-based context, segregating these units into
several types is as arbitrary as dividing a chromatic scale into
several distinct categories of pitches.2 It is possible that
humpbacks perceive units as falling into discrete categories
despite their graded structure, as humans do for vowels. If
so, there is currently no way to determine how a whale’s
categories might map onto the categories that are salient for
humans. Consequently, characterizing humpback whale
songs in terms of the acoustic properties of their constituent
units provides a more objective approach than analyses
based on the visual and aural percepts that those sounds in-
duce in human observers, or on similarities between arbi-
trarily chosen time-frequency representations of units.

Understanding the ways in which humpback whales pro-
duce sounds is also relevant to future investigations of hump-
back whale behavior and physiology. For example, measure-
ments of vibrations at various positions on the head of a
humpback whale �see Stimpert et al., 2007� might provide
higher quality signals with which to assess variations in
pulse shape, which could provide additional information
about vocal fold dynamics. Techniques for measuring air
movements within the body of a singing whale �e.g., using
high frequency active sonar� can potentially be used to ex-
amine air recirculation during sound production, which
would clarify how physical constraints shape the structure of
phrases within songs as well as the contributions of air-filled
resonators to sound generation. Knowing how singing
whales produce sounds could also provide new insights into
the features of their sounds that are most likely to provide
information about individual singers, such as their size, age,
or identity. For example, more experienced singers might
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exhibit more stable control of pulse dynamics, as evidenced
by a reduction �or increase� in frequency jumps within their
songs.

Finally, understanding how humpback whales sing may
clarify why they sing and how their songs function. In the
past, extensive variability in individual sounds has been cited
as evidence that units are functionally impotent, and that
sound patterns �i.e., whole songs, themes, or phrases� are
instead more likely to be the functional units �Tyack, 1981�.
If singing humpback whales are precisely modulating the
acoustic features of individual sounds, however, then this
would suggest the opposite conclusion, namely, that indi-
vidual sounds are the core functional units of songs �see,
e.g., Frazer and Mercado, 2000�. Although the current analy-
ses do not show the extent to which humpback whales con-
trol the features of units, they do provide a more coherent
model of how singing whales vary the sounds within their
songs, which is an important first step toward identifying
which of those variations they control.
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A within-subject comparison of auditory steady-state response �ASSR� and psychophysical
measurements of aerial hearing sensitivity was conducted with an individual of the largest otariid
species, the Steller sea lion. Psychophysical methods were used to obtain an unmasked aerial
audiogram at 13 frequencies, spanning a range of 0.125–34 kHz. The subject had a hearing range
�frequencies audible at 60 dBrms re 20 �Pa� of about 0.250–30 kHz, and a region of best hearing
sensitivity from 5–14.1 kHz. The psychophysical aerial audiogram of this Steller sea lion was
remarkably similar to aerial audiograms previously obtained for California sea lions and northern
fur seals, suggesting that the otariid pinnipeds form a functional hearing group. ASSR thresholds,
measured at frequencies of 1, 2, 5, 10, 20, and 32 kHz, were elevated relative to corresponding
psychophysical thresholds, ranging from +1 dB at 20 kHz, to +31 dB at 1 kHz. The ASSR
audiogram accurately predicted the subject’s high-frequency cutoff, and provided a reasonable
estimate of hearing sensitivity at frequencies above 2 kHz. In testing situations where
psychophysical methods are not possible, ASSR methods may provide an objective and efficient
estimate of behavioral hearing sensitivity in otariid pinnipeds.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3327662�
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I. INTRODUCTION

The otariid pinnipeds �family Otariidae, the sea lions
and fur seals� lead an amphibious existence, foraging at sea,
and carrying out reproductive functions in coastal haul-out
areas. Aerial vocalizations are critical for communication
among individuals in these crowded rookeries �see Schuster-
man and Van Parijs, 2003 for a review�. For example, the
vocalizations emitted by mature males are used to maintain
breeding territories �Peterson and Bartholomew, 1969;
Fernandez-Juricic et al., 2001; Gwilliam et al., 2008�, and
vocal interactions aid in the reunion of mothers and pups in
crowded breeding colonies �Insley et al., 2003�.

Despite the importance of aerial acoustic cues to otariid
reproductive behavior, aerial hearing sensitivity curves �au-
diograms� have been reported for only two of the 14 otariid
species: the California sea lion �Zalophus californianus� and
the northern fur seal �Callorhinus ursinus�. Following the
first otariid aerial audiogram obtained with a California sea
lion �Schusterman, 1974�, Moore and Schusterman �1987�
conducted refined aerial hearing sensitivity measurements

with one California sea lion and two northern fur seal sub-
jects using psychophysical methods in a sound-attenuating
booth. The audiograms of all three individuals displayed
generally similar characteristics: a gradual increase in sensi-
tivity from the low frequencies up to 2 kHz, best sensitivity
near 8 to 16 kHz, and a sharp loss in sensitivity indicating an
upper-frequency limit between 16 and 32 kHz. Babushina
et al. �1991� reported a similar aerial audiogram for a north-
ern fur seal with a range of best hearing sensitivity from
2–16 kHz.

In addition to providing comparative data on marine
mammal auditory function, the few published investigations
on aerial hearing in otariids have been important in designing
criteria to mitigate the negative effects of anthropogenic
noise in coastal marine environments �e.g., Southall et al.,
2007�. However, the available data are limited to small
sample sizes of captive individuals, making it difficult to
form conclusions regarding the variability of hearing sensi-
tivity among individuals within a population, as well as be-
tween otariid species. This lack of basic information has led
to recommendations that the number of otariid individuals
and species for which hearing data exists should be increased
�National Research Council 2000, 2005�.

A method which has shown promise for objectively es-
timating hearing sensitivity in an increased number of ma-
rine mammals is the recording of the auditory brainstem re-
sponse �ABR�, which comprises electrophysiological
responses generated by the auditory system following acous-
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tic stimulation. Hearing screening using ABR methods is a
rapid and non-invasive procedure that does not require the
training of subjects, and is now a standard procedure with
newborn infants in the United States �see Hall, 2007�. In
order to extend ABR-based methods to pinnipeds, Wolski
et al. �2003� measured aerial hearing sensitivity using both
behavioral and ABR methods in an individual harbor seal
�Phoca vitulina�. The electrophysiological thresholds, de-
fined as the lowest stimulus level for which an ABR elicited
by tone bursts was visually detectable, were reasonable pre-
dictors of behavioral thresholds. Electrophysiological meth-
ods therefore appear to provide a means of efficiently esti-
mating behavioral hearing sensitivity in pinnipeds.

The traditional methods of visually detecting ABRs in
electrophysiological recordings are subjective, and may be
prone to high variability as a result of inter-observer detec-
tion biases and extraneous electrical noise in recordings �e.g.,
Arnold, 1985; Vidler and Parker 2004�. As a means of reduc-
ing such confounding effects in the detection of an ABR,
objective statistical detection of an auditory evoked potential
can be facilitated in the frequency domain through the mea-
surement of the auditory steady-state response �ASSR�. AS-
SRs can be recorded as rhythmic potentials generated by the
auditory brainstem that are phase-locked to a modulation
pattern �i.e., amplitude modulation� imposed on an acoustic
stimulus �Kuwada et al., 1986; Lins et al., 1995, Kuwada
et al., 2002�. Thus, an ASSR can be detected in the
frequency-domain representation of the electrophysiological
record as a spectral peak present at the stimulus modulation
rate. The application of ASSR methods has recently proven
to be useful for measuring the hearing sensitivity of odonto-
cete cetaceans �dolphins and porpoises� in a number of set-
tings where behavioral methods were not readily available
�Nachtigall et al., 2005, 2008a; Cook et al., 2006; Houser
et al., 2008; Supin et al., 2001�.

In order to determine if ASSR methods can provide a
useful prediction of behaviorally measured hearing sensitiv-
ity in otariids, we measured unmasked aerial hearing sensi-
tivity in a 1-year-old male Steller sea lion �Eumetopias juba-
tus� using both psychophysical and ASSR methods. The
Steller sea lion, the largest of otariid species, inhabits a range
in the North Pacific from Japan to the central coast of Cali-
fornia �Loughlin et al., 1984; National Research Council,
2003�. This species has garnered recent attention due to an
80% population decline over the last 3 decades, and its list-
ing in 1997 as an Endangered Species under the United
States Endangered Species Act �National Research Council,
2003�. This study was completed while the Steller sea lion
subject was temporarily housed at Long Marine Laboratory
in Santa Cruz, California, prior to his transfer to a permanent
captive facility. This opportunity allowed for the first mea-
surements of aerial hearing sensitivity to be made for this
endangered species, and enabled a direct comparison of hear-
ing thresholds obtained using psychophysical and ASSR
methods.

II. MATERIALS AND METHODS

A. Psychophysical audiogram

1. Subject

The subject of the study was a 1-year-old male Steller
sea lion identified as “Astro” �NMFS Identification Number:
NOA0006398�. For the duration of the psychophysical study,
the sea lion was housed in a saltwater pool with adjacent
haul-out areas at Long Marine Laboratory, at the University
of California, Santa Cruz. His diet consisted of a mix of fish
�herring and capelin, 6.8 kg total per day�, approximately
one-third to one-half of which was provided during experi-
mental sessions. The subject was previously naive to psycho-
physical research, but had participated in training for hus-
bandry purposes. Training for audiometric sessions was
initiated on January 1, 2008. Data collection took place dur-
ing the period of January 14, 2008 to February 25, 2008,
with one to two audiometric sessions conducted per day.

2. Experimental apparatus and testing
environment

All sessions were conducted in a 4.0�2.8�2.4 m3

hemi-anechoic, sound-attenuating chamber �Eckel Indus-
tries�, previously described by Holt et al. �2004a�. The ex-
perimental apparatus consisted of a 52 cm tall PVC chin cup
that served as a station, placed 1 m in front of the speakers
used for test signal production �see Sec. II A 3 below�, and a
9�9 cm2 PVC response target placed 50 cm to the left of
the chin cup. In order to indicate the time interval that delin-
eated individual trials, a small “trial light” was placed imme-
diately next to the speaker. A second speaker �Audiovox Ad-
vent AD570�, used to produce a bell tone marking a correct
response, was placed on the floor to the right of the subject,
near the front wall of the chamber.

One of two trainers was present in the test chamber for
all experimental sessions. During a session, the trainers wore
headphones with sound-attenuating earmuffs that rendered
them unable to hear test stimuli. The subject was therefore
unable to gain information regarding the presence or absence
of an acoustic signal, based on inadvertent cues from the
trainer. The experimenter was located in an adjacent 1.3
�2.8�2.4 m3 control room, and monitored the sessions us-
ing surveillance cameras and a monitor. Thus, both the sub-
ject and the trainer were out of visual and auditory contact
with the experimenter during data collection.

3. Acoustic stimuli and calibration

Test stimuli were pure tones of 500 ms duration with a
linear rise-fall time of 40 ms. This duration was chosen as it
exceeds the temporal integration time constant for otariids,
below which threshold is dependent on stimulus duration
�Holt et al., 2004b; Ghoul et al., 2009�. Stimuli were gener-
ated by a custom National Instruments LABVIEW virtual in-
strument, and sent through a National Instruments PXI-6229
data acquisition �DAQ� card with an attached National In-
struments BNC-2120 breakout box. Signals were then at-
tenuated with a Tucker–Davis Systems PA5 programmable
attenuator, followed by band-pass filtering using a Krohn-
Hite 3550 filter. In some cases �0.125, 0.25, 4, 28.2, and 34
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kHz�, outgoing stimuli were amplified using a Hafler Trans
Ana P1000 power amplifier. The stimuli were projected us-
ing one of four speakers, depending on frequency: a JBL
2245H low frequency loudspeaker �0.125 kHz�, JBL
2123H/J midrange transducer �0.250, 0.500, 1, 2, 4, and 5
kHz�, JBL 2404H ultra-high frequency transducer �5, 10, and
14.1 kHz�, or a Fostex FT96H Horn Super Tweeter �20, 28.2,
30, and 34 kHz�.

Signals were calibrated before and after each audiomet-
ric session in the absence of the subject using either a Jo-
sephson engineering C550H microphone �0.02–20 kHz�
2 dB� or an Aco-Pacific 7016 microphone �0.005–120 kHz
�2 dB�, placed at the position corresponding to the center of
the subject’s head during testing. The incoming calibration
signal was band-pass filtered to prevent aliasing, amplified
by 20 dB using a Krohn-Hite 3364 filter, and then sent
through the BNC-2120 breakout box to the PXI-6229 DAQ
card. Signal SPLs �dBrms re 20 �Pa� were calibrated in the
LABVIEW virtual instrument using an averaged FFT with a
flat top window. In addition to this standard calibration pro-
cedure, the sound field was measured at every frequency at
three points in a 20 cm transect �10 cm increments approxi-
mating a line through the ears� to ensure that the calibration
point was indicative of the subject’s received levels. For all
frequencies, except for 10 and 20 kHz, the levels measured at
each location were within �3 dB of the calibration location
at the center of the chin station. Sound levels at 10 and 20
kHz differed from those at the center of the chin station by
�4 dB and �6 dB, respectively.

Noise levels were measured in the testing chamber with
a Brüel & Kjær 2250 sound level meter �1-min unweighted
recording, 1/3-octave band analysis�, placed at a position
corresponding to the center of the subject’s head. Noise mea-
surements at frequencies higher than 20 kHz were not avail-
able due to limitations of the B&K 2250, however, some
explorative measurements were made using the Aco-Pacific
7016 microphone and a spectrum analyzer.

4. Test procedure

The experimental task was a go/no-go procedure, in
which the subject was trained to touch the response target,
placed immediately to the left of the chin station when he
perceived a signal as being present, and to remain motionless
at the chin station when a signal was not detected. When the
subject oriented toward the speaker with his head placed
firmly within the chin station, the experimenter signaled the
beginning of a trial by turning on the trial light located in
front of the subject. Both signal-absent and signal-present
trials were 4 s in duration, during which time the trial light
remained on. In the case of a signal-present trial, the test tone
was presented in an unpredictable fashion by varying the
delay at which it was triggered within the 4 s window. If the
subject touched the response target after the test tone was
presented �a hit�, the bell tone marking a correct response
was played through the AD570 speaker, and the trainer re-
warded the sea lion with one capelin. The subject was simi-
larly rewarded for remaining motionless in the chin station
for the entire 4 s duration of a signal-absent trial �a correct
rejection�. When the subject responded by touching the re-

sponse target on a signal-absent trial �a false alarm�, or failed
to respond during the 4 s trial interval on a signal-present
trial �a miss�, the trial light was turned off, no reward was
provided, and the following trial was initiated, following a
short delay. In the case that the subject pressed the response
target before the presentation of signal, the response was
scored as a false alarm. The experiment was double-blind in
nature, in that both the subject and the trainer did not have
any a priori knowledge of the trial type.

An adaptive up-down descending methods of limits, or
staircase, procedure was used to determine hearing thresh-
olds at each frequency �Cornsweet, 1962�. At the start of
each session, initial signal levels were set to a “warm-up”
level, approximately 25 dB above the subject’s predicted
threshold. The signal level was attenuated by 4 dB after each
hit until the first miss. After this point, all signal level adjust-
ments were made in 2 dB increments, with the signal level
elevated by 2 dB following each miss and attenuated by 2 dB
following each hit. Trials were conducted in this fashion un-
til nine reversals �transitions from miss to hit, and vice versa�
had occurred. After the ninth reversal, the signal was re-
elevated to the starting level, and a “cool-down” phase con-
sisting of six trials was conducted. Sessions typically com-
prised 45 to 50 trials and lasted approximately 10 min.
Signal-present and signal-absent trials were generated in a
pseudo-random order. The probability of a signal-present
trial occurring was 50%, 60%, or 65% �adjusted between
sessions over the course of the experiment in order to main-
tain a response bias corresponding to a false alarm rate be-
tween 0% and 30%�.

5. Data analysis

Thresholds for individual sessions were calculated in the
fashion of Dixon and Mood �1948� using signal-present trial
data from the first through the ninth reversal. Data collection
for a threshold was complete when the subject had reached a
stable threshold �i.e., a standard deviation of less than or
equal to 3 dB for three consecutive sessions at a given fre-
quency�, and the average false alarm rate of the three ses-
sions was greater than 0% and less than 30%. Final thresh-
olds were calculated as the mean of these three consecutive
sessions. The threshold at 20 kHz was the only exception to
these criteria; data collection at this frequency was com-
pleted with a false alarm rate of 0% due to time constraints.

The thresholds obtained in this experiment were com-
pared to the results of a previous study of underwater hearing
in one male and one female Steller sea lion reported by
Kastelein et al. �2005�. Comparisons were made, both using
sound pressure and sound intensity �assuming plane-wave
propagation� as the relevant metric of sound detection �see
Kastak and Schusterman �1998�, regarding aerial and under-
water hearing comparisons in pinnipeds�. Pressure compari-
sons were made by converting underwater thresholds �re-
ported originally in dBrms re 1 �Pa by Kastelein et al.� to
dBrms re 20 �Pa. Sound intensity thresholds were estimated
in W /m2 using the following relationship for plane-wave
propagation conditions:

I = p2/�c , �1�
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where I is sound intensity in W /m2, p is rms sound pressure
in Pa, � is the density of the medium �estimated at values of
�=1.2 kg /m3 for air, �=1030 kg /m3 for seawater�, and c is
the speed of sound in the medium �estimated at values of c
=340 m /s for air, c=1500 m /s for seawater� �Kinsler et al.,
1982�. It should be noted that the values for density and
sound speed are estimates, and that plane-wave sound propa-
gation conditions likely did not exist in the pool where the
underwater pressure thresholds were obtained; thus, sound
intensity thresholds can only be approximated.

B. ASSR audiogram

1. Testing environment and subject state

Collection of electrophysiological data took place three
months after the completion of the psychophysical study, fol-
lowing the subject’s transport to Mystic Aquarium and Insti-
tute for Exploration for permanent housing. ASSR record-
ings were obtained in a veterinary surgery room, following
the completion of an unrelated surgical procedure. Prior to
the surgical procedure, the subject was administered with an
intra-muscular injection of 30 mg of diazepam, 19.5 mg mi-
dazolam, and 2.6 mg medetomidine. Following intubation,
1%–2% isoflurane was used to keep the subject unconscious
for the surgery and subsequent ASSR data collection. He was
positioned in ventral recumbence and monitored continu-
ously by the attending veterinarian and veterinary techni-
cians during the ASSR recording procedure.

2. Acoustic stimuli and calibration

Thresholds were determined for sinusoidally amplitude-
modulated �SAM� pure tone stimuli with carrier frequencies
matched to five of the data points from the psychophysical
audiogram: 1, 2, 5, 10, and 20 kHz. During the ASSR ex-
periment, 32 kHz was tested instead of 34 kHz, due to the
limitations of the headphones and the calibration microphone
used in the experiment �see below�. The SAM tones were
continuous on a given trial to avoid “stimulus-on” or
“stimulus-off” neural potentials in the ASSR recordings, and
the polarities of the waveforms alternated between positive
and negative on successive presentations to reduce electrical
artifacts in the ASSR records. The rate of amplitude modu-
lation for the SAM tones was 153.9 Hz. Following genera-
tion using the Evoked Response Study Tool �EVREST� �Finne-
ran, 2009� and digital-to-analog conversion by a USB-6251
DAQ card, the SAM signals were first passed through a
Krohn-Hite 3C series low-pass filter module ��3 dB at 150
kHz�, and then passed through a custom attenuator controlled
by EVREST. The conditioned signals were sent binaurally to a
pair of Telephonics TDH-39 headphones, which had been
custom fit with sound-attenuating supra-aural “earmuffs” �3
to 17 dB of noise attenuation at test frequencies� designed to
fit over the subject’s ears without altering the natural orien-
tation of the pinnae.

Signal calibration levels for the each of the tested fre-
quencies were based on mean SPLs measured during elec-
trophysiological testing of sea lion subjects conducted prior
to this procedure using a similar experimental set-up. For
these calibrations, an Etymotic ER-7C probe microphone

�0.25–10 kHz�2.5 dB� was placed underneath a subject’s
headphone near the meeting of the pinna and the scalp. In-
coming electrical signals from the microphone were low-
pass filtered using a second Krohn-Hite 3C series filter mod-
ule to prevent aliasing ��3 dB at 200 kHz�, followed by
analog-to-digital conversion with the USB-6251 card and
subsequent recording and coherent averaging by EVREST.
The frequency responses of the two headphones were similar
there was less than 3 dB difference at all test frequencies. For
frequencies above the nominal range of the ER-7C micro-
phone, calibration values were corrected, based on the mi-
crophone’s frequency response.

Ambient noise levels were measured immediately fol-
lowing data collection using a custom LABVIEW virtual in-
strument and the Etymotic ER-7C probe microphone placed
underneath the subject’s Telephonics TDH-39 headphones.

3. ASSR collection

ASSRs were recorded using a three-electrode montage
comprising Grass F-E3M-72 12 mm�30 gauge stainless
steel subdermal needle electrodes. An active �non-inverting�
electrode was placed on the dorsal midline of the subject’s
head, midway between the ears, a reference �inverting� elec-
trode was placed on the subject’s dorsal midline, just poste-
rior to the nape of the neck and near the scapula, and a
ground electrode was placed just posterior to the ribcage.
Incoming electrophysiological signals were amplified
100,000 times and bandpass filtered �0.1 to 1 kHz, �6 dB at
cutoffs� using a Grass IP511 differential bio-potential ampli-
fier. Following amplification and filtering, electrophysiologi-
cal signals underwent analog-to-digital conversion with the
USB-6251 card. The EVREST software sampled �Fs

=5.618 kHz�, recorded, and averaged the ASSR waveforms
over a 64.97 ms recording window. An FFT �rectangular
window� of the averaged 64.97 ms window was used to
transform the electrophysiological record into the frequency
domain. The 64.97 ms duration of the window allowed for a
frequency bin in the spectra that was centered at the 153.9
Hz modulation rate. Any recording window containing a
voltage of absolute peak magnitude greater than 25 �V was
considered to contain spurious electrical artifacts, and was
therefore rejected without being included in the waveform
average. The first four epochs at a given level were also
automatically rejected from each record to avoid the inclu-
sion of onset responses to the SAM signal.

Up to 2000 individual 64.97 ms epochs were coherently
averaged in real time in order to eliminate extraneous elec-
trical noise. At intervals of 250 epochs, a magnitude-
squared-coherence �MSC� test was used to determine if an
ASSR at the 153.9 Hz modulation rate was present in the
record. The MSC test created 20 sub-averages from the
grand average record, and provided a ratio of the power at
the SAM modulation rate in the grand average to the average
power at the modulation rate in the sub-averages �Dobie and
Wilson, 1989, 1995�. An ASSR was considered to be present
if the MSC statistic was larger than a critical value at the
level of �=0.01 �critical values obtained from Amos and
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Koopmans, 1963 and Brillinger, 1978�. If an ASSR was not
detected using the MSC test after 2000 averaged epochs, it
was considered that no ASSR was present.

For threshold determination, SAM stimuli at each fre-
quency were set to an initial level assumed to be above the
subject’s threshold. In the case of a hit at this level �an ASSR
was detected using the MSC test�, the signal for the subse-
quent trial was then attenuated 10 dB relative to the previous
level. A miss was scored when a statistically significant
ASSR was not detected after 2000 epochs. Following the
first miss, a signal level 5 dB above the miss was tested.
Thresholds at each frequency were defined as the signal level
corresponding to the lowest detectable response. Before
thresholds were accepted at a frequency, two misses at 5 and
10 dB below the lowest hit were collected to confirm that
threshold had been reached. The total time for collection of
the ASSR audiogram was approximately 70 min.

III. RESULTS

A. Psychophysical audiogram

The subject’s aerial thresholds and false alarm rates at
each frequency tested are provided in Table I, and the psy-
chophysical audiogram is shown in Fig. 1. The audiogram
had a U-shape with a shallow low frequency roll-off below 1
kHz, and a steep high-frequency roll-off above 28.2 kHz.
The subject’s hearing range �defined as the range of frequen-
cies audible at 60 dB SPL� was about 0.250 kHz to 30 kHz.
Maximum sensitivity of 7 dB SPL was found at 10 kHz, with
a range of best hearing �defined as the range of frequencies
audible at 10 dB above maximum sensitivity� of 5 to 14.1
kHz. The shape of the audiogram was remarkably similar to
aerial audiograms previously obtained for two other otariid
species �Fig. 2�. A prominent feature of this Steller sea lion’s
audiogram was an increase in sensitivity at 1 kHz, relative to
0.500 kHz, followed by a decrease in sensitivity at 2 kHz.

Thresholds and false alarm rates among sessions for
each frequency were fairly consistent and allowed for false
alarm rate and threshold standard deviation criteria �see Sec.
II above� to be met over the course of a few days of testing.
A single exception to this occurred during testing at 20 kHz,
where the subject’s false alarm rate was consistently 0%.
Due to the unusually conservative response bias at this fre-
quency, the threshold value of 29 dB SPL at 20 kHz may be
an underestimation of sensitivity relative to other frequen-
cies.

Noise spectral density levels in the test chamber �Fig.
3�a�� decreased with increasing frequency; levels fell below
0 dB re �20 �Pa�2 /Hz above 0.200 kHz, and were generally
limited by the self-noise of the B&K 2250 ��20 dB re
�20 �Pa�2 /Hz� from 1.25–20 kHz. Explorative measure-
ments with the Aco-Pacific 7016 microphone indicated that
noise levels appeared to be sufficiently low to prevent mask-
ing of thresholds above 20 kHz.

The underwater thresholds obtained by Kastelein et al.
�2005� are shown with the aerial audiogram from our Steller
sea lion subject in Fig. 4. When comparisons are made in
terms of sound pressure �Fig. 4�a��, all thresholds were lower
in air with the exception of the highest frequencies tested by
Kastelein et al. The underwater thresholds were lower than
aerial thresholds at the low and high ends of the audiogram
when sound intensity was used as the relevant metric of de-

TABLE I. Aerial hearing thresholds for a juvenile male Steller sea lion
obtained using psychophysical methods. The mean thresholds are the aver-
age of the three consecutive session thresholds reported. Also shown are the
average false alarm rates for each frequency and the order in which testing
occurred for each frequency.

Frequency
�kHz�

Mean threshold
�dB re 20 �Pa�

Session thresholds
�dB re 20 �Pa�

False
alarm
�%�

Testing
order

0.125 66 68, 65, 67 25 10
0.25 55 54, 54, 57 17 8
0.5 43 45, 43, 40 13 7
1 21 22, 21, 20 25 5
2 29 29, 29, 29 24 3
4 20 22,19,18 26 9
5 8 7, 10, 8 12 1

10 7 7, 7, 7 6 2
14.1 14 16, 12, 15 17 11
20 29 29, 30, 29 0 4
28.2 39 38, 39, 39 25 12
30 54 52, 54, 56 12 6
34 81 79, 82, 82 15 13

FIG. 1. Aerial audiogram for a juvenile male Steller sea lion obtained using
psychophysical methods. Thresholds for three individual sessions per fre-
quency �from Table I� are shown with open circles. The contour of the mean
of the three session thresholds is shown by a solid black line.

FIG. 2. Aerial audiograms for three species of otariid obtained using psy-
chophysical methods: 1Moore and Schusterman, 1987, California sea lion
�n�1�, northern fur seals �n=2�; 2Babushina et al., 1991, northern fur seal
�n=1�; 3this study.
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tection �Fig. 4�b��. However, estimated aerial intensity
thresholds were lower than estimated underwater intensity
thresholds in the range of best hearing sensitivity �5–14.1
kHz� for the subject of the present study.

B. ASSR audiogram

The last detectable ASSR responses at each tested fre-
quency, determined using the MSC test described in Sec. II
�above�, are provided in Table II. A comparison with the
psychophysical audiogram obtained for this subject shows
that there is a good agreement between thresholds obtained
using the two methods �Fig. 5�. All ASSR thresholds were
elevated above psychophysical thresholds obtained at corre-

sponding frequencies, although, to varying degrees: differ-
ences of greater than 10 dB were found at the lowest tested
frequencies, 1 and 2 kHz, as well as at 10 kHz.

Noise spectral density levels measured under the sub-
ject’s headphones decreased with increasing frequency up to
1 kHz, where levels were below 0 dB re �20 �Pa�2 /Hz �61
Hz bin resolution�. Above 1 kHz, noise levels were limited
by the self-noise of the probe microphone, but it is a fair
assumption that noise spectrum levels above 1 kHz were
lower in amplitude than those measured at 1 kHz as the room
was kept quiet during testing, with all doors closed and
equipment use kept to a minimum. In order to further char-
acterize the acoustic noise levels in the surgery room, noise
measurements were made at a later date using a Brüel &
Kjær 2250 sound level meter �1-min unweighted recording,
1/3-octave band analysis�, in a testing configuration that ap-
proximated that of the ASSR experiment. Noise levels �Fig.
3�b�� decreased approximately linearly with increased log-
frequency, with levels of 21 dB re �20 �Pa�2 /Hz at 1 kHz,
falling below 0 dB re �20 �Pa�2 /Hz at 16 kHz. Intermittent
sound generated by compression of the anesthesia ventilator
�about 1 compression per 7 s� caused the noise distribution at
most frequencies to be positively skewed �i.e., actual noise
levels were generally less than the 1-min Leq level during
testing�.

IV. DISCUSSION

A. Comparison of ASSR and psychophysical
methods

The psychophysical thresholds obtained in the sound-
attenuating chamber reliably depict the aerial hearing capa-

TABLE II. Aerial hearing thresholds for a juvenile male Steller sea lion,
obtained using the ASSR method. Thresholds are defined as the last statis-
tically detectable ASSR response.

Frequency
�kHz�

ASSR threshold
�dB re 20 �Pa� Testing order

1 52 2
2 44 4
5 15 5

10 22 1
20 30 3
32 82 6

FIG. 3. Ambient noise in �a� the sound-attenuating chamber used for the behavioral audiogram and �b� the surgery room in which the ASSR audiogram was
conducted. Noise levels for the ASSR audiogram were further attenuated by headphones placed over the subject’s ears. Power spectral density levels are
derived from 1-min unweighted recordings using 1/3-octave band analysis. The 10th, 50th, and 90th percentiles of the noise level distribution are shown in
addition to the Leq. Note the positive skew of the noise level distribution in the surgery room due to the intermittent activity of the anesthesia ventilator.

FIG. 4. A comparison of the aerial audiogram from a juvenile male Steller
sea lion with underwater audiograms from one male and one female Steller
sea lion �this study; Kastelein et al., 2005�. All audiograms were obtained
using psychophysical methods. �a� Audiograms are compared in terms of
sound pressure by converting the underwater thresholds to dB re 20 �Pa.
�b� Audiograms are compared in terms of estimated sound intensity by con-
verting all sound pressure thresholds to dB re 1 W /m2 �assuming plane-
wave propagation conditions�.
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bilities of this Steller sea lion. The audiogram is unmasked,
based on the noise levels measured in the testing chamber
and otariid critical ratios obtained for California sea lions
�Southall et al., 2003�. The only data point for which the
potential for masking exists is 14.1 kHz, as a result of am-
bient tonal noise at 15.7 kHz with amplitude below 20 dB
SPL. This noise could potentially fall within the critical
bandwidth for 14.1 kHz, assuming an otariid critical band of
25% of the center frequency �Southall et al., 2003�. How-
ever, any elevation of this data point due to masking is most
likely minimal, as the 14.1 kHz threshold is similar in mag-
nitude to thresholds at 10 and 20 kHz.

The correspondence between this psychophysical audio-
gram and the ASSR audiogram is qualitatively similar to the
findings of similar studies with delphinid species �Yuen
et al., 2005; Finneran and Houser 2006; Schlundt et al.,
2007� and human subjects �see Picton et al., 2003 for a re-
view� in that thresholds obtained using the ASSR method are
similar, although elevated, relative to psychophysical thresh-
olds. Based on noise levels in the surgery room, which
served as the testing environment, the potential for auditory
masking by ambient noise must be considered in the inter-
pretation of elevated ASSR thresholds. The surgery room
was not designed for sound attenuation, and the ventilator
that was used to administer gas anesthesia created intermit-
tent broadband noise. Although it is difficult to quantitatively
determine the influence of background noise on the ASSR
thresholds, the greatest potential for masking exists at the
lowest tested frequencies of 1 and 2 kHz, where noise levels
were highest. This may have contributed to the marked el-
evation above behavioral thresholds at these frequencies
�see, e.g., Lins et al., 1996�. The ASSR thresholds at fre-
quencies higher than 2 kHz are relatively similar to the un-
masked behavioral thresholds, and masking effects are most
likely minimal. The ASSR threshold at 10 kHz is an excep-
tion to this trend and difficult to explain, based on the limited
electrophysiological data from this study. It is possible that
the discrepancy at this frequency is due to random error in
the ASSR measurement, an issue which may be resolved by
repeated within-subject threshold measurements in future
studies.

An increased discrepancy between behavioral and ASSR
measurements of underwater hearing sensitivity in a bottle-
nose dolphin �Tursiops truncatus� was also found at the low-
est tested frequencies in a study by Schlundt et al. �2007�.

The authors attribute this to the fact that low frequency SAM
stimuli are not especially effective at evoking ASSRs due to
mechanical properties of the inner ear. Some effort should be
put into resolving the problem of estimating hearing at low
frequencies in future electrophysiological assessments of
hearing in pinnipeds. The use of frequency-specific stimuli,
such as trains of repeated tone bursts, which elicit higher-
amplitude ASSRs than those elicited by SAM tone stimuli
�Supin and Popov, 2007� and improved methods of extract-
ing electrophysiological signals from noise, such as weighted
averaging of epochs �Elberling and Wahlgreen, 1985�, may
allow for higher ASSR signal-to-noise ratios at low frequen-
cies. Specially constructed, sound-attenuating testing envi-
ronments for electrophysiological hearing procedures can ad-
ditionally help by reducing the potential for auditory
masking.

The use of different transducers �i.e., speakers in a direct
field vs. headphones in the psychophysical and the ASSR
experiments, respectively� presents a potential problem when
comparing psychophysical and electrophysiological thresh-
olds. A comparison of free-field aerial hearing thresholds and
circumaural headphone thresholds in a pinniped species, the
harbor seal �Phoca vitulina� �Holt et al., 2001�, failed to
show any marked differences �although differences in head
and ear structure between the harbor seal and the Steller sea
lion should be noted�. Large transducer-dependent threshold
differences in our comparison thus seem unlikely, and in any
case, the demonstration that the ASSR method provided a
reasonable estimate of behavioral hearing sensitivity is of
main importance.

The two-month time period required to obtain a reliable
psychophysical audiogram demonstrates the utility of con-
ducting psychological testing with stranded marine mammals
who are housed in captive research facilities �see Nachtigall
et al., 2008b�. In situations where the training of subjects is
not feasible, ASSR methods may efficiently predict features
of the audiogram such as range of best sensitivity and upper-
frequency cutoff. One relevant application of ASSR methods
is the detection of age-related hearing loss at the high-
frequency end of the audiogram, which has been previously
demonstrated in a California sea lion subject �Schusterman
et al., 2002�. Additionally, the underwater and aerial upper-
frequency limits of hearing in otariids appear to occur at
similar frequencies �Schusterman et al., 1975; Moore and
Schusterman, 1987; Babushina et al., 1991; Hemilä et al.,
2006�, therefore, ASSR measurements of aerial hearing sen-
sitivity may be of use in estimating otariid underwater audio-
grams.

B. Comparative otariid hearing

Although somewhat elevated above the absolute sensi-
tivities of terrestrial carnivores �see Fay, 1988�, the psycho-
physical hearing thresholds in the region of best hearing in-
dicate acute aerial sensitivity in the Steller sea lion. The
absolute sensitivities and frequency range of hearing of the
Steller sea lion are especially similar to those of the Califor-
nia sea lion and northern fur seal. The close correspondence
of these three species is remarkable, as the northern fur seal

FIG. 5. A comparison of aerial hearing sensitivity measured using psycho-
physical and ASSR methods with the same juvenile male Steller sea lion.
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is the most evolutionarily distinct of the living otariid spe-
cies, belonging to the monophyletic group that diverged from
all other extant otariid species more than 5 million years ago
�see Heyning and Lento, 2002�. It is therefore a reasonable
assumption that the common ancestor of all extant otariids
possessed hearing characteristics similar to the California
and Steller sea lions and the northern fur seal, and that all
extant otariids form a functional hearing group with similar
aerial hearing characteristics. Further testing of a fur seal
representing the Arctocephalus genus �for which no hearing
data are currently available� would help to confirm the uni-
formity of otariid aerial hearing.

A feature similar to the decrease in sensitivity at 2 kHz
relative to 1 kHz in the Steller sea lion audiogram is also
present in audiograms for the two previously tested otariid
species, the northern fur seal, and the California sea lion
�Moore and Schusterman, 1987�, as well as a phocid species,
the harbor seal �Møhl, 1968�. Noting the relationship be-
tween resonance frequency and the length of the human ex-
ternal auditory meatus found by Wiener and Ross �1946�,
Møhl suggested than an increase in sensitivity at 2 kHz in the
harbor seal audiogram is a result of quarter length resonance
in an external auditory meatus with an estimated length of
50–60 mm. It is conceivable that resonant properties of outer
and/or middle ear structures could result in the “notches” of
increased or decreased sensitivity in the mid-frequency re-
gion of otariid audiograms. The underwater audiograms of
the otariids do not display such notches �Schusterman et al.,
1975; Moore and Schusterman, 1987; Babushina et al., 1991;
Kastelein et al., 2005�. This is congruent with the suggestion
that these features are not cochlear in origin, but rather re-
lated to differences in the conformation of the outer and/or
middle ear in aerial and underwater environments. Further
description of the outer and middle ear structures of pinni-
peds and their conformations, both in air and under water,
would be of use in confirming this hypothesis.

The similarity of the aerial hearing capabilities in otari-
ids is applicable in validating criteria designed to mitigate
the impacts of anthropogenic noise in marine environments.
For example, Southall et al. �2007� have generated
M-weighting curves that are qualitatively similar to the A
and C weighting functions used in human noise exposure
regulation �see Kryter, 1994�. M-weighting functions for a
number of marine mammal functional hearing categories
�e.g., high-frequency cetaceans, pinnipeds in air� are based
on the audiograms of marine mammal species, and are de-
signed to estimate the effects of anthropogenic noise as a
function of noise amplitude and spectral characteristics. For
example, a “pinniped in air” M-weighting function effec-
tively eliminates frequency components below 50 Hz and
above 50 kHz, as sound beyond these limits falls outside of
the aerial hearing range of every tested pinniped species. Our
findings suggest that the “pinniped in air” M-weighting func-
tion can be appropriately extrapolated to all otariids in con-
servatively estimating the effects of aerial anthropogenic
noise.

Comparison of the aerial and underwater hearing capa-
bilities determined for the Steller sea lion lend weight to the
notion that otariid hearing is well adapted for aerial function

�Kastak and Schusterman, 1998; Schusterman et al., 2000�.
When comparisons are made based on acoustic pressure
�which Kastak and Schusterman concluded to be the relevant
metric of comparison for pinnipeds�, the Steller sea lion’s
hearing is 30–50 dB better in air throughout the range of best
sensitivity. Threshold comparisons, based on estimated
sound intensity, would suggest that auditory sensitivity is
essentially similar in air and under water at all, except for the
highest frequencies in the hearing range of the Steller sea
lion. When either sound pressure or estimated intensity is
used as the metric of comparison, it appears that adaptations
of the otariid ear for underwater function, such as modifica-
tions of osseous structures in the skull, cavernous tissue in
the middle ear, and diminished tympanic membrane size
relative to the oval window �Odend’hal and Poulter, 1966;
Repenning, 1972� have resulted in a only a relatively small
loss of aerial sensitivity relative to terrestrial carnivores.

A few caveats must be noted in the comparison of the
aerial thresholds from the Steller sea lion in this study with
the underwater thresholds reported by Kastelein et al.
�2005�. The comparisons were not made using the same sub-
ject or testing configuration, and the possibility exists that
some of the differences between thresholds are based on
inter-individual or methodological differences. Second, we
have calculated intensity based on sound propagation in a
free field, an assumption that is probably not valid for testing
environments such as the small pool used by Kastelein et al.
�2005�.

The acute aerial hearing capabilities of the Steller sea
lion should be considered in the context of the perception of
vocal signals. The majority of Steller sea lion vocalizations
have energy mainly below 3 kHz �Schusterman et al., 1970;
Campbell et al., 2002; Park et al., 2006�. Although Steller
sea lions appear to have good aerial hearing sensitivity
within a wide range of frequencies between 1 kHz and 20
kHz, they are relatively insensitive below 1 kHz, where the
dominant energy in many of their vocalizations occurs. Thus,
the region of best hearing sensitivity in this species is not
correlated with the dominant frequencies of vocalization.
Harmonic components in the calls of Steller sea lions can
extend to the mid-frequencies �Park et al., 2006� where this
species is especially sensitive, and these spectral components
may be especially important in a Steller sea lion’s perception
of vocalizations by conspecifics. Future work including play-
back studies, field measurement of vocalization parameters,
and psychophysical studies with captive subjects will pro-
vide insight on the relationship between the physical charac-
teristics of vocal signals and detection and recognition by
otariid species.
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ACOUSTICAL NEWS
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Calendar of Meetings and Congresses
Compiled by the Information Service of the International Commission

for Acoustics

2010
19–23 April Baltimore, MD, USA. Joint meeting: 159th Meeting

of the Acoustical Society of America and Noise-Con
2010. http://asa.aip.org/meetings.html

27–30 April Ghent, Belgium. Institute of Acoustics/Belgian
Acoustical Association Joint Meeting.
http://www.ioa.org.uk/viewupcoming.asp

6–7 May Paris, France. 2nd International Symposium on
Ambisonics and Spherical Acoustics.
http://ambisonics10.ircam.fr

10–12 May Bergen, Norway. Baltic-Nordic Acoustics Meeting
2010. E-mail: sanordby@norsonic.com

9–11 June Aalborg, Denmark. 14th Conference on Low
Frequency Noise and Vibration. http://
lowfrequency2010.org

13–16 June Lisbon, Portugal. INTERNOISE2010. http://
www.internoise2010.org

5–9 July Istanbul, Turkey. 10th European Conference on
Underwater Acoustics. http://ecua-2010-istanbul.org

18–22 July Cairo, Egypt. 17th International Congress on Sound
and Vibration �ICSV17�. http://www.icsv17.org

23–27 August Sydney, Australia. International Congress on
Acoustics 2010. http://www.ica2010sydney.org

23–27 August Seattle, USA. 11tth International Conference on
Music Perception and Cognition.

29–31 August Melbourne, Australia. International Symposium on
Room Acoustics�ISRA2010�.
http://www.isra2010.org

14–18 September Kyoto, Japan. 5th Animal Sonar Symposium.
http://cse.fra.affrc.go.jp/akamatsu/AnimalSonar.html

15–18 September Ljubljania, Slovenia. Alps-Adria-Acoustics
Association Meeting joint with EAA. E-mail:
mirko.cudina@fs.uni-lj.si

20–22 September Leuven, Belgium, International Conference on
Noise and Vibration Engineering �ISMA2010�,
http://www.isma-isaac.be

26–30 September Makuhari, Japan. Interspeech 2010—ICSLP.
http://www.interspeech2010.org

11–14 October San Diego, Cal. USA. IEEE 2010 Ultrasonics
Symposium. E-mail: b.potter@vectron.com

14–16 October Niagara-on-the Lake, Ont., Canada. Acoustics Week
in Canada. http://caa-aca.ca/E/index.html

11–14 October San Diego, California, USA. IEEE 2010 Ultrasonics
Symposium. E-mail: bpotter@vectron.com

13–15 October Leon, Spain. 41st Spanish Congress of Acoustics
and 6th Iberian Acoustics Congress.
http://www.sea-acustica.es

18–22 October Nagahama, Japan. 10th International Workshop on
Railway Noise �IWRN10�. http://www.rtri.or.jp/
IWRN10/first.announcement.html

15–19 November Cancún, Mexico. 2nd Pan-American Meeting on
Acoustics http://asa.aip.org/meetings.html

Oleg Lobkis—For contributions to
diffuse-wave ultrasonics

Paul E. Nachtigall—For contributions
to marine mammal acoustics

Peter J. Stein—For contributions to
ocean acoustic instrumentation
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2011
22–27 May Prague, Czech Republic. International Conference

on Acoustics, Speech, and Signal Processing �IEEE
ICASSP 2011�. http://www.icassp2011.com

23–27 May Seattle, WA, USA. 160th meeting of the Acoustical
Society of America. http://asa.aip.org/meetings.html

27 June–1 July Aalborg, Denmark. Forum Acusticum 2011.
http://www.fa2011.org

24–28 July Tokyo, Japan. 19th International Symposium on
Nonlinear Acoustics �ISNA 19�.
http://www.isna19.com

27–31 August Florence, Italy. Interspeech 2011.
http://www.interspeech2011.org

4–7 September Osaka, Japan. Internoise 2011.
http://www.internoise2011.com

5–8 September Gdansk, Poland. International Congress on
Ultrasonics. http://icu2011.ug.edu.pl/index.html

2012
20–25 March Kyoto, Japan. IEEE International Conference on

Acoustics, Speech, and Signal Processing.
http://www.icssp2012.com

2013
26–31 March Vancouver, Canada. 2013 IEEE International

Conference on Acoustics, Speech, and Signal
Processing �ICASSP�. http://www.icassp2013.com

2–7 June Montréal, Canada. 21st International Congress on
Acoustics �ICA 2013�.
http://www.ica2013montreal.org
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REVIEWS OF ACOUSTICAL PATENTS
Sean A. Fulop
Dept. of Linguistics, PB92
California State University Fresno
5245 N. Backer Ave., Fresno, California 93740

Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
JOHN ERDREICH, Ostergaard Acoustical Associates, 200 Executive Drive, West Orange, New Jersey 07052
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Department of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14627

7,603,866

43.35.Ud THERMOACOUSTIC APPARATUS

Yoshiaki Watanabe and Shinichi Sakamoto, assignors to The
Doshisha

20 October 2009 (Class 62/6); filed in Japan 26 March 2004

This patent discloses the use of thermoacoustic effects to pump heat
from a cold body to a warmer one, i.e., to make a refrigerator that uses only
a gaseous medium as its moving part. The apparatus consists of two vertical
pipes, joined into a loop at the top and bottom as shown in the figure. Heat
applied to the stack 3a on the lower left initiates an oscillation in the gas
loop inside the pipes. The oscillation carries over into the right-hand vertical
pipe, where it forces gas to shuttle through stack 3b on the upper right. The

oscillatory motion of the gas, in conjunction with thermal and viscous pen-
etration depth effects, causes the gas to pump heat from the bottom end 7 of
stack 3b, where refrigeration occurs, to the bottom end 5 of stack 3a. The
authors claim that the system will auto-excite, but mention that a loud-
speaker or other source of sound can be used to speed up the initiation of the
process. All of this has been described elsewhere in the literature, and is not

particularly novel. Their principal claim for novelty lies in the use of two
different gases to facilitate starting up the refrigerator. In the patent, the
gases are introduced sequentially at the top of the loop via valve 9b, first
helium to start the oscillation quickly, then argon to increase the cooling
power.—JAH

7,471,028

43.35.Zc LIQUID EJECTION HEAD AND IMAGE
FORMING APPARATUS

Sho Onozawa, assignor to Fujifilm Corporation
30 December 2008 (Class 310/313 R); filed in Japan 7 June 2006

Surface acoustic wave �SAW� ink ejection head 10 having reduced
heat generation is claimed. Several SAW generators 30 project a SAW �dot-
ted arrows� into substrate 16. SAW generators 30 are disposed in a circle

around pedestal 18, resulting in a converging SAW pattern around the ped-
estal 18A. SAWs are launched from interface 12 into the surface of ink 14
which propel that fluid �arrow trail� to converge toward tip 18B. The ampli-
tude 32 of the fluid SAW near tip 18B increases to the extent that droplet �O�
is ejected outward. Several ejection heads 10, activated by a graphics con-
troller �not shown�, can be assembled in an array to form a graphics printer
head.—AJC
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7,602,267

43.38.Ar MEMS ACTUATOR AND RELAY WITH
HORIZONTAL ACTUATION

Trevor Niblock et al., assignors to National Semiconductor
Corporation

13 October 2009 (Class 335/78); filed 25 May 2007

People have been trying to miniaturize the relay for decades, and the
microelectronic mechanical systems �MEMS� community has, for at least
20 years, been plagued by an inability to improve upon what has been done
using plain old wires and silicon steel, especially for currents of more than
milliamperes. This patent shows how it can be done using CMOS-
compatible MEMS techniques, and why it probably would not be. In a

technical tour-de-force, the authors describe all of the steps necessary to
fabricate a miniature relay out of copper, steel, gold and silicon. The result-
ing device �see figure� looks simple, but takes many deposition steps and
results in a device that takes 20 mA at 2.5 V to operate. In return, one gets
the excellent control-to-signal isolation of a mechanical relay with a little bit
of speed increase. We will wait to see who starts producing this.—JAH

7,582,191

43.38.Dv PROCESS FOR PRODUCING
LOUDSPEAKER DIAPHRAGM, LOUDSPEAKER
DIAPHRAGM PRODUCED BY THE PROCESS, AND
LOUDSPEAKER WITH THE DIAPHRAGM

Takashi Suzuki and Shinya Mizone, assignors to Panasonic
Corporation

1 September 2009 (Class 162/218); filed in Japan 22 March 2005

To reduce the variation in pulp deposition and pulp fiber orientation in
the manufacture of paper loudspeaker cones, pulp-making bath 21 is set in

circular motion, or a “vortex” as described in the patent, by water nozzle 28
or by small plates that rotate around axis A1. The paper cone is formed on
mold 22 when valve 27 of drain pipe 26 is opened. The vortex is assumed to
impose a more uniform flow and therefore more uniform cones.—NAS

7,475,598

43.38.Fx ELECTROMECHANICAL FORCE
TRANSDUCER

Mark William Starnes et al., assignors to New Transducers
Limited

13 January 2009 (Class 73/778); filed in United Kingdom 11
September 2003

Cell phone loudspeaker electromechanical force transducer 1 is
claimed. A low stiffness plastic foam material �not shown� to damp reso-
nance modes is fitted between piezoelectric beams 2 and 3, driven as a

distributed mode actuator. Beams 2 and 3 connect to stub 6 having foot 12
of length L that transmits a linear force and a bending moment to cell phone
case 5, driving it as a loudspeaker.—AJC

7,602,105

43.38.Fx PIEZOELECTRICALLY ACTUATED
ULTRANANOCRYSTALLINE DIAMOND TIP ARRAY
INTEGRATED WITH FERROELECTRIC OR
PHASE CHANGE MEDIA FOR HIGH-DENSITY
MEMORY

Orlando H. Auciello, assignor to UChicago Argonne, LLC
13 October 2009 (Class 310/324); filed 24 April 2007

This patent affords an interesting glimpse of new approaches to data
storage. The author describes an approach to data storage in a “phase change
medium” such as lead zirconate titanate. There are actually two methods
discussed here, one involving a change in the polarization state of the ma-
terial and the other involving a change in the resistivity of the material
�evidently not lead zirconate titanate in this case�. In either case, the process
of storing the digital bits proceeds by using ultrananocrystalline diamond
tips 44 �hence the tongue-twisting title of the patent� to contact the phase
change medium at points that are addressed in �x ,y� fashion by a crossed

array of electrodes 40. The tip is driven downward by the action of piezo-
electric backing 28, thus allowing current to pass from the tip to the con-
ducting layer 20, which is presumably grounded. The local heating or volt-
age difference �depending on the case as discussed above� induces the
desired phase change. Little space is given to discussion of how the bits are
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actually read out. Speeds of nanoseconds per read/write of a bit are men-
tioned, but no speed claims are given.—JAH

7,601,763

43.38.Ja DIAPHRAGM FOR SPEAKER AND
MANUFACTURING METHOD THEREOF

Satoshi Hachiya et al., assignors to Pioneer Corporation
13 October 2009 (Class 521/142); filed in Japan 27 September 2005

Loudspeaker cones can be made of acrylic foam, but in its usual for-
mulation the material readily absorbs moisture, making it unsuitable for use

in humid environments. This patent describes alternative formulas that offer
comparable compressive strength but much less water absorption. Although
the patent claims are restricted to “a diaphragm for a speaker,” there is no
information about acoustical performance.—GLA

7,607,512

43.38.Ja SPEAKER ASSEMBLY FOR A
STRUCTURAL POLE AND A METHOD FOR
MOUNTING SAME

Ronald Paul Harwood, Farmington Hills, Michigan
27 October 2009 (Class 181/148); filed 23 August 2005

What seems to be patented here is not the idea of mounting a loud-
speaker to the banner brackets of a pole, but rather the idea of designing a

loudspeaker for the specific purpose of mounting it to the banner brackets of

a pole. Novel features? Well, the housing is “elongated” and its height is
“sized to match a height of a banner of the structural pole.” Pretty exciting
stuff.—GLA

7,610,991

43.38.Ja SPEAKER AND METHOD OF OUTPUTTING
ACOUSTIC SOUND

Nobukazu Suzuki et al., assignors to Sony Corporation
3 November 2009 (Class 181/153); filed in Japan 9 February 2006

In this invention, Sony’s cylindrical glass tweeter is combined with a

woofer to form a full-range loudspeaker system. Glass cylinder 102 is
driven by magnetostrictive transducers 103. In one embodiment, the cylin-
der is divided by interior partitions so that two or more radiating areas can
reproduce different signals. The cylinder is mounted to base assembly 101
which houses upward-firing woofer 104. The proportions of the illustration
are not to scale; in reality the cylinder is about 1 m high but only
50–100 mm in diameter.—GLA

7,574,005

43.38.Md HOWLING FREQUENCY COMPONENT
EMPHASIS METHOD AND APPARATUS

Mikio Tohyama et al., assignors to Yamaha Corporation
11 August 2009 (Class 381/66); filed in Japan 30 March 2004

A method of detecting feedback that emphasizes the “howling frequen-
cies,” since they are said to exhibit a “transition in same phase,” is used to
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determine the pole �or poles� in the resulting transfer function. This infor-
mation is then used to adjust adaptive filter sections.—NAS

7,603,080

43.38.Md MULTIPLE CHANNEL WIRELESS
COMMUNICATION SYSTEM

Lawrence Richenstein, Brookville, New York et al.
13 October 2009 (Class 455/3.06); filed 12 April 2006

This is an update of earlier U.S. Patent No. 7,076,204, and it is still
difficult to figure out exactly what has been patented. On the one hand,
preferred embodiments are described in great detail. On the other hand, the

patent claims are much more general, setting forth a wireless headphone
device or wireless headphone system that allows the user to select a desired
program channel from a number of multiplexed audio streams. The basic
description and most of the patent claims might just as well refer to any one
of many available wireless translation systems.—GLA

7,613,306

43.38.Md AUDIO ENCODER AND AUDIO DECODER

Shuji Miyasaka et al., assignors to Panasonic Corporation
3 November 2009 (Class 381/22); filed in Japan 25 February 2004

The patent explains that MPEG-2 audio files include two sets of en-
coded information. The first is a stereo program downmixed from an origi-
nal multi-channel source. The second contains additional information re-
quired to restore the full multi-channel program. In this way, an inexpensive

playback device can simply decode the stereo information and ignore the
second bitstream. Unfortunately, a number of additional operations must be
carried out to keep track of which is which. An improved system is proposed
which includes code size information in the header section.—GLA

7,605,686

43.38.Si ALERTING SYSTEM FOR A
COMMUNICATION DEVICE

Salomon Serfaty et al., assignors to Motorola, Incorporated
20 October 2009 (Class 340/384.73); filed 16 November 2006

Most legal documents use well established terms and syntax to avoid
ambiguity. In patents, however, the goal may be just the opposite, and this

patent is a good example. Here, an overabundance of simple, everyday
words are combined to form a shimmering image that never quite comes

into focus. We have “a plurality of operating modes.” We have “an electro-
mechanical switch.” We have “a transducer for transforming electrical im-
pulses into vibrations and for transforming vibrations into electrical im-
pulses.” In one notable paragraph, more than 400 words are used to define
an ordinary push-to-talk switch. The actual invention appears to be a com-
munications device �mobile phone, two-way radio, etc.� in which a single
audio transducer is used as both a microphone and a loudspeaker. This is
well-established prior art. The novel feature is that the transducer motor is
mechanically coupled to one membrane 104 when talking �microphone� and
to a different membrane 102 when listening �earphone�.—GLA

7,605,862

43.38.Si APPARATUS FOR A PORTABLE
ELECTRONIC DEVICE

Chuan-Kung Hou, Yonghe City, Taipei County 234, Taiwan
20 October 2009 (Class 348/373); filed 20 January 2004

A cellular telephone or hand-held computer may include a camera, and

the camera may be mounted in a cylindrical cavity as shown. If so, and if the
cavity has unused space available, then it can also house a miniature loud-
speaker. That is the substance of this patent.—GLA
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7,606,382

43.38.Si BTE/CIC AUDITORY DEVICE AND
MODULAR CONNECTOR SYSTEM THEREFOR

Jim Feeley and Mike Feeley, assignors to Hear-Wear Technologies
LLC

20 October 2009 (Class 381/330); filed 17 November 2006

A variety of behind-the-ear electronic devices 30 can be combined

with an in-canal receiver 10. The two are connected by plug-in cord 20. The
objective is to create a custom auditory device from a selection of modular
components.—GLA

7,606,386

43.38.Si VIBRATION ACTUATOR

Dae Lyun Kang et al., assignors to Samsung Electro-Mechanics
Company, Limited

20 October 2009 (Class 381/396); filed in Republic of Korea 4
February 2005

The illustration shows a typical loudspeaker/vibrator used in cellular
phones. At audio frequencies voice coil 4 drives diaphragm 3 as a normal

miniature loudspeaker. However, the entire motor structure is resiliently
suspended and can be driven at its resonance frequency to generate tactile
vibrations instead of sound. The resilient suspension is a stamped metal
spider 5. This patent teaches that such a suspension is prone to fatigue, and
that its stiffness is difficult to control. A coil spring is said to be a better
choice. Numerous practical embodiments are disclosed in the patent.—GLA

7,609,844

43.38.Si NOISE ATTENUATING HEADSET

Wayne Lederer, Atlantic Beach, New York
27 October 2009 (Class 381/380); filed 7 September 2007

This patent explains that magnetic resonance imaging rooms can be

very noisy, requiring operators to communicate through noise-attenuating

headsets. At the same time, all equipment in the vicinity of the machine
must be non-magnetic. To meet these requirements, the inventor proposes a
stethoscope-type headset made of non-magnetic components. A non-
magnetic microphone may also be included. Any questions?.—GLA

7,613,315

43.38.Si CONFIGURABLE HEADSET

Peter Vestergaard Vaerum et al., assignors to Sennheiser
Communications A/S

3 November 2009 (Class 381/381); filed in the European Patent
Office 4 March 2005

This over-the-ear headset includes a number of features intended to
improve user comfort and provide better operation. The speaker unit 15 is

pivoted and has a detachable peripheral band 4 chosen to match the size of
the user’s ear. Once the proper band is installed, the headset can be worn on
either ear.—GLA

7,606,377

43.38.Vk METHOD AND SYSTEM FOR SURROUND
SOUND BEAM-FORMING USING VERTICALLY
DISPLACED DRIVERS

John L. Melanson, assignor to Cirrus Logic, Incorporated
20 October 2009 (Class 381/97); filed 31 May 2006

This patent is a continuation of U.S. Patent No. 7,545,946 filed in
2006. Assume that the illustration shows the left speaker system of a stereo
pair. The cabinet houses two speakers stacked vertically. �Additional woof-
ers and tweeters are included in some variants.� In the range from about
200 Hz to 2 kHz, both speakers reproduce the front-left channel essentially
in-phase, although delay can be used to tilt the in-phase axis slightly up or
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down. In the same frequency range, the two speakers reproduce the
surround-left channel in reverse polarity, producing a null along the listening

axis. Thus, scattered room reflections are used to convey surround informa-
tion. Although the vertical array seems counterintuitive, it enables two cabi-
nets to reproduce front-left, front-right, surround-left, and surround-right
channels with appropriate localization. The method has no effect on the
center channel, which may be a phantom center or a discrete loudspeaker.—
GLA

7,606,380

43.38.Vk METHOD AND SYSTEM FOR SOUND
BEAM-FORMING USING INTERNAL DEVICE
SPEAKERS IN CONJUNCTION WITH EXTERNAL
SPEAKERS

John L. Melanson, assignor to Cirrus Logic, Incorporated
20 October 2009 (Class 381/300); filed 28 April 2006

This is a companion patent to U.S. Patent No. 7,606,377 and is based
on the same two-source array geometry. In this case, however, additional
speakers and electronics are combined with existing internal speakers of a

television receiver to create the beam-forming arrays. Obviously, one could
just as easily augment existing freestanding speakers, but that application
seems to be carefully avoided in the patent claims.—GLA

7,578,603

43.38.Yn ACOUSTIC WAVE INDUCED LIGHT
EMITTING GOLF BALL

Chang-Hsiu Huang, Pusin Township, Changhua County 513 and
Wei-Lung Chou, Sanchong City, Taipei County 241, both of
Taiwan

25 August 2009 (Class 362/276); filed 10 August 2007

Battery powered light emitting device 30 is encapsulated within a
transparent golf ball 10. Encapsulating material 41 cures at room tempera-

ture, thereby avoiding potential damage from thermoset or similar materials
heretofore used in this part of the light emitting golf ball. The “acoustic

wave” transducer is a piezoelectric button, opposed to a spring in a hollow
tube switch, which triggers a controller that flashes one or more light-
emitting diodes. Your reviewer speculates that this type of ball may be used
when playing golf at night.—NAS

7,468,085

43.40.Qi SYSTEM AND METHOD FOR CLEANING A
FILTER

John D. Goddard, assignor to Caterpillar Incorporated
23 December 2008 (Class 55/385.3); filed 19 December 2005

A sonic method 10 to aid the clean-out of a diesel engine exhaust gas
particulate filter is claimed. Sound source 14 projects intense sound of any
suitable frequency into particulate filter 30. Exhaust gas from engine 18
passes through manifold 20 through normally open valve 24, into filtering

device 12, through particulate filter 30, and through valves 38 and 40 and
exhaust pipe 52. Filter 30 may contain catalysts and any other material
capable of removing pollutants such as soot, NOx, sulfur compounds, etc.
When clean-out is required, sound source 14 is activated to shake loose
particulate matter that is then swept out or carried away by a fast moving
gas stream. Several sweep-out strategies with and without the engine run-
ning are described.—AJC

7,252,157

43.40.Tm POWER TOOL

Yonosuke Aoki, assignor to Makita Corporation
7 August 2007 (Class 173/162.2); filed in Japan 1 April 2003

In this power hammer, a striker weight is made to reciprocate in the
axial direction of the tool bit, causing that bit to reciprocate. The pressure in
the striker housing is used to make a dynamic balancing weight move op-
posite to the striker, thus reducing the net force transmitted to the tool’s
handle.—EEU
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7,575,523

43.40.Tm GOLF CLUB HEAD

Masatoshi Yokota, assignor to SRI Sports Limited
18 August 2009 (Class 473/332); filed in Japan 10 January 2006

Damper 3 can be made from various and sundry materials, or a com-
bination of materials with different damping characteristics, so that the vi-

bration damping of club face plate 2A can be varied per the duffer’s pref-
erence. The design of socket portion 4A and main portion 4B of hole 4 are
said to be designed to fully ensure that the damper does not loosen with
use.—NAS

7,600,945

43.40.Tm VACUUM FORMED CLADDING

Alan Burgess, assignor to Trelleborg CRP Limited
13 October 2009 (Class 405/216); filed in United Kingdom 12

September 2003

This patent pertains to spiral strakes that are to be attached to under-
water pipes or cables in order to suppress vortex shedding and thereby to
reduce vibrations induced in these structures. The strakes according to this
patent are provided in part-tubular portions that can be placed around a
tubular member and interconnected. This patent suggests polyethylene as a
suitable material; it can be thermoformed in multiple layers and has a den-
sity similar to that of water, so that the strake assemblies are nearly neutrally
buoyant.—EEU

7,604,259

43.40.Tm DAMPER ROOT RING

Dale O. Cipra, assignor to Pratt & Whitney Rocketdyne,
Incorporated

20 October 2009 (Class 285/226); filed 15 August 2007

Flow-induced vibrations in a bellows-type expansion joint are sup-
pressed by means of damper rings 14 that fit into the root regions on the

exterior of the bellows. The rings are hollow and filled with a damping

medium 16, which may consist of fluids and/or particles.—EEU

7,613,540

43.40.Vn METHOD AND SYSTEM FOR VIBRATION
AVOIDANCE FOR AUTOMATED MACHINERY

Francis Joseph Testa, assignor to Teknic, Incorporated
3 November 2009 (Class 700/187); filed 4 May 2007

It is desirable that machine elements in automatic machinery execute
specific motions accurately and rapidly. As such elements are made to move,
they are subject to vibrations, predominantly at their natural frequencies,
and thus perform suboptimally. Suppression of vibrations at these frequen-
cies can be accomplished by means of active control systems, but these
change the motion of the elements. The present patent deals with reduction
of the undesirable vibrations by adjustment of the motion time histories so
that forcing at the offending frequencies is minimized. The motion history is
developed in terms of a series of concatenated polynomial segments that are
adjusted via an optimizing engine.—EEU

7,469,603

43.40.Yq ANGULAR VELOCITY DETECTOR,
METHOD OF DETECTION OF ANGULAR
VELOCITIES USING ANGULAR VELOCITY
DETECTOR, AND METHOD OF FABRICATING
ANGULAR VELOCITY DETECTOR

Masaya Nagata et al., assignors to Sony Corporation
30 December 2008 (Class 73/862.325); filed in Japan 20 October

2003

A miniature angular velocity sensor that is sensitive on two axes is
claimed. Angular rotation of the sensor causes Coriolis perturbations of a
vibrating slotted plate which in turn vary the capacitances between selected
segments and a fixed element.—AJC

7,465,151

43.50.Gf SHOCK-ABSORBENT STRUCTURE OF
SERIALLY-CONNECTED FANS

Alex Hong and Ming Chien Wu, assignors to Sunonwealth Electric
Machine Industry Company, Limited

16 December 2008 (Class 415/119); filed in Taiwan 4 July 2006

A coupled fan vibration resonance reduction method is claimed. Cool-

ing fans 10-10, rotating, respectively, at 14 000 and 15 000 rpm �233–
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250 Hz�, are normally attached together at faces 13 to double the air static
pressure created with small air flows. Case vibration at 9 mm /s vibration
velocity was found to occur. Addition of rubber or foam material 20 re-
ceived in shallow depression 21 reduced the case vibration to 3 mm /s. This
resulted in reduced system noise and should provide longer life of the fan
and the cooled equipment. A ring of rubber or foam material at the rim
outside ribs 14 serves the same purpose.—AJC

7,470,108

43.50.Gf AXIAL FLOW FAN

Masanori Watanabe et al., assignors to Japan Servo Company,
Limited

30 December 2008 (Class 415/207); filed in Japan 20 April 2004

Refrigerator freezer air circulation fan 4 having reduced noise and

vibration is claimed. Inlet and outlet fairings are added. Air approach and
departure angles are tailored for reduced air noise. Support spider legs 5 are
canted to reduce the amplitude of the wake interference blade passage pres-
sure pulse. Motor vibration transmission to the frame is reduced by pads
16.—AJC

7,476,079

43.50.Gf LOW-NOISE HVAC BLOWER ASSEMBLY

Eric Raymond Bartlett, assignor to Continental Automotive
Systems US, Incorporated

13 January 2009 (Class 415/203); filed 5 May 2006

A quieter and more efficient automobile centrifugal blower is claimed.

Fan rotor 12 rotating on axis B is improved with extension 26 to extend
beyond discharge cavity 18–20 to reduce air recirculation and fan noise.—
AJC

7,613,307

43.50.Ki ACTIVE SOUND REDUCTION APPARATUS
AND ACTIVE NOISE INSULATION WALL HAVING
SAME

Keizo Ohnishi et al., assignors to Mitsubishi Heavy Industries,
Limited

3 November 2009 (Class 381/71.1); filed in Japan 21 April 2000

The gist of this patent is a theme and variations. The theme is an active
noise cancellation device on top of a barrier to cancel sound waves as they
diffract over the barrier. The variations aim to expand the frequency range
and reach of the cancellation devices by increasing the number of active
control cells, by adding a “sound tube,” by spacing several rows of active

controls at varying distances from each other, by adding absorptive materi-
als, by shifting the angle of the apparatus, and so on and so forth.—CJR

7,612,635

43.58.Kr MEMS ACOUSTIC FILTER AND
FABRICATION OF THE SAME

Yongli Huang, assignor to Kolo Technologies, Incorporated
3 November 2009 (Class 333/186); filed 3 August 2006

The author discloses a set of ideas involving the application of capaci-
tive micromachined ultrasonic transducers to problems of impedance match-
ing of transducers to media and coupling of acoustic filter elements to each

other. The structures discussed here are targeted for megahertz frequencies,
probably useful in medical ultrasound and nondestructive evaluation of ma-
terials. The basic theme is that the impedance of a block of silicon �700a or
700b in the figure� can be controlled by dividing it up into an array of
rectilinear voids, which can be readily fabricated by micromachining tech-
niques. These blocks can be cascaded as shown to make filters, or used to
impedance match transducers to media. The author claims further benefits
can be obtained by cascading such elements in silicon using other microma-
chining techniques and by utilizing the medium as a distribution bus for
multiplexing signals to other devices. There is not much in the way of
analysis offered to justify the complexity of such a structure; with all of the
junctions and internal structure, one suspects they would be plagued by
parasitic resonances of various types.—JAH
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7,578,200

43.60.Cg METHOD AND APPARATUS FOR
MEASURING PAPER SAMPLE STIFFNESS

Denys Leveugle and Patrick Legrand, assignors to Georgia-Pacific
France

25 August 2009 (Class 73/801); filed in France 31 May 2006

A method for measuring the rigidity of paper and other products made

from cellulose fibers wherein the paper is torn and a digitized sound record-
ing is made during the tearing process is then analyzed to determine the
percentage of time during which characteristic frequencies are present dur-
ing the tearing process. It has been found that this percentage correlates well
with rigidity.—NAS

7,602,928

43.66.Ts TELEPHONE WITH INTEGRATED
HEARING AID

Barbara Moo and Doree Duncan Seligmann, assignors to Avaya
Incorporated

13 October 2009 (Class 381/315); filed 1 July 2002

Only three very general claims cover forming an audio signal to drive

the hearing aid speaker based on the outputs of two microphones mixed with
a received electromagnetic signal �from an antenna�. The output of one of
the microphones is transmitted �by the antenna� to pick up the user’s voice
during a telephone call. The system automatically adjusts the mixing ratio
depending on whether or not the user is engaged in a telephone call.—DAP

7,602,930

43.66.Ts POWER-SAVING MODE FOR HEARING
AIDS

Thomas Kasztelan, assignor to Siemens Audiologische Technik
GmbH

13 October 2009 (Class 381/323); filed in Germany 30 July 2004

To conserve power, the charge status of the voltage source for the
hearing aid is checked, and the low-frequency response of the hearing aid is
adjusted accordingly. If the voltage source output voltage drops below a
series of threshold values, the low-frequency response is attenuated in stages
related to the threshold values by shifting a low-frequency cutoff to higher
frequencies.—DAP

7,605,812

43.66.Ts INTELLIGENT MODELING METHOD AND
SYSTEM FOR EARMOLD SHELL AND
HEARING AID DESIGN

Fred McBagonluri and Joerg Bindner, assignors to Siemens
Aktiengesellschaft

20 October 2009 (Class 345/420); filed 19 December 2006

This patent recommends combining into one knowledge-based auto-
matic system the two separate software processes typically used for hearing

aid earmold shell design: detailing the earmold impression to the selected
shell type and optimizing the shell model to add features and fit components.
If a database query determines that a stored shell model matches the new
undetailed shell model or one or more of the extracted features, previously
stored rules are used. If no match is found, generalized binaural modeling
rules are used to create the hearing aid shell.—DAP

7,609,259

43.66.Ts SYSTEM AND METHOD FOR
PERFORMING A SELECTIVE FILL FOR A HEARING
AID SHELL

Fred McBagonluri et al., assignors to Siemens Audiologische
Technik GmbH

27 October 2009 (Class 345/419); filed 18 October 2006

The boundary defining the fill region for a hearing aid shell is defined,
checked for validity, stored, and displayed for operator modification to bet-
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ter fit in components and help reduce electroacoustic feedback.—DAP

7,609,841

43.66.Ts FREQUENCY SHIFTER FOR USE IN
ADAPTIVE FEEDBACK CANCELLERS
FOR HEARING AIDS

Daniel J. Freed and Sigfrid D. Soli, assignors to House Ear
Institute

27 October 2009 (Class 381/318); filed 4 August 2004

Frequency shifting for feedback oscillation reduction has traditionally
produced undesirable audible artifacts. To reduce these artifacts, small posi-
tive and negative frequency shifts of approximately 0.3% are alternately
applied only to the high frequency portion of the audio signal.—DAP

7,537,011

43.66.Vt HEARING PROTECTION DEVICE

Robert Falco, assignor to 3M Innovative Properties Company
26 May 2009 (Class 128/864); filed 10 December 2007

A triple flange earplug is described, with radial supports for the flex

ible flanges 302 to resist deformation upon insertion. Also provided is a
hollow stem 12 providing space for a stiffener to facilitate insertion.—JE

7,603,433

43.72.Ne IMS-BASED INTERACTIVE MEDIA
SYSTEM AND METHOD

Thomas Paterik, assignor to Sprint Spectrum, L.P.
13 October 2009 (Class 709/217); filed 18 November 2005

A browser determines the location of an interactive application with a
location server and the called telephone number, and invokes at least one

media resource from an application server via a media resource controller
according to the desired interactive application.—DAP

7,601,121

43.80.Vj VOLUME RENDERING QUALITY
ADAPTATIONS FOR ULTRASOUND IMAGING

Nikolaos Pagoulatos et al., assignors to Siemens Medical Solutions
USA, Incorporated

13 October 2009 (Class 600/443); filed 12 July 2004

The quality of volume rendering by an ultrasound imaging system is
automatically adjusted as a function of ultrasound acquisition parameters
that permit higher quality rendering for slower acquisitions of data.—RCW

7,604,594

43.80.Vj METHOD AND SYSTEM OF CONTROLLING
ULTRASOUND SYSTEMS

Qian Zhang Adams et al., assignors to General Electric Company
20 October 2009 (Class 600/437); filed 4 August 2004

Image data are processed to obtain a time-gain compensation curve.
The curve can be used in conjunction with user-defined parameters. These
include a time-gain compensation parameter and a dynamic-range
parameter.—RCW

7,604,595

43.80.Vj METHOD AND SYSTEM FOR PERFORMING
REAL TIME NAVIGATION OF ULTRASOUND
VOLUMETRIC DATA

Erik Normann Steen et al., assignors to General Electric Company
20 October 2009 (Class 600/437); filed 26 August 2004

A display processor successively accesses two volumes of data stored
in an image buffer to produce a two-dimensional or a three-dimensional
rendering based on display parameters. The first volume of data in the buffer
is acquired using one set of scan parameters. The second volume of data is
acquired using another set of scan parameters. Renderings are presented in
real time by a navigation processor. The display can be changed to show
different planes. A navigation view is modified to show the changes.—RCW
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7,604,596

43.80.Vj ULTRASONIC SIGNAL PROCESSOR FOR
A HAND HELD ULTRASONIC DIAGNOSTIC
INSTRUMENT

Juin-Jet Hwang et al., assignors to SonoSite, Incorporated
20 October 2009 (Class 600/443); filed 24 December 2003

The transducer array in this instrument contains an analog integrated-
circuit transceiver for transmission and reception of ultrasound echoes. Also
in the probe are digital integrated circuits that perform b-mode and Doppler
signal processing. Further processing for display is performed in a back-end
unit.—RCW

7,604,600

43.80.Vj ULTRASONIC IMAGING DEVICE

Shin-ichiro Umemura et al., assignors to Hitachi Medical
Corporation

20 October 2009 (Class 600/458); filed in Japan 17 March 2003

Ultrasonic imaging is performed using microbubbles injected to pro-
vide contrast. Transmitting-receiving operations are repeated N times �N
�3� by using transmitted pulses with a carrier phase given by 360 /N de-
grees from one wave to another while the pulse envelope is the same. Ech-
oes from the N transmit pulses are summed to obtain an image.—RCW

7,604,601

43.80.Vj DISPLAY OF CATHETER TIP WITH BEAM
DIRECTION FOR ULTRASOUND SYSTEM

Andres Claudio Altmann and Assaf Govari, assignors to Biosense
Webster, Incorporated

20 October 2009 (Class 600/463); filed 26 April 2005

A sensor in the tip of a catheter transmits signals that are used to
determine the position of the catheter. An ultrasound transducer in the cath-
eter is used to transmit pulses and receive echoes from which an image is
formed. An image processor displays a catheter icon along with the image to
show the orientation of the catheter.—RCW

7,608,044

43.80.Vj ULTRASONIC IMAGE DISPLAY METHOD
AND ULTRASONIC DIAGNOSIS APPARATUS

Shunichiro Tanigawa, assignor to GE Medical Systems Global
Technology Company, LLC

27 October 2009 (Class 600/441); filed in Japan 18 August 2004

An ultrasound image composed of a b-mode image and a bloodflow
image is displayed with decreased weight of the b-mode image and in-
creased weight of the bloodflow image as the intensity in the b-mode image
increases.—RCW

7,610,078

43.80.Vj SYSTEM AND METHOD OF GRAPHICALLY
GENERATING ANATOMICAL STRUCTURES
USING ULTRASOUND ECHO INFORMATION

N. Parker Willis, assignor to Boston Scientific Scimed,
Incorporated

27 October 2009 (Class 600/424); filed 26 August 2005

The distal end of an elongated probe containing an ultrasound trans-

ducer for transmission of pulses and reception of echoes is moved within the
heart. Geometric shapes are defined using received echoes as the probe is
moved. Based on the geometric shapes, at least part of the heart is repre-
sented graphically.—RCW

7,611,464

43.80.Vj METHOD FOR PROCESSING DOPPLER
SIGNAL GAPS

Yong Li, assignor to Shenzhen Mindray Bio-Medical Electronics
Company, Limited

3 November 2009 (Class 600/441); filed in China 16 August 2005

A continuous sequence of Doppler signal data is obtained by estimat-
ing signals to fill gaps in the data.—RCW

7,611,465

43.80.Vj RAPID AND ACCURATE DETECTION OF
BONE QUALITY USING ULTRASOUND
CRITICAL ANGLE REFLECTOMETRY

Peter P. Antich et al., assignors to Board of Regents, The
University of Texas System

3 November 2009 (Class 600/442); filed 30 July 2003

The coefficient of elasticity in a bone is found by simultaneously de

termining two or more critical-angle reflections of an ultrasound wave with
a system that includes a transmitter and two or more receivers.—RCW
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